-

View metadata, citation and similar papers at core.ac.uk brought to you byff CORE

/

re-

\ 4

You have downloaded a document from
RE-BUS
repository of the University of Silesia in Katowice

Title: Chemical potential as a detector of phase transitions in solids
Author: Michat Matlak, Gostawska E., B. Grabiec, Kh. Eid

Citation style: Matlak Michat, Gostawska E., Grabiec B., Eid Kh. (2000). Chemical
potential as a detector of phase transitions in solids. "Acta Physica Polonica. A" (Vol. 97,
nr 3 (2000), s. 365-368).

Uznanie autorstwa - UZyeie niekomereyine - Bez utworow zaleznyeh Polska - Licenecia
@@@ ta zezwala na rozpowszechidanie, przedstawiane 1 wykonywranie ubwora jedynie w celach
‘@M niekomercyjiych oraz pod wannkiem zachowama go w oryginalne) postact
(tue tworzenia utworow zaleiyely).

(& Biblioteka

i "\ Ministerstwo Nauki
=— Uniwersytetu Slaskiego i Szkolnictwa Wyzszego



https://core.ac.uk/display/197757161?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Vol. 97 (2000) ACTA PHYSICA POLONICA A No. 3

Proceedings of the European Conference “Physics of Magnetism '99", Poznan 1999

CHEMICAL POTENTIAL AS A DETECTOR
OF PHASE TRANSITIONS IN SOLIDS

M. MaTLAK®*, E. GOosLAWSKA?, B. GrRaBIEC® AND Ku. Em?

“Institute of Physics, Silesian University, Uniwersytecka 4, 40-007 Katowice, Poland
®Physics Department, Faculty of Education, Ain-Shams University, Roxy, Cairo, Egypt

We show that the chemical potential exhibits small but distinct kinks at
all critical temperatures as the evidence for phase transitions in the electronic
system, structural phase transitions included. In the case of, at least, two
kinds of interacting electrons average occupation numbers exhibit the same
behavior.

PACS numbers: 74.70.-b, 75.30.Kz, 75.40.Cx

We consider phase transitions from ferromagnet to paramagnet (F-P), from
superconductor to normal system (S-N) and we investigate phase transitions of
reentrant type (R) using a generalization of the model investigated in Ref. [1].

The Hamiltonian of the model (three hybridized bands) can be written in
the following form (grand canonical ensemble):
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the index o numbers the bands (o = 1,2,3) and p is the chemical potential. The
Hamiltonian (1) describes the magnetic interaction (localized 4 f-spins), three hy-
bridized bands and magnetic interactions between band electrons and localized
4f-spins, as well as, the intersite Cooper pairs interaction (cf. e.g. [2]) between
conduction electrons. To calculate the chemical potential ;1 we use the constraint

S =7 (n("‘) =3, <n5,°’)>), where 71 is the average number of electrons per
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magnetic Re-ion. Assuming the spin length s = 1/2 and performing the calcula-
tions similarly to Ref. [1] (MFA', Green’s function method [3]) and using the exact
formula for the density of states (sc lattice, see [4]), we can study the following
phase transitions: (i) F-P (RE? =0), (i) S-N (Jo = ¢(® = 0), (iii) R transitions
with three critical temperatures Ty,, T¢, and T, (REZ‘.) #0, Jo #£0, ¢(@ #£0).
In all cases we have introduced a possibility of a structural phase transition
(see e.g. [5, 6]) at T = Ty assuming a small change of the bandwidth W at
T =Ty (Wr<r, = W+, Wpst, =W, where § is very small).

In Fig. la~c we present the results (7o = 6 K) for n = 3. The results for
n = 2 (one empty band, 13 = 100 eV) are qualitatively very similar to the
case n = 3. We present a very interesting case n = 1 in Fig. 2a—c (T = 10 K).
We see that all critical temperatures of the system can be well localized from
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Fig. 1. Phase transitions for n = 3; upper plots: order parameters (magnetizations m;
and m{® and superconducting order parameters A(")) vs. temperature; lower plots:
chemical potential s [eV] and average occupation numbers n{®) against temperature.
Model parameters (Fig. 1c): @ = 0.6, Jo = Y Ji; = 0.0001 eV, ") = ¢ = 4 =
0.075 eV, t§" =0, ¢ = 0.075 eV, £ = 0.1 eV, WD) =W = 0.55 €V, 6 = 0.005 €V,
b =W W = 0.9, 65 = WO /W = 0.8, V1?2 =0.07 eV, V) = 0.08 eV, V2 =
0.075 eV, R{Y =0.22 ¢V, R = 0.19 eV, B = 0.16 &V (R{® = B{?; 4,5 — n.n). In
(a) we put R{®) =0 and in (b) we put Jo = ¢(®) = 0.

tWe consider, for simplicity, the single-domain case with homogeneous magnetization.
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Fig. 2. The same as in Fig. 1 but for n = 1 when tff) = 200 eV, tf;” = 100 eV (two
empty bands). The other parameters are the same as in Fig. 1a,b,c.
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Fig. 3. The exact solutions of the model (2) (2) and (3) (b). Common model parameters:
7 = 0.6, tr<r, = 0.0825 €V, tr57, = 0.082 V. (a) Jo = 0.003 eV, g = 0.3 eV and
(b) R = 0.011 eV.
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the kinks in the temperature dependence of the chemical potential. The effect of
the critical electron redistribution [7], present for n = 2, 3 cannot take place for
n =1 (n(!) = 7@ = const). Let us also note that the lower plot in Fig. 2b is very
similar to the experimentally measured temperature dependence of the chemical
potential for YBasCuzO7_s high-T¢ superconductor (see Fig. 2 in Ref. [8]).

Let us also consider two exactly solvable models (grand canonical ensemble) -

H=-a) Si-— % [S{I-C;'I,-lci,T + 87 ctyeiy + S (nijy — nm)]
i %
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(5,5 =1,2; A= (e1,y ca,0) = ({ca,y c1,7)-
To calculate 4 we use the constraint (ni 1) + (n;) = 7 (¢ = 1,2). The results
(To = 10 K) are depicted in Fig. 3a (model (2)) and Fig. 3b (model (3)). Also in
the case of exactly solvable models the critical temperatures can easily be identified
from the kinks of the chemical potential which clearly suggest a possibility to use
the chemical potential as a detector in a broad context of phase transitions in réal
solids.
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