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Abstract 

Today Geographic Information Systems (GIS) 
provide several tools  for studying and analyzing 
varied human and natural phenomena, therefore GIS 
and geospatial data has grown  so much in both public 
and private organizations. A Challenge is the 
integration of these data to get innovative and 
exhaustive knowledge about topics of interest.  

In this paper we describe the design of a Web Map 
Service (WMS) OGC-compliant, through the use of 
grid computing technology and demonstrate how this 
approach can improve, w.r.t. security, performance, 
efficiency and scalability, the integration of geospatial 
multi-source data. End users, with a single sign-on, 
securely and transparently, gets maps whose data are 
distributed on heterogeneous data sources belonging 
to one o more Virtual Organizations via distributed 
queries in a grid computing environment. 

Keywords: Geographic Information Systems, Web 
Map Server, Grid Computing. 

1. Introduction 

Geographic Information Systems (GIS) include a 
wide range of different applications including 
automated mapping and facilities management as well 
as land information system. Since the number of 
applications has grown considerably, the term GIS is 
increasingly used as shorthand for a wide range of 
computer-based applications involving the capture, 
manipulation, analysis and display of geographic 
information. GIS are actually used in several fields 
(navigation, transport infrastructure planning, geodesy, 
urban development planning, environment monitoring, 
etc.) and huge volumes of geospatial data have been 
produced and collected. Moreover, GIS and geospatial 
data products produced by different data providers may 

differ in file format, resolution, coordinate system,  
datum, etc. Often, data coming from a specific source 
can contain complementary information with respect to 
other sources. Integrating all of these data could result 
in further, innovative and exhaustive knowledge about 
a topic of interest.  

In order to facilitate this multi-source data 
integration and interoperability, government, private 
industry, and academia are working together to 
develop a set of standards and protocols to ensure these 
goals. In particular, the Open Geospatial Consortium 
(OGC) [1] is a non-profit international organization 
that is leading the development of standards for 
geospatial and location based services. The OGC has 
developed the OGC OpenGIS Web Services 
Architecture [2] to improve the interoperability among 
geospatial system. However, this technology does not 
provide any transparent access mechanism for 
integration of multi-source and geographically 
distributed data hiding the complexity, nature and 
location of data sources.

Today, grid computing [3,4] is an emerging 
technology to solve large scale problems in dynamic, 
multi-institutional Virtual Organizations (VOs) 
coordinated by sharing resources such as high-
performance computers, observation devices, data and 
databases over high speed networks, etc. Grid 
computing provides several capabilities (like secure 
and distributed resource sharing  and virtualization, 
etc.) that are very suitable to improve the development 
of OGC Web Services. 

In this paper we describe the development of a Web 
Map Service (WMS) OGC-compliant, through the use 
of grid computing technology and demonstrate how 
this approach can improve, with respect to security, 
performance, efficiency and scalability, the integration 
and retieving of geospatial multi-source data. 

The paper is organized as follow: the next section 
presents an overview on the Open Geospatial 
Consortium activity; the openGIS Web Service and 
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related Web Map Server is then described. In section 3 
and 4, requirements and the architecture of the 
proposed web map server are analyzed. Finally, 
relevant related works are presented before concluding 
the paper.   

2. Geospatial Data and Service 
Interoperability: the Open Geospatial 
Consortium 

With the spreading of GIS, several organizations 
began to work to improve the interoperability among 
geospatial services, data and applications. In particular, 
the OGC works with government, private industry, and 
academia to create open and extensible software 
application programming interfaces for geographic 
information systems and other mainstream 
technologies. One important document produced by the 
OGC is the OpenGIS Web Services Architecture [2] 
that is a specification and description of a common 
architectural framework for the design and 
implementation of Open Distributed Processing 
applications based on the Web Services specification.  

2.1 The OpenGIS Web Services Architecture 

In this specification, some fundamental components 
are identified:  

• a Web Coverage Service (WCS) represents a 
web interface for accessing multi-dimensional 
and/or multi-temporal geospatial data (like 
remotely sensed imagery, ortho-photos, etc), 

• a Web Features Service (WFS), defines web 
interfaces for accessing feature-based geospatial 
data (vector data like administrative and political 
information, streets, cities, etc), 

• a Web Map Service (WMS) defines interfaces for 
assembling maps from multi-sources data over the 
Web through conversion of available data to 
visualizable form, 

• a Web Registries Service (WRS) specifies web 
interfaces for finding data or services from 
registries. 

2.2 The OpenGIS Web Map Server 

In this section we describe in depth the OpenGIS
Web Map Server component and its implementation 
specifications, derived from the OpenGIS Web Map 
Server Cookbook [5].  

The aim of these specifications is to remove the 
lack of interoperability among data and services 
provided by vendor’s solutions like specific vendor’s 
proprietary map server implementations. To address 
this problem, the OGC has developed a non-

proprietary Web mapping approach based on open 
interfaces, encoding and schemas. The WMS 
specification enables the creation of a network of 
interoperable map servers from which WMS clients 
can overlay and build customized maps starting from 
the client request (geographic bounding box, layers, 
styles, coordinate reference system, etc). 

In Figure 1 a communication pattern among the 
WMS clients and the WMS Server proposed by the 
OGC is depicted. 

The WMS specifications is an API that allows 
programmers to add an interoperability layer to several 
geo-processing systems from different vendors and of 
different types;  the API includes three main 
components:  

• a vocabulary for the request of information, 

• a vocabulary for the response to requests, 

• a protocol for the exchange of requests and 
responses.  

Figure 1 – The WMS Communication (from [2])

2.3 Requirement of Web Map Server OGC-
compliant 

A WMS is OGC-compliant if it provides three 
WMS basic operations [6]: 

• GetCapabilities, returns service-level metadata, 
which is a description of the service’s information 
content and acceptable request parameters; 

• GetMap, returns a map image whose geospatial 
and dimensional parameters are well defined; 

• GetFeatureInfo (optional), returns information 
about particular features shown on a map. 

We can invoke these operations by utilizing a 
WMS client in which we must specify a WWW URL 
whose syntax was defined by OGC. Also, an 
eXtensible Markup Language (XML) dialect is defined 
for service-level metadata. 

When requesting a map, a client may specify the 
information to be shown on the map (one or more 
layers), possibly the styles of those Layers, what 
portion of the Earth has to be mapped (a bounding 
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box), the projected or geographic coordinate reference 
system to be used, the desired output format, the output 
size,  background transparency and color and so on. 

In order to produce a map, a client invokes 
GetCapabilities to obtain general information about 
WMS and specific information about the available map 
layers. The response generated by GetCapabilities
consists of an XML document. The form of the URL-
encoded request is as follows: 

http://mapgrid.le.isac.cnr.it/cgi-
bin/mapserv?map=/var/www/virtual/mapgrid/puglia/la
yer-control-query.map&REQUEST=GetCapabilities

Then the client  invokes  GetMap to obtain the 
desired map. The form of the URL-encoded request is 
as follows: 

http://mapgrid.le.isac.cnr.it/cgi-
bin/mapserv?map=/var/www/virtual/mapgrid/puglia/la
yer-control-
query.map&VERSION=1.1.1&REQUEST=GetMap&L
AYERS=strade,limiti 

When two or more maps are produced with the 
same bounding box, spatial reference system, and 
output size, the results can be accurately layered to 
produce a composite map.  

Furthermore, individual map layers can be 
requested from different servers (or data sources) thus 
enabling the creation of a network of distributed Map 
Servers that clients can utilize to build customized 
maps. 

A compliant WMS client does not require any 
special software viewer other than a Web browser. 
Finally, through the above mentioned  operations a 
WMS client can: 

• list the contents of a map-based catalogue; 

• select map layers, viewing regions and scales; 

• compose and display maps constructed from data 
coming from one or more remote servers; 

• query the Web for attribute information of a map 
feature selected from a map displayed in a client 
and support applications, based on visualization of 
map data obtained in real time from disparate data 
sources. 

3. Grid-enabled WMS  

Starting from a WMS OGC-compliant, in this 
section we move towards a Grid-enabled WMS 
highlighting requirements and architecture. 

3.1 Requirements 

In order to meet important requirements such as 
compliance, efficiency, security, robustness and 
flexibility, a Grid-enabled WMS has to face several 
challenges such as for instance:  

Compliance: in order to grant the compliance with 
the OGC specification, the system must expose at least 
the three interfaces above mentioned (GetCapabilities, 
GetMap, GetFeatureInfo).

Heterogeneity: in a distributed environment 
heterogeneity is the rule (different platforms, networks, 
DBMSs, operating systems, data format, etc.). 
Moreover, systems which try to bring together  
programs, services and protocols implemented  by 
different developers cannot communicate unless using 
common standards. To address this issue we design a 
cross-DBMS and cross-platform system, paying 
special attention to portability. We exploit the  Service 
Oriented Approach which in turn leads to higher level 
of interoperability among the system components. 

Security: in a distributed environment, security 
(confidentiality, integrity etc.) is a critical and complex 
issue. We address it, performing mutual authentication, 
and data encryption by means of the Grid Security 
Infrastructure (GSI) [7]. System-defined authorization 
callbacks can implement robust authorization policies 
defining specific roles and privileges. 

However, the data encryption is a feature that can 
be turned on/off depending on the kind of data 
transfered (some time their are sensible, whereas other 
ones publicly available).

Efficiency/Robustness: the system has to provide 
efficient and stable access to distributed geospatial data 
sources. All of the modules (protocols, libraries, etc.) 
are written using the C language (to address 
performance). Furthermore the system offers advanced 
delivery/storing mechanisms leveraging compression 
and gridFTP [8] protocol. 

3.2 Architecture 

In order to satisfy all of the requirements, the 
proposed architecture (shown in Fig. 2) has been 
designed using the University of Minnesota mapserver 
as Map Server [9] to provide an OGC-compliant WMS 
front-end, the GRelC libraries [10] and Globus Toolkit 
[11] to achieve secure and efficient access to 
distributed and heterogeneous information systems 
representing the various data sources. Let us now go 
into more details about the most important components 
depicted in Fig.2. 

The Grid-WMS, consists of the following 
components: 
1) the GIS-DBs, i.e., the legacy databases managed 

by DBMSs (i.e. Oracle [12], PostgreSQL [13], 
etc.) which contain GIS data; these data sources 
are the back-end of our system. The DBMSs 
heterogeneity represents an important issue for 
higher layers in the architecture. 

2) the GRelC Service (GS) [14], which acts as a 
standard front-end for each GIS data source. This 
service provides the basic primitives to 
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transparently get access and interact with different 
data sources, concealing the back-end 
heterogeneity and other low level details (it is built 
on top of the Globus Toolkit, libxml2 and DBMSs 
proprietary libraries).  

Figure 2 – Grid-enable WMS Architecture 
overview 

To date, the GS module provides (by means of 
wrappers written by using proprietary libraries) 
dynamic binding to several physical RDBMSs such 
as Oracle or PostgreSQL. The security of the 
connection between DBMSs and GS relies on 
Socket Secure Layer (SSL). A wrapper for Unix-
ODBC [15] data sources allows the GS to also 
access textual databases (for instance, the GRelC 
Service provides – for grid applications in the 
bioinformatics field - an ad hoc wrapper for the 
Swiss-Prot database). Furthermore, due to the 
system modularity new database-specific wrappers 
can be easily written and added to our system. To 
date, two versions of this service are available: the 
former leverages a client/server architecture 
whereas the latter (used in this context) a GSI 
enabled Web Service (the last one exploits the 
gSOAP Toolkit [16]; moreover, to guarantee a 
secure data channel between client and GRelC 
Service, it uses the Grid Security Infrastructure 
(GSI) support, available as a gSOAP plug-in 
[17,18]. From the developer point of view, the 
GRelC Service provides a rich set of methods/APIs 
supporting: 
• connection management (set 

properties/open/close connection); 
• data manipulation operations; 

• advanced delivery mechanisms leveraging an 
efficient data transport protocol (GridFTP 
protocol) and compression libraries (Zlib [19]) 
(Additional information can be found in [20]); 

• additional functionalities. 
3) The GRelC Gather Service (GGS) [21] which 

must: 
• submit queries to the connected GSs 

(submission phase); 
• gather partial result sets coming from several 

GSs (leaves node) directly connected with it 
(retrieving, merging and filtering phases). 

Currently, a GSI enabled  Web Service version of 
the GGS is available, exploiting the GSI plug-in for 
gSOAP. A set of methods/APIs provides the user with 
a lot of functionalities in order to easily develop 
applications on top of the GGS.   

In the proposed architecture we just considered the 
GGS, whereas in the future we plan to integrate an 
Enhanced GGS described in [22] which supports a 
more scalable infrastructure. 

In particular, the WMS exploits the GGS methods 
for access to the distributed data catalogues. Indeed, 
the GGS module provides a transparent layer and 
allows the WMS to work in standard way, such as 
thorough  ODBC connection. 

Mapserver connect itself with GGS, and hence can 
access to vector data sets in their native format, 
through OGR library [23]. 

The OGR Simple Features Library is a C++ open 
source library providing read (and sometimes write) 
access to a variety of vector file formats. OGR allows 
mapserver to access spatial and non-spatial tables via 
ODBC. By default the ODBC searches for 
GEOMETRY_COLUMNS table. If found it is used to 
identify the set of spatial tables that should be treated 
as layers by OGR. 

Currently the ODBC OGR driver is read-only, so 
new features, tables and datasources cannot normally 
be created by OGR applications. This limitation may 
be removed in the future. 

It is worth noting here that in our system, the query 
language is the Standard Query Language (SQL) 
containing GIS extensions, as specified in the Open
GIS Simple Features Specification For SQL [24] of the 
OGC. Indeed, as specified in [24], geospatial features 
collection can be stored as a record in a table in which 
the non-spatial attributes will be mapped onto columns 
whose types are drawn from the set of standard 
ODBC/SQL92 data types. The spatial attributes will be 
mapped onto columns whose data types are based on 
features shall be referred to as a feature table. The 
SQL92 environment with a set of Geometry Types is 
referred as SQL92 with Geometry Types and it allows 
a standard SQL schema that supports storage, retrieval, 
query and updated of simple feature collection via the 
ODBC API and through geographic operations. 
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4. Related Work 

Several works deal with the use of Grid 
technologies to develop geospatial data management 
software architectures and some of which are strictly 
related to GIS data  [25-26].  

In [25] the authors describe a prototype in which 
Grid technologies and OGC Web Services are 
integrated for evaluating the usability in the geospatial 
disciplines. The purpose of this project is to test OGC 
interfaces in the NASA’s data environment. Currently, 
NWGISS consists of five components: a Map Server, a 
Coverage Server, a Catalog Server, a multi-protocol 
geoinformation client (MPGC), and a Toolbox. It is a 
preliminary work that demonstrates the great potential 
of Grid technologies in this field. 

In [26] the authors discuss a research project that 
integrate the OGC and technologies for making NASA 
EOSDIS data accessible to Earth science modelling 
and application communities. In this work they  
demonstrate how the integration of both OGC and Grid 
technologies are very promising for application in 
Earth science in order to provide interoperable sharing 
of geospatial data, information, knowledge and 
computational resources. 

In [22], a distributed Earth observation system 
information service is presented. It aims at managing 
and accessing Earth observation and geospatial 
heterogeneous data sources, in a grid environment. 
This work is slightly different because the target is  
connected with the remotely sensed data (such as radar 
imagery, ortho-photos, etc.) and the proposed 
architecture is based on a common metadata schema 
describing heterogeneous data sources. 

In our work, we  have been exploiting the Grid 
technologies  to develop Grid-enabled WMS OGC-
compliant and we  have been focusing on the data 
access level. Our target is to achieve the needed level 
of data sources virtualization and scalability, exploiting 
specific libraries layered on top of the Globus Toolkit. 

5. Conclusions and future directions 

In this paper we presented the development of a 
OGC-compliant WMS using Grid technologies. We 
discussed  a secure and controlled access (leveraging 
the GRelC libraries and Globus Toolkit) on huge 
quantity of GIS data wide spread on a grid 
environment . So, end-users, with a single sign-up,  
securely and transparently get maps whose data are 
distributed on heterogeneous data source belonging to 
one o more VOs via distributed queries on the grid 
information system. This work belongs to a research 
project, named MapGrid [27], which aims to develop a 
Grid infrastructure for GIS data management.  

In the near future, we plan to add new features such 
as an OGC-compliant Web Coverage Service to 
support  representations of space-varying phenomena 
that relate a spatio-temporal domain to a (possibly 
multidimensional) range of properties. It is very 
important in meteorological and scientific study 
environments. 

Moreover, we plan to migrate our MapGrid 
architecture towards a WSRF [28]/OGSA [29] 
specification traducing our services in grid services. 
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