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#### Abstract

In this work we investigate the class of binary aggregation operators (=agops) satisfying the 2-increasing property, obtaining some characterizations for agops having other special properties (e.g., quasi-arithmetic mean, Choquet-integral based, modularity) and presenting some construction methods. In particular, the notion of $P$-increasing function is used in order to characterize the composition of 2-increasing agops. The lattice structure (with respect to the pointwise order) of some subclasses of 2 -increasing agops is presented. Finally, a method is given for constructing copulas beginning from 2increasing and 1-Lipschitz agops.
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## 1. Introduction

The aggregation of different pieces of information is one of the major problem for all kinds of knowledge based systems. Here the aggregations of a finite number of input values, which belong to the unit interval $[0,1]$, into an output value, belonging to the same interval, are considered, following the ideas and the notations of the books [2,4]. Specifically, binary aggregation operators (agops, for short) satisfying the 2 -increasing property are analysed in details.

The 2 -increasing property has a relevant connection with the theory of copulas, whose interest in statistics is well known (see [18]). Moreover, associative copulas form a distinguished subset of the class of continuous triangular norms, which are largely used in the treatment of vague information (see, for example, [11]). The 2 -increasing property has been considered, for instance, in the fuzzy inference processing, when one imposes

[^0]some special conditions (see [22,17]). However, this property has a relevant rôle also in the theory of fuzzy measures, where it is also known as "supermodularity" (see [6]).

Basic definitions and properties of 2-increasing binary aggregation operators are considered in Section 2. In Section 3, the 2-increasing property is characterized in some subclasses of agops, while construction methods are investigated in Sections 4 and 5. The lattice structure of some subclasses are, then, considered in Section 6. Finally, we present a method for constructing a copula starting from a 2 -increasing and 1-Lipschitz agop (Section 7).

## 2. Definitions and basic properties

A binary aggregation operator (shortly, agop) is a mapping $A$ from $[0,1]^{2}$ into $[0,1]$ that satisfies the following properties:
(A1) $A(0,0)=0$ and $A(1,1)=1$;
(A2) $A(x, y) \leqslant A\left(x^{\prime}, y^{\prime}\right)$ for $x \leqslant x^{\prime}$ and $y \leqslant y^{\prime}$.
The class of agops will be denoted by $\mathscr{A}$.
An agop $A$ has a neutral element $e \in[0,1]$ if

$$
\begin{equation*}
A(x, e)=x=A(e, x) \quad \text { for every } x \in[0,1], \tag{2.1}
\end{equation*}
$$

and it has an annihilator $a \in[0,1]$ if

$$
\begin{equation*}
A(x, a)=a=A(a, x) \quad \text { for every } x \in[0,1] . \tag{2.2}
\end{equation*}
$$

Given an agop $A$,

- the horizontal section of $A$ at $b \in[0,1]$ is the function $h_{b}:[0,1] \rightarrow[0,1]$ defined by $h_{b}(x):=A(x, b)$;
- the vertical section of $A$ at $a \in[0,1]$ is the function $v_{a}:[0,1] \rightarrow[0,1]$ defined by $v_{a}(y):=A(a, y)$;
- the diagonal section of $A$ is the function $\delta_{A}:[0,1] \rightarrow[0,1]$ defined by $\delta_{A}(t):=A(t, t)$.

The sections $h_{0}, h_{1}, v_{0}$, and $v_{1}$ are called marginals of $A$.
An agop $A$ is said to be 2-increasing if, for all $x_{1}, x_{2}, y_{1}$, and $y_{2}$ in $[0,1]$ with $x_{1} \leqslant x_{2}$ and $y_{1} \leqslant y_{2}$, one has

$$
\begin{equation*}
V_{A}\left(\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\right):=A\left(x_{1}, y_{1}\right)+A\left(x_{2}, y_{2}\right)-A\left(x_{1}, y_{2}\right)-A\left(x_{2}, y_{1}\right) \geqslant 0 . \tag{2.3}
\end{equation*}
$$

Inequality (2.3) is called rectangular inequality and $V_{A}\left(\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\right)$ is said to be the $A$-volume of $\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$. Notice that inequality (2.3) is equivalent to the fact that both the functions

$$
t \mapsto A\left(x_{2}, t\right)-A\left(x_{1}, t\right) \quad \text { and } \quad s \mapsto A\left(s, y_{2}\right)-A\left(s, y_{1}\right)
$$

are increasing for $x_{1} \leqslant x_{2}$ and for $y_{1} \leqslant y_{2}$, respectively. This property is also known as moderate growth (see [17]).

A 2-increasing agop is also supermodular with respect to the pointwise order on $[0,1]^{2}$. In fact, if $\mathbf{x} \wedge \mathbf{y}$ and $\mathbf{x} \vee \mathbf{y}$ denote, respectively, the componentwise minimum and maximum of two points $\mathbf{x}$ and $\mathbf{y}$ of $[0,1]^{2}$, then inequality (2.3) can be rewritten in the form

$$
A(\mathbf{x} \wedge \mathbf{y})+A(\mathbf{x} \vee \mathbf{y}) \geqslant A(\mathbf{x})+A(\mathbf{y})
$$

The class of 2-increasing agops will be denoted by $\mathscr{A}_{2}$.
Remark 2.1. Let $A$ be a 2 -increasing agop, $A \in \mathscr{A}_{2}$. Then the dual of $A$ is defined, for every point ( $x, y$ ) in $[0,1]^{2}$, by

$$
A^{d}(x, y):=1-A(1-x, 1-y) .
$$

It is immediately seen that $A^{d}$ is 2-decreasing, in the sense that, for its $A^{d}$-volume, $V_{A^{d}}\left(\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\right) \leqslant 0$ holds. Analogously, if $A$ is 2 -decreasing, then its dual is 2 -increasing. Therefore one may limit oneself to considering only 2 -increasing agops, since the analogous results for the 2 -decreasing ones are obtained by duality.

Some important examples of 2-increasing agops are the restrictions to $[0,1]^{2}$ of bivariate distribution functions $F$ such that $F(0,0)=0$ and $F(1,1)=1$, in particular copulas, which correspond to the case when the marginal distributions are uniform on the unit interval (and in such a case, they possess a neutral element 1) (see [18]), the smallest agop, defined by

$$
A_{S}(x, y)= \begin{cases}1, & \text { if }(x, y)=(1,1) \\ 0, & \text { otherwise }\end{cases}
$$

and the weighted arithmetic means (see [3]).
In order to prove that a function $F:[0,1]^{2} \rightarrow[0,1]$ satisfies the rectangular inequality (2.3), the following technical result will be useful. But, first, let $\Delta_{+}$and $\Delta_{-}$denote the subsets of the unit square given by

$$
\Delta_{+}:=\left\{(x, y) \in[0,1]^{2}: x \geqslant y\right\}, \quad \Delta_{-}:=\left\{(x, y) \in[0,1]^{2}: x \leqslant y\right\}
$$

then one has
Lemma 2.2. For every agop $A$, the $A$-volume $V_{A}(R)$ of any rectangle $R \subseteq[0,1]^{2}$ can be expressed as the sum

$$
\sum_{i} V_{A}\left(R_{i}\right)
$$

of at most three terms, where the rectangles $R_{i}$ may have a side in common and belong to one of the following types:
(a) $R_{i} \subseteq \Delta_{+}$;
(b) $R_{i} \subseteq \Delta_{-}$;
(c) $R_{i}=[s, t] \times[s, t]$ for some $s$ and $t$ in $[0,1], s<t$.

Proof. Let a rectangle $R \subseteq[0,1]^{2}$ be given; if it belongs to one of the three types (a), (b) or (c) there is nothing to prove. Then consider the other possible cases: $R$ may have one, two or three vertices in $\Delta_{-}$.

Let $R=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$ have one vertex in $\Delta_{+}$and three in $\Delta_{-}$; then, since $y_{2}>x_{2}>y_{1}>x_{1}$, one can write

$$
R=\left(\left[x_{1}, y_{1}\right] \times\left[y_{1}, y_{2}\right]\right) \cup\left(\left[y_{1}, x_{2}\right] \times\left[y_{1}, x_{2}\right]\right) \cup\left(\left[y_{1}, x_{2}\right] \times\left[x_{2}, y_{2}\right]\right) ;
$$

of these rectangles, the first and the third one are of type (b), while the second one is of type (c). Now

$$
\begin{aligned}
& V_{A}\left(\left[x_{1}, y_{1}\right] \times\left[y_{1}, y_{2}\right]\right)=A\left(y_{1}, y_{2}\right)-A\left(y_{1}, y_{1}\right)-A\left(x_{1}, y_{2}\right)+A\left(x_{1}, y_{1}\right), \\
& V_{A}\left(\left[y_{1}, x_{2}\right] \times\left[y_{1}, x_{2}\right]\right)=A\left(x_{2}, x_{2}\right)-A\left(x_{2}, y_{1}\right)-A\left(y_{1}, x_{2}\right)+A\left(y_{1}, y_{1}\right), \\
& V_{A}\left(\left[y_{1}, x_{2}\right] \times\left[x_{2}, y_{2}\right]\right)=A\left(x_{2}, y_{2}\right)-A\left(x_{2}, x_{2}\right)-A\left(y_{1}, y_{2}\right)+A\left(y_{1}, x_{2}\right) .
\end{aligned}
$$

Therefore, summing these equalities yields

$$
\begin{aligned}
& V_{A}\left(\left[x_{1}, y_{1}\right] \times\left[y_{1}, y_{2}\right]\right)+V_{A}\left(\left[y_{1}, x_{2}\right] \times\left[y_{1}, x_{2}\right]\right)+V_{A}\left(\left[y_{1}, x_{2}\right] \times\left[x_{2}, y_{2}\right]\right) \\
& \quad=A\left(x_{2}, y_{2}\right)-A\left(x_{2}, y_{1}\right)-A\left(x_{1}, y_{2}\right)+A\left(x_{1}, y_{1}\right)=V_{A}\left(\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\right)
\end{aligned}
$$

which proves the assertion in this case. The other cases are proved in a similar manner.
Proposition 2.3. An agop $A:[0,1]^{2} \rightarrow[0,1]$ is 2-increasing if, and only if, the three following conditions hold:
(i) $V_{A}(R) \geqslant 0$ for every rectangle $R \subseteq \Delta_{+}$;
(ii) $V_{A}(R) \geqslant 0$ for every rectangle $R \subseteq \Delta_{-}$;
(iii) $V_{A}(R) \geqslant 0$ for every square $R \subseteq[0,1]^{2}, R=[s, t] \times[s, t]$.

Proof. If $A$ is 2 -increasing, (i), (ii) and (iii) follow easily. Conversely, let $R$ be a rectangle contained in $[0,1]^{2}$. Then, because of the previous lemma, $R$ can be decomposed into the union of at most three sub-rectangles $R_{i}$ of type (a), (b) or (c); and for each of them $V_{A}\left(R_{i}\right) \geqslant 0$ holds. Therefore $V_{A}(R)=\sum V_{A}\left(R_{i}\right) \geqslant 0$.

Remark 2.4. Every 2 -increasing agop $A$ induces a positive and $\sigma$-additive measure $\mu_{A}$ on $[0,1]^{2}$ given, for every rectangle $\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$, by

$$
\mu_{A}\left(\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\right):=V_{A}\left(\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]\right)
$$

and extended on the whole family of Borel sets of $[0,1]^{2}$ using classical measure theoretic techniques.

## 3. Characterizations of some subclasses of 2 -increasing agops

In this section, some subclasses of agops satisfying the 2 -increasing property are characterized.
Proposition 3.1. Let A be a 2-increasing agop. Then:
(a) the neutral element $e \in[0,1]$ of $A$, if it exists, is equal to 1 ;
(b) the annihilator $a \in[0,1]$ of $A$, if it exists, is equal to 0 .
(c) if $A$ is continuous on the border of $[0,1]^{2}$, then $A$ is continuous on $[0,1]^{2}$.

Proof. Let $A$ be a 2-increasing agop.
If $A$ has neutral element $e \in[0,1[$, then

$$
A(1,1)+A(e, e)=1+A(e, e) \geqslant A(e, 1)+A(1, e)=1+1,
$$

a contradiction. Therefore $e=1 \mathrm{and}$, as a consequence, $A$ is a copula.
Let $A$ have an annihilator $a \in[0,1]$. Assume, if possible that $a>0$; then

$$
A(a, a)-A(a, 0)-A(0, a)+A(0,0)=-a \geqslant 0
$$

a contradiction; as a consequence, $a=0$.
Let $A$ be continuous on the border of $[0,1]^{2}$ and let $\left(x_{0}, y_{0}\right)$ be a point in $] 0,1\left[^{2}\right.$ such that $A$ is not continuous in ( $x_{0}, y_{0}$ ). Suppose, without loss of generality, that there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $[0,1], x_{n} \leqslant x_{0}$ for every $n \in \mathbb{N}$, such that $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ tends to $x_{0}$ as $n \rightarrow+\infty$ and

$$
\lim _{n \rightarrow+\infty} A\left(x_{n}, y_{0}\right)<A\left(x_{0}, y_{0}\right) .
$$

Therefore, there exist $\epsilon>0$ and $n_{0} \in \mathbb{N}$ such that $A\left(x_{0}, y_{0}\right)-A\left(x_{n}, y_{n}\right)>\epsilon$ for every $n \geqslant n_{0}$. But, because $A$ is continuous on the border of the unit square, there exists $\bar{n}>n_{0}$ such that $A\left(x_{0}, 1\right)-A\left(x_{\bar{n}}, 1\right)<\epsilon$. But this violates the 2 -increasing property, because, in this case,

$$
V\left(\left[x_{\bar{n}}, x_{0}\right] \times\left[y_{0}, 1\right]\right)<0 .
$$

Thus the only possibility is that $A$ is continuous on $[0,1]^{2}$.
Proposition 3.2. Let $M_{f}$ be a quasi-arithmetic mean, viz. let a continuous strictly monotone function $f:[0,1] \rightarrow \mathbb{R}$ exist such that

$$
M_{f}(x, y):=f^{-1}\left(\frac{f(x)+f(y)}{2}\right) .
$$

Then $M_{f}$ is 2-increasing if, and only if, $f^{-1}$ is convex.
Proof. Let $s$ and $t$ be real numbers and set $a:=f^{-1}(s)$ and $b:=f^{-1}(t)$. If $M_{f}$ is 2-increasing, then

$$
\begin{equation*}
M_{f}(a, a)+M_{f}(b, b) \geqslant M_{f}(a, b)+M_{f}(b, a)=2 M_{f}(a, b), \tag{3.1}
\end{equation*}
$$

because $M_{f}$ is also commutative, and (3.1) is equivalent to

$$
f^{-1}(s)+f^{-1}(t) \geqslant 2 f^{-1}\left(\frac{s+t}{2}\right)
$$

This shows that $f^{-1}$ is Jensen-convex and hence convex.

Conversely, let $f^{-1}$ be convex; one has to prove that, whenever $x_{1} \leqslant x_{2}$ and $y_{1} \leqslant y_{2}$,

$$
M_{f}\left(x_{1}, y_{1}\right)+M_{f}\left(x_{2}, y_{2}\right) \geqslant M_{f}\left(x_{2}, y_{1}\right)+M_{f}\left(x_{1}, y_{2}\right),
$$

or, equivalently, that

$$
f^{-1}\left(s_{1}\right)+f^{-1}\left(s_{4}\right) \geqslant f^{-1}\left(s_{2}\right)+f^{-1}\left(s_{3}\right),
$$

where

$$
\begin{array}{ll}
s_{1}:=\frac{f\left(x_{1}\right)+f\left(y_{1}\right)}{2}, & s_{4}:=\frac{f\left(x_{2}\right)+f\left(y_{2}\right)}{2}, \\
s_{2}:=\frac{f\left(x_{2}\right)+f\left(y_{1}\right)}{2}, & s_{3}:=\frac{f\left(x_{1}\right)+f\left(y_{2}\right)}{2} .
\end{array}
$$

Assume now that $f$ is (strictly) increasing; setting

$$
\alpha:=\frac{s_{4}-s_{2}}{s_{4}-s_{1}},
$$

one has $\alpha \in[0,1]$ and

$$
s_{2}=\alpha s_{1}+(1-\alpha) s_{4}, \quad s_{3}=(1-\alpha) s_{1}+\alpha s_{4} .
$$

Because $f^{-1}$ is convex, one has

$$
f^{-1}\left(s_{2}\right)+f^{-1}\left(s_{3}\right) \leqslant f^{-1}\left(s_{1}\right)+f^{-1}\left(s_{4}\right),
$$

namely the assertion.
If, on the other hand, $f$ is (strictly) decreasing, then one sets

$$
\alpha:=\frac{s_{1}-s_{2}}{s_{1}-s_{4}}
$$

in order to reach the same conclusion.
Remark 3.3. Notice that, if $M_{f}$ is a quasi-arithmetic mean generated by a function $f$, with $f^{-1}$ convex, then

$$
M_{f}(x, y) \leqslant \frac{x+y}{2} \quad \text { for every }(x, y) \in[0,1]^{2} .
$$

In fact, if $f$ is increasing, so is $f^{-1}$, and $M_{f}(x, y) \leqslant \frac{x+y}{2}$ is equivalent to the fact that $f$ is Jensen-concave and, thus, $f^{-1}$ convex. Instead, if $f$ is decreasing, so is $f^{-1}$, and $M_{f}(x, y) \leqslant \frac{x+y}{2}$ is equivalent to the fact that $f$ is Jensen-convex and, thus, $f^{-1}$ convex.

The 2 -increasing property can be considered also in the class of Choquet integral-based agop, a class of agops based on the ideas of [5] (see, also, $[1,3]$ ).
Proposition 3.4. The Choquet integral-based agop, defined for a and $b$ in $[0,1]$ by

$$
A_{\mathrm{Ch}}(x, y)= \begin{cases}(1-b) x+b y, & \text { if } x \leqslant y, \\ a x+(1-a) y, & \text { if } x>y,\end{cases}
$$

is 2-increasing if, and only if, $a+b \leqslant 1$.
Proof. It is easily proved that $A_{\mathrm{Ch}}$ is 2-increasing on every rectangle contained either in $\Delta_{+}$or in $\Delta_{-}$. Now, let $R:=[s, t] \times[s, t], s<t$. Then

$$
V_{A_{\mathrm{Ch}}}([s, t] \times[s, t])=s+t-[(1-b) s+b t]-[a t+(1-a) s]
$$

is greater than 0 for all $s$ and $t$ such that $0 \leqslant s<t \leqslant 1$ if, and only if, $a+b \leqslant 1$. Therefore, we have the desired assertion by using Proposition 2.3.

Notice that, if $a+b=1$, we have the weighted arithmetic mean. Instead, if $a=b \leqslant 1 / 2$, we have the OWA operator $A_{\mathrm{Ch}}(x, y)=(1-a) \min \{x, y\}+a \max \{x, y\}$. OWA operators have been introduced by Yager (see [21]) and they are agops that lie between the minimum and the maximum. A recent application of OWA operators is given in [20].
Remark 3.5. The above proposition can be also proved by using some known results on fuzzy measures. In fact, following [6], it is known that a Choquet integral operator based on a fuzzy measure $m$ is supermodular if, and only if, the fuzzy measure $m$ is supermodular. But, in the case of 2 inputs, say $\mathbb{X}_{2}:=\{1,2\}$, we can define a fuzzy measure $m$ on $2^{\mathbb{X}_{2}}$ by giving the values $m(\{1\})=a$ and $m(\{2\})=b$, where $a$ and $b$ are in $[0,1]$. Moreover, it is also known that $m$ is supermodular if, and only if, $a+b \leqslant 1$.

A special subclass of 2 -increasing agops is that formed by modular agops, i.e. those $A$ 's for which $V_{A}(R)=0$ for every rectangle $R \subseteq[0,1]^{2}$. For these operators the following characterization holds.
Proposition 3.6. For an agop $A$ the following statements are equivalent:
(a) $A$ is modular;
(b) increasing functions $f$ and $g$ from $[0,1]$ into $[0,1]$ exist such that $f(0)=g(0)=0, f(1)+g(1)=1$, and

$$
\begin{equation*}
A(x, y)=f(x)+g(y) . \tag{3.2}
\end{equation*}
$$

Proof. If $A$ is modular, set $f(x):=A(x, 0)$ and $g(y):=A(0, y)$. From the modularity of $A$

$$
0=V_{A}([0, x] \times[0, y])=A(x, y)-f(x)-g(y)+A(0,0),
$$

which implies (b). Viceversa, it is clear that every function of type (3.2) is modular.

## 4. Construction of 2 -increasing agops

In the literature, there is a variety of construction methods for agops (see [3] and the references therein). In this section, some of these methods are used to obtain an agop satisfying the 2 -increasing property.
Proposition 4.1. Let $\varphi:[0,1] \rightarrow[0,1]$ be a continuous and strictly increasing function with $\varphi(0)=0$ and $\varphi(1)=1$. The following statements are equivalent:
(a) $\varphi$ is concave;
(b) for every $A \in \mathscr{A}_{2}$, the function

$$
A_{\varphi}(x, y):=\varphi^{-1}(A(\varphi(x), \varphi(y)))
$$

is a 2-increasing agop.

Proof. (a) $\Rightarrow$ (b) Let $A$ be a 2-increasing agop and let $R=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$ be any rectangle contained in $[0,1]^{2}$. Then

$$
V_{A_{\varphi}}(R)=\varphi^{-1}\left(A\left(\varphi\left(x_{1}\right), \varphi\left(y_{1}\right)\right)\right)+\varphi^{-1}\left(A\left(\varphi\left(x_{2}\right), \varphi\left(y_{2}\right)\right)\right)-\varphi^{-1}\left(A\left(\varphi\left(x_{2}\right), \varphi\left(y_{1}\right)\right)\right)-\varphi^{-1}\left(A\left(\varphi\left(x_{1}\right), \varphi\left(y_{2}\right)\right)\right) .
$$

Setting

$$
\begin{array}{ll}
s_{1}:=A\left(\varphi\left(x_{1}\right), \varphi\left(y_{1}\right)\right), & s_{4}:=A\left(\varphi\left(x_{2}\right), \varphi\left(y_{2}\right)\right), \\
s_{2}:=A\left(\varphi\left(x_{2}\right), \varphi\left(y_{1}\right)\right), & s_{3}:=A\left(\varphi\left(x_{1}\right), \varphi\left(y_{2}\right)\right),
\end{array}
$$

yields

$$
s_{1} \leqslant s_{2} \leqslant s_{4}, \quad s_{1} \leqslant s_{3} \leqslant s_{4} \quad \text { and } \quad s_{1}+s_{4} \geqslant s_{2}+s_{3} .
$$

Thus $w:=s_{2}+s_{3}-s_{1}$ belongs to the interval $\left[\max \left\{s_{2}, s_{3}\right\}, s_{4}\right]$; moreover, $s_{1}+w=s_{2}+s_{3}$. Put $\alpha:=\left(w-s_{2}\right) /$ ( $w-s_{1}$ ) and notice that $\alpha$ so defined belongs to $[0,1]$. Now

$$
s_{2}=\alpha s_{1}+(1-\alpha) w \quad \text { and } \quad s_{3}=(1-\alpha) s_{1}+\alpha w .
$$

Since $\varphi^{-1}$ is convex and increasing, one has

$$
\varphi^{-1}\left(s_{2}\right)+\varphi^{-1}\left(s_{3}\right) \leqslant \varphi^{-1}\left(s_{1}\right)+\varphi^{-1}(w) \leqslant \varphi^{-1}\left(s_{1}\right)+\varphi^{-1}\left(s_{4}\right),
$$

namely $V_{A_{\varphi}}(R) \geqslant 0$.
(b) $\Rightarrow$ (a) Consider the 2-increasing agop given by

$$
A(x, y):=\frac{\varphi^{-1}(x)+\varphi^{-1}(y)}{2}
$$

Since $A_{\varphi}$ is 2-increasing, one has, for $s \leqslant t$,

$$
A_{\varphi}(s, s)+A_{\varphi}(t, t) \geqslant A_{\varphi}(s, t)+A_{\varphi}(t, s),
$$

or, equivalently,

$$
\varphi^{-1}(s)+\varphi^{-1}(t) \geqslant 2 \varphi^{-1}\left(\frac{s+t}{2}\right)
$$

Thus $\varphi^{-1}$ is Jensen-convex, and, because of its continuity, convex; therefore, $\varphi$ is concave.
Proposition 4.2. Let $f$ and $g$ be increasing functions from $[0,1]$ into $[0,1]$ such that $f(0)=g(0)=0$ and $f(1)=g(1)=1$. Let $A$ be a 2-increasing agop. Then, the function defined by

$$
A_{f, g}(x, y):=A(f(x), g(y))
$$

is a 2-increasing agop.
Proof. It is obvious that $A_{f, g}(0,0)=0, A_{f, g}(1,1)=1$ and $A_{f, g}$ is increasing in each place, since it is the composition of increasing functions. Moreover, given $R=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$, one obtains

$$
V_{A_{f, g}}(R)=V_{A}\left(\left[f\left(x_{1}\right), g\left(x_{2}\right)\right] \times\left[f\left(y_{1}\right), g\left(y_{2}\right)\right]\right) \geqslant 0
$$

which is the desired assertion.
Example 4.3. Let $f$ and $g$ be increasing functions from $[0,1]$ into $[0,1]$ with $f(0)=g(0)=0$ and $f(1)=g(1)=1$.
Then

$$
A_{f, g}(x, y):=f(x) \cdot g(y)
$$

is a 2 -increasing agop as a consequence of the previous proposition, by taking $A=\Pi$, the product agop.
From Sklar's theorem (see [18]), the following is easily derived.
Corollary 4.4. The following statements are equivalent:
(a) $H$ is the restriction to the unit square $[0,1]^{2}$ of a bivariate probability distribution function on $[0,1]^{2}$, with $H(0,0)=0$ and $H(1,1)=1$;
(b) there exist a copula $C$ and increasing and left continuous functions $f$ and $g$ from $[0,1]$ into $[0,1]$ such that $f(0)=g(0)=0$ and $f(1)=g(1)=1$, and one has

$$
H(x, y):=C(f(x), g(y)) .
$$

Remark 4.5. In view of Proposition 4.2, we notice that a copula can be constructed from every 2 -increasing agop that is continuous on the boundary and which has an annihilator (necessarily equal to zero). Indeed, it suffices to put

$$
f(x):=\sup \{t \in[0,1]: A(t, 1)=x\}, \quad g(y):=\sup \{t \in[0,1]: A(1, t)=y\} .
$$

For example, let $B$ and $C$ be copulas and consider the function $A^{\prime}(x, y)=B(x, y) \cdot C(x, y)$. As one will show in the sequel (see Section 5), $A^{\prime}$ is a continuous 2 -increasing agop with annihilator 0 . Moreover, one has

$$
f(x)=g(x)=\sup \left\{t \in[0,1]: A^{\prime}(t, 1)=x\right\}=\sqrt{x}
$$

Therefore, in view of Proposition 4.2 the function

$$
A^{\prime}(f(x), g(y))=B(\sqrt{x}, \sqrt{y}) \cdot C(\sqrt{x}, \sqrt{y})
$$

is a copula. The same procedure holds if one considers $A^{\prime}(x, y)=B^{\alpha}(x, y) \cdot C^{\beta}(x, y)$ for all $\alpha, \beta \geqslant 1$, as consequence of the results in Section 5.

Sometimes, it is useful to construct an agop with specified values on its diagonal, horizontal or vertical section (see, for example, [12,13]). Specifically, given a suitable prescribed function $f$, the problem is whether there is a 2 -increasing agop with (diagonal, horizontal or vertical) section equal to $f$. The following result, whose proof can easily be produced by the reader, answers the question.

Proposition 4.6. Let $h, v$ and $\delta$ be increasing functions from $[0,1]$ into $[0,1], \delta(0)=0$ and $\delta(1)=1$. Then:

- $A_{\delta}(x, y)=\delta(x)$ is an agop whose diagonal section is $\delta$;
- an agop $A_{h}$ with horizontal section at $\left.b \in\right] 0,1[$ equal to $h$ is given by

$$
A_{h}(x, y)= \begin{cases}1, & \text { if }(x, y)=(1,1) \\ 0, & \text { if } y=0 \\ h(x), & \text { otherwise }\end{cases}
$$

- an agop $A_{v}$ with vertical section at $\left.a \in\right] 0,1[$ equal to $v$ is given by

$$
A_{v}(x, y)= \begin{cases}1, & \text { if }(x, y)=(1,1) \\ 0, & \text { if } x=0 \\ v(y), & \text { otherwise }\end{cases}
$$

In [16] (see also [3]), an ordinal sum construction for agops is given. Here, we modify the method given there in order to ensure that an ordinal sum of 2-increasing agops is again a 2 -increasing agop.

Consider a partition of the unit interval $[0,1]$ by the points $0=a_{0}<a_{1}<\cdots<a_{n}=1$ and let $A_{1}, A_{2}, \ldots, A_{n}$ be $n 2$-increasing agops. For $i=1,2, \ldots, n$, consider the function $\tilde{A}_{i}$ defined on the square $\left[a_{i}, a_{i+1}\right]^{2}$ by

$$
\widetilde{A}_{i}(x, y)=a_{i}+\left(a_{i+1}-a_{i}\right) A_{i}\left(\frac{x-a_{i}}{a_{i+1}-a_{i}}, \frac{y-a_{i}}{a_{i+1}-a_{i}}\right) .
$$

Then $\widetilde{A}_{i}$ is 2-increasing on $\left[a_{i}, a_{i+1}\right]^{2}$, because it is obtained by $A$ via the transformation $\varphi(t):=\left(t-a_{i}\right) /$ $\left(a_{i+1}-a_{i}\right)$ (see Proposition 4.1); in fact, $\widetilde{A}_{i}$ is the rescaling of the 2-increasing agop $A_{i}$ in $\left[a_{i}, a_{i+1}\right]^{2}$. Now, define, for every point $(x, y)$ such that $a_{i} \leqslant \min \{x, y\}<a_{i+1}$,

$$
\begin{equation*}
A_{1, n}(x, y):=\widetilde{A}_{i}\left(\min \left\{x, a_{i+1}\right\}, \min \left\{y, a_{i+1}\right\}\right) . \tag{4.1}
\end{equation*}
$$

Therefore, it is not hard to prove that $A_{1, n}$ is also a 2-increasing agop, called the ordinal sum of the agops $\left\{A_{i}: i=1,2, \ldots, n\right\}$; we write

$$
A_{1, n}=\left(\left\langle a_{i}, a_{i+1}, A_{i}\right\rangle: i=1,2, \ldots, n\right) .
$$

Example 4.7. Consider a partition of [0,1] by means of the points $0=a_{0}<a_{1}<\cdots<a_{n}=1$. Let $\left\{A_{i}: i=1,2, \ldots, n\right\}$ be 2 -increasing agops such that, for every index $i, A_{i}=A_{S}$, the smallest agop. Let $A_{1, n}$ be the ordinal sum $\left(\left\langle a_{i}, a_{i+1}, A_{i}\right\rangle_{i=1,2, \ldots, n}\right)$. For every point $(x, y)$ such that $a_{i} \leqslant \min \{x, y\}<a_{i+1}, A_{1, n}(x, y)=a_{i}$.

## 5. Composition of 2 -increasing agops: the $P$-increasing property

The composition of two agops poses interesting problems. In particular, in order to preserve the 2 -increasing property for the composed agop, the notion of $P$-increasing function is useful. It was introduced in [8] and it is here reproduced.

A function $\psi:[0,1]^{2} \rightarrow[0,1]$ is said to be $P$-increasing if, and only if,

$$
\begin{equation*}
\psi\left(s_{1}, t_{1}\right)+\psi\left(s_{4}, t_{4}\right) \geqslant \max \left\{\psi\left(s_{2}, t_{2}\right)+\psi\left(s_{3}, t_{3}\right), \psi\left(s_{3}, t_{2}\right)+\psi\left(s_{2}, t_{3}\right)\right\}, \tag{5.1}
\end{equation*}
$$

for all $s_{i}, t_{i} \in[0,1](i \in\{1,2,3,4\})$ such that

$$
\begin{align*}
& s_{1} \leqslant s_{2} \wedge s_{3} \leqslant s_{2} \vee s_{3} \leqslant s_{4}, \quad t_{1} \leqslant t_{2} \wedge t_{3} \leqslant t_{2} \vee t_{3} \leqslant t_{4},  \tag{5.2}\\
& s_{1}+s_{4} \geqslant s_{2}+s_{3}, \quad t_{1}+t_{4} \geqslant t_{2}+t_{3} . \tag{5.3}
\end{align*}
$$

The term " $P$-increasing" stands for " probabilistically increasing", where the first word arises from the fact that functions of this type have been used to characterize some operations on bivariate distribution functions (see [8]).

The above conditions, which, at first sight, may appear impractical, can be characterized in the following simpler manner (for the proof see [8]).
Theorem 5.1. A function $\psi:[0,1]^{2} \rightarrow[0,1]$ is P-increasing if, and only if, the following statements hold:
(a) $\psi$ is 2-increasing;
(b) $\psi$ is increasing in each place;
(c) $\psi$ is convex in each place.

Notice that, in view of the above (c), every $P$-increasing function has horizontal and vertical sections that are continuous on $] 0,1[$.

The characterization of the composition of 2-increasing agops is given through the $P$-increasing property.
Theorem 5.2. Let $H$ be an agop. The following statements are equivalent:
(a) $H$ is $P$-increasing;
(b) for every $(A, B) \in \mathscr{A}_{2} \times \mathscr{A}_{2}, F(x, y)=H(A(x, y), B(x, y))$ is a 2-increasing agop.

Proof. Part $(\mathrm{a}) \Rightarrow(\mathrm{b})$ is a particular case of the generalized composition of 2-increasing agops studied in [7]. Conversely, let $s_{i}, t_{i} \in[0,1](i \in\{1,2,3,4\})$ such that (5.2) and (5.3) hold. Define the following two agops:

$$
\begin{aligned}
& A(x, y):= \begin{cases}0, & \text { if } \min \{x, y\}=0 ; \\
s_{1} ; & \text { if }(x, y) \in] 0,1 / 2] \times] 0,1 / 2] ; \\
s_{2} ; & \text { if }(x, y) \in] 0,1 / 2] \times] 1 / 2,1] ; \\
s_{3} ; & \text { if }(x, y) \in] 1 / 2,1] \times] 0,1 / 2] ; \\
s_{4} ; & \text { if }(x, y) \in] 1 / 2,1[\times] 1 / 2,1[; \\
1 ; & \text { if }(x, y)=(1,1) ;\end{cases} \\
& B(x, y):= \begin{cases}0, & \text { if } \min \{x, y\}=0 ; \\
t_{1} ; & \text { if }(x, y) \in] 0,1 / 2] \times] 0,1 / 2] ; \\
t_{2} ; & \text { if }(x, y) \in] 0,1 / 2] \times] 1 / 2,1] ; \\
t_{3} ; & \text { if }(x, y) \in] 1 / 2,1] \times] 0,1 / 2] ; \\
t_{4} ; & \text { if }(x, y) \in] 1 / 2,1[\times] 1 / 2,1[; \\
1 ; & \text { if }(x, y)=(1,1) .\end{cases}
\end{aligned}
$$

Let $F(x, y)=H(A(x, y), B(x, y))$ be the composition of $A$ and $B$. Then $A, B \in \mathscr{A}_{2}$ and from $F \in \mathscr{A}_{2}$ we have

$$
V_{F}\left([1 / 3,2 / 3]^{2}\right)=H\left(s_{1}, t_{1}\right)+H\left(s_{4}, t_{4}\right)-H\left(s_{2}, t_{2}\right)-H\left(s_{3}, t_{3}\right) \geqslant 0,
$$

viz. $H$ is $P$-increasing.

Corollary 5.3. Let $f:[0,1] \rightarrow[0,1]$ be such that $f(0)=0$ and $f(1)=1$. The following statements are equivalent:
(a) $f$ is convex and increasing;
(b) for every $A \in \mathscr{A}_{2}, F(x, y)=f(A(x, y))$ is a 2-increasing agop.

Proof. It suffices to apply the above theorem to the function $H(x, y)=f(x)$, which is $P$-increasing because of Theorem 5.1.

Remark 5.4. Let $A$ and $B$ be 2-increasing agops and consider their product $F(x, y)=A(x, y) \cdot B(x, y)$. Then $F$ is 2 -increasing, because the function $\Pi(x, y)=x y$ is $P$-increasing and Theorem 5.2 holds. However, the minimum $M$ is not $P$-increasing: take, for example, the points $(0,1 / 10),(1 / 2,3 / 10),(1 / 2,3 / 10)$ and $(1,1 / 2)$, then

$$
M(0,1 / 10)-M(1 / 2,3 / 10)-M(1 / 2,3 / 10)+M(1,1 / 2)=-1 / 10<0
$$

Therefore $\min \{A(x, y), B(x, y)\}$ need not be 2 -increasing.
The composition of two copulas is still an open problem, even though some partial results can be found in [8] (see also [7] for generalized composition). As in the general case, the notion of $P$-increasingness is here essential and the two following results may, therefore, turn out to be useful.

Proposition 5.5. Let $A$ be an agop such that $A(x, x) \geqslant x$ for every $x \in[0,1]$. Then $A$ is $P$-increasing if, and only if, there exists $a \in[0,1]$ such that $A(x, y)=a x+(1-a) y$.

Proof. Let $A$ be a $P$-increasing agop such that $A(x, x) \geqslant x$ for every $x \in[0,1]$. In particular, on account of Theorem 5.1, $A$ is 2-increasing and its horizontal and vertical sections are convex. Set $a:=A(1,0)$ and $b:=A(0,1)$ and notice that $a+b \leqslant 1$.

In view of the 2 -increasing property, for every $y \in[0,1]$ one has

$$
\begin{equation*}
A(0, y)+A(y, 1) \geqslant A(y, y)+A(0,1) \geqslant y+b \tag{5.4}
\end{equation*}
$$

and, from the convexity of $y \mapsto A(0, y)$,

$$
A(0, y) \leqslant y A(0,1)+(1-y) A(0,0)=b y .
$$

Therefore, connecting the two inequalities above, one obtains $A(y, 1) \geqslant y+(1-y) b$. On the other hand, from the convexity of $y \mapsto A(y, 1)$,

$$
A(y, 1) \leqslant y A(1,1)+(1-y) A(0,1)=y+(1-y) b,
$$

viz. $A(y, 1)=y+(1-y) b$. Analogously $A(1, y)=(1-a) y+a$.
From (5.4), it follows also that:

$$
A(0, y) \geqslant y+b-(1-b) y-b=b y
$$

and, because $A(0, y) \leqslant y A(0,1)=b y$, one has $A(0, y)=b y$. In the same manner, $A(x, 0)=a x$.
Now, because $A$ is 2-increasing, for every $y \geqslant x$, one has

$$
A(x, y) \geqslant A(x, 1)+A(y, y)-A(y, 1) \geqslant(1-b) x+b y
$$

and

$$
A(x, y) \leqslant A(x, 1)+A(0, y)-b=(1-b) x+b y
$$

viz. $A(x, y)=(1-b) x+b y$. In the same manner, for every $x \geqslant y$, one obtains $A(x, y)=a x+(1-a) y$.
Finally, notice that

$$
A(x, 1 / 2)= \begin{cases}(1-b) x+b / 2, & \text { if } x \leqslant 1 / 2 \\ a x+(1-a) / 2, & \text { if } x>1 / 2\end{cases}
$$

and, from the convexity of $x \mapsto A(x, 1 / 2)$, one has

$$
A\left(\frac{1}{2}, \frac{1}{2}\right) \leqslant \frac{1}{2} A\left(0, \frac{1}{2}\right)+\frac{1}{2} A\left(1, \frac{1}{2}\right)
$$

which is equivalent to $a+b \geqslant 1$. Therefore $a+b=1$ and, for every $(x, y) \in[0,1]^{2}, A(x, y)=a x+$ $(1-a) y$.

Corollary 5.6. Let $A$ be a P-increasing agop. Then the following statements are equivalent:
(a) $A$ is idempotent;
(b) there exists $a \in[0,1]$ such that $A(x, y)=a x+(1-a) y$.

Proposition 5.7. Let $f$ and $g$ be increasing and convex functions from $[0,1]$ into $[0,1]$ such that $f(0)=g(0)=0$ and $f(1)=g(1)=1$. Let A be a P-increasing agop. Then, the function defined by

$$
A_{f, g}(x, y):=A(f(x), g(y))
$$

is a $P$-increasing agop.
Proof. From Proposition 4.2, it follows that $A_{f, g}$ is a 2-increasing agop. Moreover, every horizontal (resp., vertical) section of $A_{f, g}$ is convex, because it is composition of the convex and increasing horizontal (resp., vertical) section of $A$ with $f$ (resp. g). Now, the desired assertion follows from Theorem 5.1.

## 6. Bounds on arbitrary subsets of 2 -increasing agops

Given a (2-increasing) agop $A$, it is obvious that

$$
A_{S}(x, y) \leqslant A(x, y) \quad \text { for every }(x, y) \quad \text { in }[0,1],
$$

and $A_{S}$ is the best-possible lower bound in the set $\mathscr{A}_{2}$, because it is 2 -increasing.
Moreover, the best-possible upper bound in $\mathscr{A}_{2}$ is the greatest agop

$$
A_{G}(x, y)= \begin{cases}0, & \text { if }(x, y)=(0,0) \\ 1, & \text { otherwise }\end{cases}
$$

Notice that $A_{G}$ is not 2-increasing, e.g. $V_{A_{G}}\left([0,1]^{2}\right)=-1$, but it is the pointwise limit of the sequence $\left\{A_{n}\right\}$ of 2increasing agops, defined by

$$
A_{n}(x, y)= \begin{cases}1, & \text { if }(x, y) \in[1 / n, 1]^{2} \\ 0, & \text { otherwise }\end{cases}
$$

In particular, $\left(\mathscr{A}_{2}, \leqslant\right)$ is not a complete lattice.
But, the following result holds.
Proposition 6.1. Every agop is the supremum of a suitable subset of $\mathscr{A}_{2}$.
Proof. Let $A$ be an agop; we may (and, in fact do) suppose that $A \neq A_{G}$, since this case has already been considered, and that $A$ is not 2 -increasing, this case being trivial. For every $\left(x_{0}, y_{0}\right)$ in $[0,1]$, let $z_{0}=A\left(x_{0}, y_{0}\right)$ and consider the following 2 -increasing agop:

$$
\widehat{A}_{x_{0}, y_{0}}:= \begin{cases}1, & \text { if }(x, y)=(1,1) \\ z_{0}, & \text { if }(x, y) \in\left[x_{0}, 1\right] \times\left[y_{0}, 1\right] \backslash\{(1,1)\} \\ 0, & \text { otherwise }\end{cases}
$$

Then one has

$$
A(x, y)=\sup \left\{\widehat{A}_{x_{0}, y_{0}}:\left(x_{0}, y_{0}\right) \in[0,1]^{2}\right\}
$$

For the case of copulas, the lattice structure was considered in [19]. Here, other cases will be considered.

Proposition 6.2. Let $A$ be a 2-increasing agop with marginals $h_{0}, h_{1}, v_{0}$ and $v_{1}$. Let

$$
\begin{equation*}
A_{*}(x, y):=\max \left\{h_{0}(x)+v_{0}(y), h_{1}(x)+v_{1}(y)-1\right\} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{*}(x, y):=\min \left\{h_{1}(x)+v_{0}(y)-A(0,1), h_{0}(x)+v_{1}(y)-A(1,0)\right\} . \tag{6.2}
\end{equation*}
$$

Then, for every $(x, y)$ in $[0,1]^{2}, A_{*}$ and $A^{*}$ have the same marginals of $A$ and

$$
\begin{equation*}
A_{*}(x, y) \leqslant A(x, y) \leqslant A^{*}(x, y) . \tag{6.3}
\end{equation*}
$$

Proof. Let $A$ be a 2 -increasing agop. Let $(x, y)$ be a point in $] 0,1\left[^{2}\right.$. In view of inequality (2.3), we have

$$
\begin{aligned}
& A(x, y) \geqslant A(x, 0)+A(0, y)=h_{0}(x)+v_{0}(y) \\
& A(x, y) \geqslant A(x, 1)+A(1, y)-1=h_{1}(x)+v_{1}(y)-1
\end{aligned}
$$

which together yield the first of the inequalities (6.3). Analogously,

$$
\begin{aligned}
& A(x, y) \leqslant A(0, y)+A(x, 1)-A(0,1)=h_{1}(x)+v_{0}(y)-A(0,1), \\
& A(x, y) \leqslant A(x, 0)+A(1, y)-A(1,0)=h_{0}(x)+v_{1}(y)-A(1,0),
\end{aligned}
$$

namely the second of the inequalities (6.3).
It should be noticed that, in the special case of copulas, the bounds of (6.3) coincide with the usual FréchetHoeffding bounds (see [18]).

The subclasses of 2-increasing agops with prescribed marginals have the smallest and the greatest element (in the pointwise ordering), as stated here.
Theorem 6.3. For every 2-increasing agop $A$ with marginals $h_{0}, h_{1}, v_{0}$ and $v_{1}$, the bounds, $A_{*}$ and $A^{*}$ defined by (6.1) and (6.2) are 2-increasing agops.

Proof. The functions $A_{*}$ and $A^{*}$ defined by (6.1) and (6.2), respectively, are obviously agops. Below we shall prove that they are also 2 -increasing. To this end let $R=\left[x, x^{\prime}\right] \times\left[y, y^{\prime}\right]$ be any rectangle contained in the unit square.

Consider, first, the case of $A^{*}$. Then

$$
\begin{aligned}
& A^{*}\left(x^{\prime}, y^{\prime}\right):=\min \left\{h_{1}\left(x^{\prime}\right)+v_{0}\left(y^{\prime}\right)-A(0,1), h_{0}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-A(1,0)\right\}, \\
& A^{*}(x, y):=\min \left\{h_{1}(x)+v_{0}(y)-A(0,1), h_{0}(x)+v_{1}(y)-A(1,0)\right\}, \\
& A^{*}\left(x^{\prime}, y\right):=\min \left\{h_{1}\left(x^{\prime}\right)+v_{0}(y)-A(0,1), h_{0}\left(x^{\prime}\right)+v_{1}(y)-A(1,0)\right\}, \\
& A^{*}\left(x, y^{\prime}\right):=\min \left\{h_{1}(x)+v_{0}\left(y^{\prime}\right)-A(0,1), h_{0}(x)+v_{1}\left(y^{\prime}\right)-A(1,0)\right\} .
\end{aligned}
$$

There are four cases to be considered.
Case 1. If

$$
A^{*}\left(x^{\prime}, y^{\prime}\right)=h_{1}\left(x^{\prime}\right)+v_{0}\left(y^{\prime}\right)-A(0,1), \quad A^{*}(x, y)=h_{1}(x)+v_{0}(y)-A(0,1),
$$

then

$$
A^{*}\left(x^{\prime}, y^{\prime}\right)+A^{*}(x, y)=h_{1}\left(x^{\prime}\right)+v_{0}(y)-A(0,1)+h_{1}(x)+v_{0}\left(y^{\prime}\right)-A(0,1) \geqslant A^{*}\left(x^{\prime}, y\right)+A^{*}\left(x, y^{\prime}\right) .
$$

Case 2. If

$$
A^{*}\left(x^{\prime}, y^{\prime}\right)=h_{0}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-A(1,0), \quad A^{*}(x, y)=h_{0}(x)+v_{1}(y)-A(1,0),
$$

then

$$
A^{*}\left(x^{\prime}, y^{\prime}\right)+A^{*}\left(x^{\prime}, y^{\prime}\right)=h_{0}\left(x^{\prime}\right)+v_{1}(y)-A(1,0)+h_{0}(x)+v_{1}\left(y^{\prime}\right)-A(1,0) \geqslant A^{*}\left(x^{\prime}, y\right)+A^{*}\left(x, y^{\prime}\right) .
$$

Case 3. If

$$
A^{*}\left(x^{\prime}, y^{\prime}\right)=h_{1}\left(x^{\prime}\right)+v_{0}\left(y^{\prime}\right)-A(0,1), \quad A^{*}(x, y)=h_{0}(x)+v_{1}(y)-A(1,0),
$$

then one has, since $A$ is 2-increasing, $h_{1}\left(x^{\prime}\right)+h_{0}(x) \geqslant h_{1}(x)+h_{0}\left(x^{\prime}\right)$, so that

$$
\begin{aligned}
A^{*}\left(x^{\prime}, y^{\prime}\right)+A^{*}(x, y) & =h_{1}\left(x^{\prime}\right)+h_{0}(x)-A(0,1)+v_{0}\left(y^{\prime}\right)+v_{1}(y)-A(1,0) \\
& \geqslant h_{1}(x)+v_{0}\left(y^{\prime}\right)-A(0,1)+h_{0}\left(x^{\prime}\right)+v_{1}(y)-A(0,1) \geqslant A^{*}\left(x^{\prime}, y\right)+A^{*}\left(x, y^{\prime}\right) .
\end{aligned}
$$

Case 4. If

$$
A^{*}\left(x^{\prime}, y^{\prime}\right)=h_{0}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-A(1,0), \quad A^{*}(x, y)=h_{1}(x)+v_{0}(y)-A(0,1),
$$

then one has, since $A$ is 2-increasing, $v_{1}\left(y^{\prime}\right)+v_{0}(y) \geqslant v_{1}(y)+v_{0}\left(y^{\prime}\right)$, so that

$$
\begin{aligned}
A^{*}\left(x^{\prime}, y^{\prime}\right)+A^{*}(x, y) & =h_{0}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-A(1,0)+h_{1}(x)+v_{0}(y)-A(0,1) \\
& \geqslant h_{0}\left(x^{\prime}\right)+v_{1}(y)-A(1,0)+h_{1}(x)+v_{0}\left(y^{\prime}\right)-A(0,1) \geqslant A^{*}\left(x^{\prime}, y\right)+A^{*}\left(x, y^{\prime}\right) .
\end{aligned}
$$

This proves that $A^{*}$ is 2-increasing. A similar proof holds for $A_{*}$. Here, again, four cases will be considered.

$$
\begin{aligned}
& A_{*}\left(x^{\prime}, y^{\prime}\right):=\max \left\{h_{0}\left(x^{\prime}\right)+v_{0}\left(y^{\prime}\right), h_{1}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-1\right\}, \\
& A_{*}(x, y):=\max \left\{h_{0}(x)+v_{0}(y), h_{1}(x)+v_{1}(y)-1\right\}, \\
& A_{*}\left(x^{\prime}, y\right):=\max \left\{h_{0}\left(x^{\prime}\right)+v_{0}(y), h_{1}\left(x^{\prime}\right)+v_{1}(y)-1\right\}, \\
& A_{*}\left(x, y^{\prime}\right):=\max \left\{h_{0}(x)+v_{0}\left(y^{\prime}\right), h_{1}(x)+v_{1}\left(y^{\prime}\right)-1\right\} .
\end{aligned}
$$

Case 1. If

$$
A_{*}\left(x^{\prime}, y\right)=h_{0}\left(x^{\prime}\right)+v_{0}(y), \quad A_{*}\left(x, y^{\prime}\right)=h_{0}(x)+v_{0}\left(y^{\prime}\right),
$$

then

$$
A_{*}\left(x^{\prime}, y\right)+A_{*}\left(x, y^{\prime}\right)=h_{0}(x)+v_{0}(y)+h_{0}\left(x^{\prime}\right)+v_{0}\left(y^{\prime}\right) \leqslant A_{*}\left(x^{\prime}, y^{\prime}\right)+A_{*}(x, y) .
$$

Case 2. If

$$
A_{*}\left(x^{\prime}, y\right)=h_{0}\left(x^{\prime}\right)+v_{0}(y), \quad A_{*}\left(x, y^{\prime}\right)=h_{1}(x)+v_{1}\left(y^{\prime}\right)-1
$$

then one has, since $A$ is 2-increasing, $h_{0}\left(x^{\prime}\right)+h_{1}(x) \leqslant h_{1}\left(x^{\prime}\right)+h_{0}(x)$ so that

$$
\begin{aligned}
A_{*}\left(x^{\prime}, y\right)+A_{*}\left(x, y^{\prime}\right) & =h_{0}\left(x^{\prime}\right)+v_{0}(y)+h_{1}(x)+v_{1}\left(y^{\prime}\right)-1 \leqslant h_{1}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-1+h_{0}(x)+v_{0}(y) \\
& \leqslant A_{*}\left(x^{\prime}, y^{\prime}\right)+A_{*}(x, y) .
\end{aligned}
$$

Case 3. If

$$
A_{*}\left(x^{\prime}, y\right)=h_{1}\left(x^{\prime}\right)+v_{1}(y)-1, \quad A_{*}\left(x, y^{\prime}\right)=h_{0}(x)+v_{0}\left(y^{\prime}\right)
$$

then one has, since $A$ is 2-increasing, $v_{1}(y)+v_{0}\left(y^{\prime}\right) \leqslant v_{1}\left(y^{\prime}\right)+v_{0}(y)$, so that

$$
\begin{aligned}
A_{*}\left(x^{\prime}, y\right)+A_{*}\left(x, y^{\prime}\right) & =h_{1}\left(x^{\prime}\right)+v_{1}(y)-1+h_{0}(x)+v_{0}\left(y^{\prime}\right) \leqslant h_{1}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-1+h_{0}(x)+v_{0}(y) \\
& \leqslant A_{*}\left(x^{\prime}, y^{\prime}\right)+A_{*}(x, y) .
\end{aligned}
$$

Case 4. If

$$
A_{*}\left(x^{\prime}, y\right)=h_{1}\left(x^{\prime}\right)+v_{1}(y)-1, \quad A_{*}\left(x, y^{\prime}\right)=h_{1}(x)+v_{1}\left(y^{\prime}\right)-1,
$$

then

$$
A_{*}\left(x^{\prime}, y\right)+A_{*}\left(x, y^{\prime}\right)=h_{1}\left(x^{\prime}\right)+v_{1}\left(y^{\prime}\right)-1+h_{1}(x)+v_{1}(y)-1 \leqslant A_{*}\left(x^{\prime}, y^{\prime}\right)+A_{*}(x, y) .
$$

Remark 6.4. Notice that, if $A$ is a $P$-increasing agop, then $A_{*}$ is also $P$-increasing, as a consequence of Theorem 5.1 and some properties of convex functions. Instead, $A^{*}$ may not be $P$-increasing: in fact, if $A$ is a copula, then $A^{*}=M$ is not $P$-increasing.

The following result gives a necessary and sufficient condition that ensures $A_{*}=A^{*}$ in the case of a symmetric agop $A$.

Proposition 6.5. For a symmetric and 2-increasing agop A, the following are equivalent:
(a) $A_{*}=A^{*}$;
(b) there exists an interval $I:=[0, \lambda] \subseteq[0,1]$ and a constant $a \in[0,1]$ such that

$$
h_{1}(t)= \begin{cases}h_{0}(t)+a, & \text { if } t \in I,  \tag{6.4}\\ h_{0}(t)+(1-a), & \text { if } t \in[0,1] \backslash I .\end{cases}
$$

Proof. If $A$ is a symmetric agop, then $h_{0}=v_{0}$ and $h_{1}=v_{1}$. Set $a:=A(0,1)=A(1,0), a \leqslant 1 / 2$. Therefore

$$
A_{*}(x, y):=\max \left\{h_{0}(x)+h_{0}(y), h_{1}(x)+h_{1}(y)-1\right\}
$$

and

$$
A^{*}(x, y):=\min \left\{h_{1}(x)+h_{0}(y)-a, h_{0}(x)+h_{1}(y)-a\right\} .
$$

If $A=A^{*}$, then $A(x, x)=h_{1}(x)+h_{0}(x)-a$. Now, from $A=A_{*}$, one obtains also that either $A(x, x)=2 h_{0}(x)$ or $A(x, x)=2 h_{1}(x)-1$. Therefore, either

$$
\begin{equation*}
h_{1}(x)-h_{0}(x)=a, \tag{6.5}
\end{equation*}
$$

or

$$
\begin{equation*}
h_{1}(x)-h_{0}(x)=1-a . \tag{6.6}
\end{equation*}
$$

If $a=1 / 2$, then $h_{1}(x)=h_{0}(x)+a$ on [0, 1]. Otherwise, note that (6.5) holds at the point $x=0$ and (6.6) holds at the point $x=1$. Moreover, if (6.5) does not hold at a point $x_{1}$, then (6.5) does not hold also for every $x_{2}>x_{1}$. In fact, for the 2 -increasing property, one has

$$
h_{1}\left(x_{2}\right)-h_{0}\left(x_{2}\right) \geqslant h_{1}\left(x_{1}\right)-h_{0}\left(x_{1}\right)=1-a \geqslant 1 / 2 .
$$

Thus $h_{1}$ has the form of (6.4), where $I$ is an interval. The converse is just a matter of straightforward verification.

Example 6.6. Consider the arithmetic mean $A(x, y):=(x+y) / 2$, which is obviously 2 -increasing. Then, one easily evaluates $A_{*}=A^{*}=A$.

Example 6.7. Consider the 2-increasing agop given by the geometric mean $G(x, y):=\sqrt{x y}$. Then

$$
G_{*}(x, y)=\max (0, \sqrt{x}+\sqrt{y}-1) \quad \text { and } \quad G^{*}(x, y)=\min (\sqrt{x}, \sqrt{y})
$$

both of which are 2 -increasing.
Remark 6.8. In the general case of a 2 -increasing agop $A$ such that $A=A_{*}=A^{*}$, as above it can be proved that one among the following four equalities holds:

- $h_{1}(x)-h_{0}(x)=A(0,1)$;
- $h_{1}(x)-h_{0}(x)=1-A(1,0)$;
- $v_{1}(y)-v_{0}(y)=1-A(0,1)$;
- $v_{1}(y)-v_{0}(y)=A(1,0)$.

Unfortunately, one need not have explicit conditions as in the symmetric case for $h_{1}(x)-h_{0}(x)$ and $v_{1}(y)-v_{0}(y)$.

Let $h, v$ and $\delta$ be increasing functions from $[0,1]$ into $[0,1], \delta(0)=0$ and $\delta(1)=1$. Denote by $\mathscr{A}_{h}, \mathscr{A}_{v}$ and $\mathscr{A}_{\delta}$, respectively, the subclasses of 2-increasing agops with horizontal section at $b \in[0,1]$ equal to $h$, vertical section at $a \in[0,1]$ equal to $v$, diagonal section equal $\delta$. Notice that the sets $\mathscr{A}_{h}, \mathscr{A}_{v}$ and $\mathscr{A}_{\delta}$ are not empty, because of Proposition 4.6. The following results give the best-possible bounds in these subclasses.

Proposition 6.9. Let $h:[0,1] \rightarrow[0,1]$ be an increasing function. For every $A$ in $\mathscr{A}_{h}$, $A$ has the horizontal section at $b \in] 0,1[$ equal to $h$, one obtains

$$
\begin{equation*}
\left(A_{h}\right)_{*} \leqslant A(x, y) \leqslant\left(A_{h}\right)^{*} \tag{6.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(A_{h}\right)_{*}(x, y):= \begin{cases}1, & \text { if }(x, y)=1 ; \\
0, & \text { if } 0 \leqslant y<b ; \\
h(x), & \text { otherwise } ;\end{cases} \\
& \left(A_{h}\right)^{*}(x, y):= \begin{cases}0, & \text { if }(x, y)=(0,0) ; \\
1, & \text { if } b<y \leqslant 1 ; \\
h(x), & \text { otherwise } .\end{cases}
\end{aligned}
$$

Moreover,

$$
\left(A_{h}\right)_{*}(x, y)=\bigwedge_{A \in \mathscr{A}_{h}} A(x, y) \quad \text { and } \quad\left(A_{h}\right)^{*}(x, y)=\bigvee_{A \in \mathscr{A}_{h}} A(x, y)
$$

where $\left(A_{h}\right)_{*}$ is a 2-increasing agop and $\left(A_{h}\right)^{*}$, while it is still an agop, is not necessarily 2-increasing.
Proof. For all $(x, y) \in[0,1]^{2}$ and $A \in \mathscr{A}_{h}$, one has $A(x, y) \geqslant 0$ for every $y \in[0, b[$ and $A(x, y) \geqslant h(x)$ for every $y \in[b, 1]$, viz. $A(x, y) \geqslant\left(A_{h}\right)_{*}(x, y)$ on $[0,1]^{2}$. Analogously, $A(x, y) \leqslant h(x)$ for every $y \in[0, b]$ and $A(x, y) \leqslant 1$ for every $y \in] b, 1]$, viz. $A(x, y) \leqslant\left(A_{h}\right)^{*}(x, y)$ on $[0,1]^{2}$. Both $\left(A_{h}\right)_{*}$ and $\left(A_{h}\right)^{*}$ are agops, as is immediately seen; it is also immediate to check that $\left(A_{h}\right)_{*}$ is 2 -increasing and, therefore, that $\left(A_{h}\right)_{*}=\bigwedge_{A \in \mathscr{A}_{h}} A$. Now, suppose that $B$ is any agop greater than, or at least equal to, $\bigvee_{A \in \mathscr{A}_{h}} A$. Then $B(x, y) \geqslant A_{1}(x, y)$, where $A_{1}$ is the 2-increasing agop given by

$$
A_{1}(x, y):= \begin{cases}0, & \text { if } y=0 \\ h(x), & \text { if } 0<y \leqslant b \\ 1, & \text { if } b<y \leqslant 1\end{cases}
$$

and $B(x, y) \geqslant A_{2}(x, y)$, where $A_{2}$ is the 2 -increasing agop given by

$$
A_{2}(x, y):= \begin{cases}0, & \text { if } x=0 \\ h(x), & \text { if } x \neq 0 \quad \text { and } \quad 0<y \leqslant b \\ 1, & \text { if } x \neq 0 \quad \text { and } \quad b<y \leqslant 1\end{cases}
$$

therefore $B(x, y) \geqslant \max \left\{A_{1}(x, y), A_{2}(x, y)\right\}=\left(A_{h}\right)^{*}(x, y)$ on $[0,1]^{2}$ and one obtains $\left(A_{h}\right)^{*}=\bigvee_{A \in \mathscr{A}_{h}} A$. However $\left(A_{h}\right)^{*}$ need not be 2-increasing; in fact,

$$
V_{\left(A_{h}\right)^{*}}\left([0, b / 2]^{2}\right)=-h(b / 2),
$$

which need not be strictly less than 0 .
Analogously, one proves the following result for the class $\mathscr{A}_{v}$.
Proposition 6.10. Let $v:[0,1] \rightarrow[0,1]$ be an increasing function. For every $A$ in $\mathscr{A}_{v}, A$ has the vertical section at $a \in] 0,1[$ equal to $v$, one obtains

$$
\begin{equation*}
\left(A_{v}\right)_{*} \leqslant A(x, y) \leqslant\left(A_{v}\right)^{*} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(A_{v}\right)_{*}(x, y):= \begin{cases}1, & \text { if }(x, y)=1 ; \\
0, & \text { if } 0 \leqslant x<a ; \\
v(y), & \text { otherwise } ;\end{cases} \\
& \left(A_{v}\right)^{*}(x, y):= \begin{cases}0, & \text { if }(x, y)=(0,0) ; \\
1, & \text { if } a<x \leqslant 1 ; \\
v(y), & \text { otherwise. }\end{cases}
\end{aligned}
$$

Moreover,

$$
\left(A_{v}\right)_{*}(x, y)=\bigwedge_{A \in \mathscr{A}_{v}} A(x, y) \quad \text { and } \quad\left(A_{v}\right)^{*}(x, y)=\bigvee_{A \in \mathscr{A}_{v}} A(x, y),
$$

where $\left(A_{v}\right)_{*}$ is a 2-increasing agop and $\left(A_{v}\right)^{*}$, while it is still an agop, is not necessarily 2-increasing.
Proposition 6.11. Let $\delta$ be an increasing function with $\delta(0)=0$ and $\delta(1)=1$. For every $A$ in $\mathscr{A}_{\delta}$, one obtains

$$
\begin{equation*}
\left(A_{\delta}\right)_{*}:=\min \{\delta(x), \delta(y)\} \leqslant A(x, y) \leqslant\left(A_{\delta}\right)^{*}:=\max \{\delta(x), \delta(y)\} . \tag{6.9}
\end{equation*}
$$

Moreover, $\left(A_{\delta}\right)_{*}$ and $\left(A_{\delta}\right)^{*}$ are the best-possible bounds, in the sense that

$$
\left(A_{\delta}\right)_{*}(x, y)=\bigwedge_{A \in \mathscr{A}_{\delta}} A(x, y) \quad \text { and } \quad\left(A_{\delta}\right)^{*}(x, y)=\bigvee_{A \in \mathscr{A}_{\delta}} A(x, y),
$$

where $\left(A_{\delta}\right)_{*}$ is a 2-increasing agop and $\left(A_{\delta}\right)^{*}$, while it is still an agop, is not necessarily 2-increasing.
Proof. For all $(x, y) \in[0,1]^{2}$ and $A \in \mathscr{A}_{\delta}$, one has

$$
A(x, y) \geqslant A(x \wedge y, x \wedge y)=\min \{\delta(x), \delta(y)\}
$$

and

$$
A(x, y) \leqslant A(x \vee y, x \vee y)=\max \{\delta(x), \delta(y)\} .
$$

This proves (6.9). Both $\left(A_{\delta}\right)_{*}$ and $\left(A_{\delta}\right)^{*}$ are agops, as is immediately seen; it is also immediate to check that $\left(A_{\delta}\right)_{*}$ is 2-increasing and, therefore, that $\left(A_{\delta}\right)_{*}=\bigwedge_{A \in \mathscr{A}_{\delta}} A$. Now, suppose that $B$ is any agop greater than, or at least equal to, $\bigvee_{A \in \mathscr{A}_{\delta}} A$. Then $B(x, y) \geqslant A_{1}(x, y):=\delta(x)$ and $B(x, y) \geqslant A_{2}(x, y):=\delta(y)$, with $A_{1}$ and $A_{2}$ 2increasing agops. Thus, $B(x, y) \geqslant\left(A_{\delta}\right)^{*}$ so that $\left(A_{\delta}\right)^{*}=\bigvee_{A \in \mathscr{A}_{\delta}} A$. This proves that $\left(A_{\delta}\right)^{*}$ is the best possible upper bound for the set $\mathscr{A}_{\delta}$. However $\left(A_{\delta}\right)^{*}$ need not be 2 -increasing; in fact,

$$
V_{\left(A_{\delta}\right)^{*}}\left([0,1]^{2}\right)=\delta(0)-\delta(1)=-1<0 .
$$

Corollary 6.12. Let $\delta$ be an increasing function with $\delta(0)=0$ and $\delta(1)=1$. For every symmetric agop $A$ in $\mathscr{A}_{\delta}$, one obtains

$$
\left(A_{\delta}\right)_{*}:=\min \{\delta(x), \delta(y)\} \leqslant A(x, y) \leqslant \frac{\delta(x)+\delta(y)}{2},
$$

where the lower and upper bounds are best-possible and $(\delta(x)+\delta(y)) / 2$ is the maximal element in the class of symmetric agops.

Proof. If $A$ is symmetric and 2-increasing, one has, for every $x, y$ in $[0,1]$,

$$
\delta(x)+\delta(y)=A(x, x)+A(y, y) \geqslant 2 A(x, y) .
$$

## 7. A construction method for copulas

The construction of copulas is one of the most important problem in statistics, because, in view of Sklar's theorem, it is directly connected with the construction of classes of multivariate probability distribution functions that can be used in the simulation and in the interpretation of real data (see [18]). The main result of this section gives a simple method of constructing a copula from a 2 -increasing and 1-Lipschitz agop.
Theorem 7.1. For every 2-increasing and 1-Lipschitz agop $A$, the function

$$
\begin{equation*}
C(x, y):=\min \{x, y, A(x, y)\} \tag{7.1}
\end{equation*}
$$

is a copula.

Proof. First, in order to prove that $C$ is a copula, one notes that $C$ has neutral element 1 and annihilator 0 ; in fact, for every $x \in[0,1]$, one has

$$
\begin{aligned}
& C(x, 1)=\min \{A(x, 1), x\}=x=C(1, x), \\
& C(x, 0)=\min \{A(x, 0), 0\}=0=C(0, x) .
\end{aligned}
$$

Then, one proves that $C$ is 2 -increasing by using Proposition 2.3.
For every rectangle $R:=[s, t] \times[s, t]$ on $[0,1]^{2}$, set

$$
V_{C}(R)=\min \{A(s, s), s\}+\min \{A(t, t), t\}-\min \{A(s, t), s\}-\min \{A(t, s), s\} .
$$

One has to prove that $V_{C}(R) \geqslant 0$ and several cases are considered.
If $A(s, s) \geqslant s$, then also $A(s, t), A(t, s)$ and $A(t, t)$ are greater than $s$, because $A$ is increasing in each variable, and thus

$$
V_{C}(R)=\min \{A(t, t), t\}-s \geqslant 0
$$

If $A(s, s)<s$, then one distinguishes:

- if $A(t, t)<t$, since $A$ is 2-increasing, one has

$$
A(s, s)+A(t, t) \geqslant A(s, t)+A(t, s) \geqslant \min \{A(s, t), s\}+\min \{A(t, s), s\},
$$

viz. $V_{C}(R) \geqslant 0$;

- if $A(t, t) \geqslant t$, since $A$ is 1-Lipschitz, one has

$$
\min \{A(t, s), s\}-\min \{A(s, s), s\} \leqslant t-s \leqslant t-\min \{A(t, s), s\},
$$

and thus $V_{C}(R) \geqslant 0$.
Now, let $R=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$ be a rectangle contained in $\Delta_{+}$. Then $V_{C}(R)$ is given by

$$
V_{C}(R)=\min \left\{A\left(x_{1}, y_{1}\right), y_{1}\right\}+\min \left\{A\left(x_{2}, y_{2}\right), y_{2}\right\}-\min \left\{A\left(x_{2}, y_{1}\right), y_{1}\right\}-\min \left\{A\left(x_{1}, y_{2}\right), y_{2}\right\} .
$$

If $A\left(x_{1}, y_{1}\right) \geqslant y_{1}$, then also $A\left(x_{2}, y_{1}\right), A\left(x_{1}, y_{2}\right)$ and $A\left(x_{2}, y_{2}\right)$ are greater than $y_{1}$, because $A$ is increasing in each variable, and thus

$$
V_{C}(R)=\min \left\{A\left(x_{2}, y_{2}\right), y_{2}\right\}-y_{1} \geqslant 0 .
$$

If $A\left(x_{1}, y_{1}\right)<y_{1}$, then one distinguishes:

- if $A\left(x_{2}, y_{2}\right)<y_{2}$, since $A$ is 2-increasing, one has

$$
A\left(x_{2}, y_{2}\right)+A\left(x_{1}, y_{1}\right) \geqslant A\left(x_{2}, y_{1}\right)+A\left(x_{1}, y_{2}\right) \geqslant \min \left\{A\left(x_{2}, y_{1}\right), y_{1}\right\}+\min \left\{A\left(x_{1}, y_{2}\right), y_{2}\right\},
$$

viz. $V_{C}(R) \geqslant 0$;

- if $A\left(x_{2}, y_{2}\right) \geqslant y_{2}$, one has

$$
V_{C}(R)=A\left(x_{1}, y_{1}\right)+y_{2}-A\left(x_{1}, y_{2}\right)-\min \left\{A\left(x_{2}, y_{1}\right), y_{1}\right\},
$$

because $A$ is 1-Lipschitz and, hence,

$$
A\left(x_{1}, y_{2}\right) \leqslant y_{2}-y_{1}+A\left(x_{1}, y_{1}\right) \leqslant y_{2}
$$

moreover, from the fact that

$$
A\left(x_{1}, y_{2}\right)-A\left(x_{1}, y_{1}\right) \leq y_{2}-y_{1} \leqslant y_{2}-\min \left\{A\left(x_{2}, y_{1}\right), y_{1}\right\},
$$

it follows that $V_{C}(R) \geqslant 0$.
Finally, let $R=\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]$ be a rectangle contained in $\Delta_{-}$. Then $V_{C}(R)$ is given by

$$
V_{C}(R)=\min \left\{A\left(x_{1}, y_{1}\right), x_{1}\right\}+\min \left\{A\left(x_{2}, y_{2}\right), x_{2}\right\}-\min \left\{A\left(x_{2}, y_{1}\right), x_{2}\right\}-\min \left\{A\left(x_{1}, y_{2}\right), x_{1}\right\} .
$$

If $A\left(x_{1}, y_{1}\right) \geqslant x_{1}$, then, because $A$ is increasing in each variable,

$$
V_{C}(R)=\min \left\{A\left(x_{2}, y_{2}\right), x_{2}\right\}-\min \left\{A\left(x_{2}, y_{1}\right), x_{2}\right\} \geqslant 0 .
$$

If $A\left(x_{1}, y_{1}\right)<x_{1}$, then one distinguishes:

- if $A\left(x_{2}, y_{2}\right)<x_{2}$, since $A$ is 2-increasing, one has

$$
A\left(x_{2}, y_{2}\right)+A\left(x_{1}, y_{1}\right) \geqslant A\left(x_{2}, y_{1}\right)+A\left(x_{1}, y_{2}\right) \geqslant \min \left\{A\left(x_{2}, y_{1}\right), x_{1}\right\}+\min \left\{A\left(x_{1}, y_{2}\right), x_{2}\right\},
$$

viz. $V_{C}(R) \geqslant 0$;

- if $A\left(x_{2}, y_{2}\right) \geqslant x_{2}$, one has

$$
V_{C}(R)=A\left(x_{1}, y_{1}\right)+x_{2}-\min \left\{A\left(x_{1}, y_{2}\right), x_{1}\right\}-\min \left\{A\left(x_{2}, y_{1}\right), x_{2}\right\},
$$

moreover, from the inequality

$$
\min \left\{A\left(x_{2}, y_{1}\right), x_{2}\right\}-A\left(x_{1}, y_{1}\right) \leqslant A\left(x_{2}, y_{1}\right)-A\left(x_{1}, y_{1}\right) \leqslant x_{2}-x_{1} \leqslant x_{2}-\min \left\{A\left(x_{1}, y_{2}\right), x_{1}\right\},
$$

it follows that $V_{C}(R) \geqslant 0$.

Notice that agops satisfying the assumptions of Theorem 7.1 are stable under convex combinations. Thus, many examples can be provided: it suffices to consider, for examples, copulas, quasi-arithmetic means bounded from above by the arithmetic mean, and their convex combinations.
Example 7.2. Let $A$ be the modular agop $A(x, y)=(\delta(x)+\delta(y)) / 2$, where $\delta:[0,1] \rightarrow[0,1]$ is an increasing and 2-Lipschitz function with $\delta(0)=0$ and $\delta(1)=1$. Then $A$ satisfies the assumptions of Theorem 7.1 and it generates the following copula:

$$
C_{\delta}(x, y)=\min \left\{x, y, \frac{\delta(x)+\delta(y)}{2}\right\} .
$$

Copulas of this type were introduced in [9] and are called diagonal copulas.
Example 7.3. Let us consider the following 2-increasing and 1-Lipschitz agop

$$
A(x, y)=\lambda B(x, y)+(1-\lambda) \frac{x+y}{2}
$$

defined for every $\lambda \in[0,1]$ and for every copula $B$. This $A$ satisfies the assumptions of Theorem 7.1 and, therefore, the following class of copulas is obtained:

$$
C_{\lambda}(x, y):=\min \left\{x, y, \lambda B(x, y)+(1-\lambda) \frac{x+y}{2}\right\} .
$$

Example 7.4. Let $A$ be a 2-increasing agop of the form $A(x, y)=f(x) \cdot g(y)$ (see Example 4.3). If $A$ is 1 -Lipschitz, then $A$ satisfies the assumptions of Theorem 7.1. Consider, for instance, $f(x)=x$ and $g(y)=(y+1) / 2$, or $f(x)=(x+1) / 2$ and $g(y)=y$, which yield, respectively, the following copulas:

$$
C_{1}(x, y)=\min \left\{y, \frac{x(y+1)}{2}\right\}, \quad C_{2}(x, y)=\min \left\{x, \frac{y(x+1)}{2}\right\} .
$$

Remark 7.5. If $A$ is a copula, it is obvious that the copula $C$ defined by (7.1) is equal to $A$. But, in general, when $A$ is greater than $\min \{x, y\}$, the copula $C$ has a singular component and, therefore, does not have full support (see [18] for these notions).

Remark 7.6. If $A$ is a 1-Lipschitz agop, then $C(x, y):=\min \{x, y, A(x, y)\}$ is a 1-Lipschitz agop. In fact, the minimum of two 1 -Lipschitz agops is 1 -Lipschitz (see $[14,15]$ ) and, in this case, $C$ is the minimum between the 1-Lipschitz agop $M(x, y)=\min \{x, y\}$ and $A$. In particular, because $C$ has neutral element 1 , it follows that $C$ is a quasi-copula (see [10]).

## 8. Conclusions

We have investigated the class of binary aggregation operators satisfying the 2 -increasing property. These operators play a relevant rôle, for example, in statistics, fuzzy measures and in the treatment of vague information. We have also characterized some agops having other special properties, like quasi-arithmetic mean, Choquet-integral based, modularity, and presented some construction methods, including transformations via bijective functions and the classical composition method. To this end, we have used the new notion of $P$ increasing function and studied it in detail. The lattice structure (with respect to the pointwise order) of some subclasses of 2-increasing agops has been presented. Finally, we have given a method for constructing copulas starting from a 2 -increasing and 1-Lipschitz agop.
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