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What is micro-timing of backchannels? Why
should it be relevant to HRI?
Timing is important for all aspects of human-human and
human-machine interaction. For example, collaborative ac-
tion in various tasks becomes successful through well co-
ordinated sequences of actions. Of course, dialogues, as a
particular form of joint action, benefit from timing as well.
It helps to avoid overlapping speech and long pauses, which
makes the participants feel more positive about the conver-
sation as well as the conversation partner [36, 7].

Our research has so far been conducted in the context
of embodied conversational agents, where timing has been
identified a crucial issue early-on for gesture [33], with ap-
plications also in HRI [31], and in the conversational agents
domain. It more recently focused on backchanneling [11].
These investigations should also be relevant for making human-
robot interaction more natural and pleasant.

There is already a vast body of literature on the impor-
tance of timing, and on strategies for timing gestures and
verbal utterances. If timing is viewed as a single level phe-
nomenon, then quality of interaction can be viewed as in-
creasing more or less linearly with timing accuracy. How-
ever, we propose the existence of at least two distinct levels
of timing that are sensitive to different influences, and are
processed cognitively in different ways. We call the lowest
level of timing, which we assume to be based on entrain-
ment, micro-timing as compared to macro-timing, which
takes place on coarser time scales and is likely to involve
more conscious, strategic processing. We propose that to
achieve a high quality of interaction, one should pay atten-
tion to timing on both levels.

Here we are particularly interested in one aspect of tim-
ing in dialogue: The timing of backchannels. Backchannels
are brief signals produced by the listener in an asymmet-
ric dialogue to signal attention and encourage the speaker
to go on. Head nodding is one of the most unobtrusive
forms of backchannels. Brief utterances like ’um’, ’ok’, or
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’yeah’ can serve as verbal backchannels, or for higher func-
tions of feedback. Various studies have convincingly shown
that conversational agents are viewed by humans as more
natural and likable, and dialogues with them are more suc-
cessful, if they produce backchannels, and use empirically
derived strategies for timing of backchannels [16, 21, 28]. For
macro-timing of backchannels, verbal backchannels are typi-
cally placed towards the end of the utterance and into pauses
of the speaker. Often, these backchannel opportunity win-
dows are initiated by pitch changes in the partner’s speech
[28]. Our own work aims to complement existing strategies
by paying attention to micro-timing, thus achieving a higher
level of success in human-machine interaction. Macro-timing
provides windows of opportunity for backchannels, within
which micro-timing is used to determine the actual time of
production. Our working hypothesis for micro-timing is that
prosodic events like vowel onsets, or vowel onsets in stressed
syllables, can drive an oscillator that provides good candi-
date timings for the onset of a listener’s backchannel.

What is micro-timing based on?
Coordination can be achieved by predicting the partner’s
actions, including his or her turn. Theories of timing by pre-
diction often rely on two mechanisms: Firstly, the partner’s
words and actions activate certain concepts by association
(this is called priming, and takes place in the cortex) [27].
These activations also take place in the motor areas of the
brain (an important point in theories about mirror neurons
[30]), and allow predictions about what comes next. Sec-
ondly, once particular motor action concepts are activated,
they can trigger simulations about how an action will occur,
and how long it will take [5] (according to motor control
theory, these simulations involve the cerebellum, and are
improved by supervised learning [40]).

A different kind of mechanism can also be used for predict-
ing the timing of quasiperiodic events. Oscillators produce
periodic activations. If they are coupled to external periodic
signals, many types of oscillators will adapt their phase and
period to the external signal (a process that is called entrain-
ment), thereby becoming suitable predictors. Some oscilla-
tor models can deal with rhythms (i.e., events with hierar-
chically structured regularities — like our postulated levels
of timing in dialogue) because on the one hand, they can
entrain to signals not just at a period ratio of 1:1, but also
at more complex integer ratios [17], and on the other hand,
oscillators entrained to periodic signals on different levels of
the rhythmic hierarchy can be coupled, thereby influencing
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each other and potentially achieving a higher overall predic-
tion performance [24]. In addition, if a bank of oscillators
tuned to different frequencies is present, they can entrain to
different levels of the rhythm simultaneously, and deal with
abrupt changes in frequencies rather well [18, 10]. Oscillator
models have been shown to be able to model humans’ com-
petence to rhythmically entrain to musical signals. They
even produce rhythms in music that do not directly corre-
spond to any frequency found in the spectral analysis of the
signals, but which are perceived by humans as well [18, 12].
An example how an oscillator bank reacts to vowel onsets in
spontaneous speech can be seen in Fig. 1.

What makes us think that entrained oscillators could be a
mechanism for micro-timing of backchannels? Entrainment
phenomena have been detected on various levels of inter-
speaker coordination, e.g. in synchronous speech reaching
very high temporal agreement [2], in the timing of over-
lapping speech [37], or in postural swing [29], but also for
various other group interactions such as spontaneous rhyth-
mic clapping [23]. Recently, evidence for the existence of
inter-speaker entrainment in natural dialogues across vari-
ous, typologically and rhythmically very different languages
was provided [37, 38, 39]. More specifically, it was shown
that overlapping utterances are not distributed randomly
across an interlocutor’s turn. Rather, they tend to be in
phase with vocalic onsets or perceptual centers of the inter-
locutor’s speech, but are least likely to be initiated around
pitch accents. The link to perceptual centers and pitch ac-
cents at least hints at two levels of the prosodic hierarchy,
namely the syllable, closely tied to the intervocalic interval,
and the prosodic foot, often operationalized as the interval
between accents.

When measuring brain activity, one can find a number of
prominent frequencies in the range of typical speech units
and important windows of psychoacoustic processing: the
theta band (3-12 Hz) roughly corresponds to the typical du-
ration of a syllable (100-300 ms), whereas delta band oscil-
lations (0.5-3 Hz) correspond to typical lengths of prosodic
and metrical units. It has also been shown that endogenous
oscillators in the brains of the speaker and the listener be-
come mutually entrained on the basis of the speaker’s rate of
syllable production [13]. Therefore, it seems plausible that
neural oscillators might play a role in the production and
perception of speech by entraining to the rhythmic prop-
erties across various prosodic levels present in the speech
signal [1, 6]. Furthermore, these mechanisms can be used to
explain synchronization not just of speech, but also of ges-
tures and speech [35]. For example, in one study, subjects
were unable to de-synchronize tapping and emphatic stress,
showing that these modalities are tightly linked [25].

We do not propose entrainment as the only mechanism
for timing backchannels. The dependence of speech timing
on semantic and pragmatic factors, as well as the observed
temporal irregularities in speech signals, argue against that
view. The above mentioned timing by prediction can easily
account for temporal irregularities, and is cognitively plau-
sible. However, oscillators are capable of entrainment, and
oscillations are present everywhere in the brain, so using
them for timing would be a very fast coordinative strategy.
Therefore it seems plausible to assume that oscillators play
an important role, particularly on smaller time scales. When
considering larger time scales, the influences of other cogni-
tive mechanisms, and the irregularities introduced by them,

become more apparent. Observations showing that rhyth-
mic patterns are language specific and can be learned [34]
also argue for complex interactions between oscillators and
other timing mechanisms.

Why is it hard to detect micro-timing?
Detecting micro-timing in the production of backchannels
would mean that one could find entrainment of their timing
to the timing of certain rhythmic events (e.g., vowel on-
sets or stressed syllables) in the interlocutor’s speech. But
as discussed in the previous section, spontaneous speech is
not completely regular. Its timing is influenced by physical
constraints as well as semantic and pragmatic factors. The
relative strengths of these factors might change over time.
Besides, perfect synchrony is not expected in natural dia-
logues. This may make it hard to detect entrainment by
statistical methods applied on the whole conversation.

Another difficult question relates to what kind of event in
backchannel production is actually entrained to what kind
of event in the interlocutor’s speech. For example, is a head
gesture entrained to pitch accents or vowel onsets? How
does this interact with the demonstrated strong correlation
to mutual gaze [26, 28]? And does entrainment refer to
the onset of a head nod or to its maximum amplitude? Of
course, entrainment does not necessarily mean in-phase syn-
chronization. A stable phase offset can also result from en-
trainment, constituting evidence of temporal coordination.

How can a machine learn micro-timing?
The standard approach to backchannel timing has been to
study it empirically in humans, derive some simple rules,
and evaluate their impact in studies where humans observe a
dialogue between a human speaker and a machine providing
backchannels. We have previously conducted a study where
we did just that for micro-timing [11]. However, although we
found positive effects of the particular macro-timing strategy
that we designed to complement micro-timing, we could not
find an independent positive effect of micro-timing. We are
currently working on improving the study design such that
we can study micro-timing in more detail.

Of course, there are overwhelmingly many possible micro-
timing strategies, so it is desirable to use machine learning
for finding a suitable one. Regarding macro-timing, paraso-
cial consensus sampling (PCS) has recently been proposed
as a method to learn opportunities for backchanneling [9].
The basic idea is to show a video of the speaker from a
pre-recorded dialogue to subjects who are instructed to pro-
vide backchannels just as if they were in real interaction
with the speaker. It has been observed that many humans
can deal with this parasocial interaction quite well. Time
is then discretized in the dialogue, and for each time inter-
val, it is counted how many subjects provided a backchan-
nel. Whenever this number exceeds a predefined threshold,
a backchannel is produced. It has been shown that if the re-
sulting behavior is displayed on a conversational agent, it is
considered as significantly more natural than a replay of the
backchanneling behavior of an individual listener on average.
Furthermore, if features like sound amplitude, pitch, or gaze
are extracted from the interlocutor’s speech immediately be-
fore the backchannel opportunity, they can be used to learn
a general backchanneling strategy rather successfully [8].

In ongoing studies, we use parasocial consensus sampling
for establishing a ground truth about an adequate number



Figure 1: Example output trajectories from an o oscillator bank (dotted, blue) and vowel onsets (black) for
syllables in the German phrase “... eine Urlaubsreise mit meiner Familie, also ich war mit meiner Schwester
und meiner Mutter dort.” (“... a vacation trip with my family, that is, I was there with my sister and my
mother.”). From [10].

of backchannels during particular segments of conversations.
However, we do not use it for learning particular micro-
timing rules yet. Instead, we adjust backchannel onsets to
rhythmic events in the interlocutor’s speech, and/or use an
oscillator bank as computational model for the entrained
listener that generates candidate timings for backchannels.
One reason is that it is not yet clear whether timing in social
vs. parasocial interactions is exactly the same. In a recent
study, this question has been addressed to some extent us-
ing a clever design where a speaker talked simultaneously
to three listeners, and perceived only the backchannels from
one of them, but the listeners did not know whether they
were the ones in real interaction or not [3]. It was found
that the numbers of provided backchannels did not differ
significantly between the classes of listeners, and that the
subjects who were not in real interaction typically did not
notice that. However, subjects who watched the videos in a
followup experiment were able to identify the real interac-
tion partners with an above chance probability. The study
did not address micro-timing issues. That is something we
currently study using our PCS corpus.

In the original PCS study, subjects had to press a key
when willing to provide a backchannel. This is not suitable
for learning micro-timing because it introduces additional
delays. In our most recent study [22], we recorded visual and
verbal backchannels on video, and subsequently annotated
these videos to get more accurate timings. In the future,
we plan to use these timings for learning general strategies
as well. Instead of discretizing and threshold setting (which
can still be used to learn a complementary macro-timing
strategy), we will take every backchannel from any subject
as a positive instance suitable for learning micro-timing.

Of course, a basic limitation of parasocial consensus sam-
pling is that it cannot capture entrainment of oscillators as
a mutual phenomenon. A listener can certainly also influ-
ence the speaker’s speech rate and other qualities by the

frequency and timing of backchannels provided. Such dy-
namics gets lost in parasocial interactions. Studies are nec-
essary on what additional contribution such mutual entrain-
ment phenomena can make to the perceived naturalness and
pleasantness of conversations.

How can micro-timing be implemented and eval-
uated?
The evaluation of hand-designed or learned strategies for
micro-timing poses some difficulties. Firstly, we need to
make sure that the used hardware can display micro-timing
with sufficient temporal accuracy. Standard LCD monitors
with their refresh rate of 60 Hz (i.e., one image every ˜ 17
ms; however, standard videos are encoded at 25 Hz only)
and various declared or undeclared delays [4] are not suffi-
cient for distinguishing strategies that differ only by a few
milliseconds. However, some old CRT screens, as well as
some recent LCD monitors designed for computer gaming,
are better suited for these purposes. Of course, if strate-
gies are displayed on a real robot, then gestures will be even
slower. They must be planned in advance to be synchronous
to speech. Current systems are often not even completely
successful at the level of macro-timing in this regard [32].
Of course, given that virtual conversational agents are com-
plex pieces of software, often realized as multiagent architec-
tures, they are often far from being real time as well. One
workaround that we used is to create a “flat” version of the
virtual agent by recording typical gestures and utterances
of the agent, and then generating a video from still images
where each frame is reliably timed.

Furthermore, it must be made sure that humans can per-
ceive such slight differences. An action potential of a neuron
may already take in the order of 1 ms, but in the case of in-
teraural time differences, humans are sensitive to 10-20 µs
[15]. The fusion threshold, beyond which two signals are per-
ceived as one, is typically being reported to be in the range



of 1-3 ms for auditory stimuli, and 20 ms for visual stim-
uli [20]. Just noticeable differences for visual vs. auditory
stimuli are typically around 25-50 ms, with wide variability
among different individuals and modes of presentation [14].
The sensitivity to timing differences in dialogues involving
feedback is something we still have to investigate.

Finally, micro-timing may be a subtle effect — one that
is impossible to perceive if the other aspects of backchannel
placement are not right. Therefore, a good macro-timing
strategy is a prerequisite for studying micro-timing. In our
first study, the effect of differing numbers of backchannels
across different strategies was very strong and possibly di-
luted any effect of micro-timing [11]. Other aspects of be-
havior like eyeblinks and breathing may also be important
to avoid the impression that the conversational agent is star-
ing straight ahead or lifeless. However, these behaviors are
rarely recorded or annotated in dialogue corpora. In our
study, we used micro-timing for eyeblinks as well (i.e., we
synchronized them to vowel onsets) because there is empir-
ical evidence that they are synchronized to speech [19]. As
mentioned above, methods like parasocial consensus sam-
pling that are used for learning macro-timing strategies may
also not work as well for micro-timing. Obviously, there are
many interesting research questions connected to these is-
sues.

Conclusions
Micro-timing is a plausible but hard to grasp feature of tim-
ing in dialogues, and possibly other interactions. Studying
it not only helps to better understand how humans process
rhythms, but also has the potential to make human-robot
interaction more natural and pleasant. To do so, new meth-
ods for learning and presenting dialog behavior with higher
temporal precision have to be developed and used.
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