# On the Manhattan-Distance Between Points on Space-Filling Mesh-Indexings 

Rolf Niedermeier* ${ }^{*}$ Peter Sanders ${ }^{\dagger}$

May 23, 1996


#### Abstract

Indexing schemes based on space filling curves like the Hilbert curve are a powerful tool for building efficient parallel algorithms on mesh-connected computers. The main reason is that they are locality-preserving, i.e., the Manhattan-distance between processors grows only slowly with increasing index differences. We present a simple and easy-to-verify proof that the Manhattan-distance of any indices $i$ and $j$ is bounded by $3 \sqrt{|i-j|}-2$ for the 2D-Hilbert curve. The technique used for the proof is then generalized for a large class of self-similar curves. We use this result to show a (quite tight) bound of $4.73458 \sqrt[3]{|i-j|}-3$ for a 3D-Hilbert curve.


## 1 Introduction

It has become increasingly clear that mesh-connected processor arrays, grids for short, are among the most realistic models of parallel computation $[1,4,14,18]$. The indexing of the processors is an important aspect in the design of mesh algorithms. Several indexing schemes are well-known. Most of these have been developed for the two-dimensional case but they usually have generalizations for multiple dimensions, for example, row-major or snakelike row-major [15]. However, these kinds of indexings do not preserve locality of computation and communication very well. So, e.g., for an $r$-dimensional grid with side length $n$ and row-major indexing, processors 1 and $n$ are at distance $n-1$ from each other. This is large compared to the distance of $\approx \sqrt[r]{n}$ achievable if the first $n$ processors could be arranged in a cube. A locality-preserving indexing should yield a Manhattan-distance of $O(\sqrt[r]{n})$. This should generalize to all pairs of processors within the grid, that is, processors indexed $i$ and $j$ should be at distance $O(\sqrt[r]{|i-j|})$ from each other.

Stout [17] seems to be the first who used so-called proximity orderings in the context of 2D-grid algorithms. We subsequently call them Hilbert indexings due to the direct relation to Hilbert's space-filling curve [7, 13]. According to Stout "there is a constant $c<4$ such that processors numbered $i$ and $j$ are no more than $c \cdot \sqrt{|i-j|}$ communication links apart" [17, page 27]. Later, Miller and Stout [10] made use of Hilbert processor indexings for mesh computer algorithms in computational geometry. Recently, Kaklamanis and Persiano [9], seemingly not knowing of Miller and Stout's work, made use of Hilbert indexings to devise efficient backtrack and branch-and-bound search algorithms for grids. They showed that two arbitrary processors indexed with $i$ and $j$ have a distance of at most $4 \cdot \sqrt{|i-j|}$ from each other. This is the upper bound already claimed by Stout [17]. Very recently, a bound of $3 \cdot \sqrt{|i-j|}$ has been proved by Chochia, Cole, and Heywood [2]. However, the proof is quite complicated. Many cases of the proof are left to the reader and it is not even trivial to figure
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Figure 1: Hilbert indexings for grids of size 4 and 16.
out which cases have to be considered in order to complete the proof. In parallel to [2] we had developed a similar result which dissatisfied us for the same reasons.

Here we start by introducing the 2D-Hilbert indexing in Section 2. In Section 2.1 we identify segments (i.e., pairs of indices) which have a distance of $3 \sqrt{|i-j|}-2$. In Section 2.2 we give a simple, complete, and easy-to-verify proof that this is also an upper bound. The methods used in this proof are generalized for higher dimensions and different recursion schemes in Section 3. In Section 4 the generalized method is applied to find bounds for a 3D-Hilbert indexing. Section 5 summarizes the results and points out some possible future developments.

## 2 The 2D-Hilbert indexing

The Hilbert indexing is a processor indexing for two-dimensional grids that in a sense preserves locality. Informally speaking, the optimization goal is, given two arbitrary processors with numbers $i$ and $j$ from $\left\{0,1, \ldots n^{2}-1\right\}$, find an indexing such that the smaller $|i-j|$, the smaller the Manhattan-distance between $i$ and $j$ within the grid is.

The problem can be attacked by an inductive approach. We build indexings for larger and larger grids, starting with indexings for $2 \times 2$-grids and always put together four smaller grids to get the next larger one. Thus we obtain processor indexings for grids of size $n=4^{k}$ for arbitrary $k \geq 1$. Iterating this process finitely often and considering the processor indexings as curves through the grid, this leads to "finite cases" of Hilbert's space-filling curve, known for slightly more than 100 years in mathematics [13].* In Figure 1 we present what we call Hilbert processor indexing for grids of size 4 and 16. For simplicity, we use the terms Hilbert curve and Hilbert indexing interchangeably when the meaning is clear from context. We get the following inductive construction principle. To obtain an indexing for a grid of size $4^{k}$ from the indexing for grids of size $4^{k-1}$, proceed as follows. First observe that drawing the curve that belongs to the $2 \times 2$-grid of Figure 1, one gets a horseshoe-shaped curve. In a sense, this shape can also be discovered in the $4 \times 4$-grid of Figure 1 if one only considers the four $2 \times 2$-subgrids that build the $4 \times 4$-grid. First, the curve goes through the lower left, then through the upper left, then through the upper right, and finally through the lower right subgrid. In this way, larger and larger indexing curves can be constructed as shown in Figure 2.

In a sense, the Hilbert curve yields the "simplest" self-similar, recursive, locality-preserving
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Figure 2: Inductive construction principle of Hilbert curves.
numbering scheme for square grids of size $2^{k} \times 2^{k}$. Still simpler recursive schemes can be defined which do not require rotation or reflection of the building blocks; but these are not locality-preserving. But if one insists on using identical (up to rotation and reflection) building blocks which are assembled using a fixed rule, the Hilbert curve is unique. In other articles the name Peano curve can be found which we consider less appropriate because this name is usually used in related construction schemes based on $3^{k} \times 3^{k}$ grids [13].

### 2.1 Lower bound

The following theorem provides a lower bound for the Manhattan-distance of two points on the Hilbert curve by giving "worst case pairs." In the next section we will show that this lower bound is tight by giving a matching upper bound.

Theorem 1. For all $k \geq 1$, there are points $i$ and $j$ on the Hilbert curve such that $|i-j|=$ $4^{k-1}$ and the Manhattan-distance of $i$ and $j$ is exactly $3 \sqrt{|i-j|}-2=3 \cdot 2^{k-1}-2$.

Proof. Consider Figure 3. It shows parts of the Hilbert curve (rotated right by 90 degrees compared to Figures 1 and 2.)

In the following we argue that the points $i$ and $j$ in the lower left and upper right corner of the shaded area of Figure 3 do have Manhattan-distance $3 \sqrt{|i-j|}-2$ from each other, proving our claim. Let us first explain a bit further the idea behind Figure 3. The shaded area shall denote all points on the Hilbert curve lying between $i$ and $j$. We always draw the largest subgrids filled by the Hilbert curve on the way from $i$ to $j$. In this sense, the dotted line represents the path of the Hilbert curve respecting the sizes of the largest subgrids it passes through.

The central observation is that except for the lower left corner and upper right corner we have exactly three subgrids of each possible size within the shaded area. Note that, due to the inductive construction principle of Hilbert curves, this holds for $2^{k} \times 2^{k}$-subgrids for all integers $k \geq 0$. So we can count the number of points on the Hilbert curve lying between $i$ and $j$. All in all, we get

$$
3 \cdot \sum_{l=0}^{k-2} 4^{l}=3 \cdot \frac{4^{k-1}-1}{3}=4^{k-1}-1
$$

points lying between $i$ and $j$. This implies that $|i-j|=4^{k-1}$. Computing

$$
3 \sqrt{|i-j|}-2=3 \cdot 2^{k-1}-2,
$$

we exactly obtain the Manhattan-distance of $i$ and $j$, where the latter can easily be read from Figure 3.


Figure 3: Worst-case for the Manhattan-distance between two points $i$ and $j$.

Note that Theorem 1 in particular shows that there are worst case nodes for each "order of magnitude" of Manhattan-distances, that is, distances of the form $3 \times 2^{k-1}-2$ for all positive integers $k$.

### 2.2 Upper bound

Theorem 2. For the Manhattan-distance d $(i, j)$ of two arbitrary points $i$ and $j$ on the Hilbert curve with $i \neq j$ we have $d(i, j) \leq 3 \sqrt{|i-j|}-2$.

Proof. The basic idea is to exploit the self-similarity of the Hilbert curve for an inductive proof over $|i-j|$. In principle, the proof is quite simple. However, it turns out that a special treatment is necessary for "small" grids and for indices $i$ and $j$ which are close to the worst case described in Theorem 1.
Case $|i-j|<16$ :
By inspection. All possible orientations of segments of length up to 16 can be found in an $8 \times 8$ mesh or in the upper left corner of Figure 4 . (We have written a small computer program which automatically makes the necessary checks.)

Case $|i-j| \geq 16$ :
By induction over $|i-j|$ we prove the following stronger statement: $d(i, j) \leq 3 \sqrt{|i-j|}-2.5$ or $i$ and $j$ are arranged as in Theorem 1 (Figure 3) and $d(i, j)=3 \sqrt{|i-j|}-2$.

Basis of induction: $16 \leq|i-j| \leq 256$
By inspection. All possible orientations of segments of length up to 256 can be found in the $32 \times 32$-grid numbered in Figure 4 . This can be done with the simple program mentioned
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Figure 4: Hilbert indexing for a $32 \times 32$-grid. The largest worst-case segments are 85-341 and 682-938.
before.

## Inductive step for $|i-j|>256$ :

We look at the "coarsened" indexing defined by considering each $2 \times 2$ subgrid starting at even coordinates as a single grid node. Due to the self-similarity of the Hilbert indexing the coarsened indexing is itself a Hilbert indexing.
Define $a \in \mathbb{N}$ and $b \in\{0,1,2,3\}$ such that $i=4 a+b$, and $c \in \mathbb{N}$ and $d \in\{0,1,2,3\}$ such that $j=4 c+d . a$ and $c$ are the positions of $i$ and $j$ in the coarsened indexing. Since $|a-c| \geq 16$ we can apply the induction hypothesis. Furthermore, $d(i, j) \leq 2 d(a, c)+2$ because for each of the four grid-positions in subgrid $a$ there is a corresponding grid-position in subgrid $c$ which is $2 d(a, c)$ steps away; at worst $j$ can be another two steps away from the grid-position corresponding to $i$. We now distinguish two cases regarding the relative positions of $a$ and $c$.

## $a$ and $c$ are not arranged as in Theorem 1:

By the induction hypothesis we have $d(a, c) \leq 3 \sqrt{|a-c|}-2.5$ and therefore

$$
d(i, j) \leq 2(3 \sqrt{|a-c|}-2.5)+2=6 \sqrt{|a-c|}-3 .
$$

Substituting $a=\frac{i-b}{4}$ and $c=\frac{j-d}{4}$ we get

$$
|a-c|=\frac{|(i-b)-(j-d)|}{4} \leq \frac{|i-j|+|d-b|}{4} \leq \frac{|i-j|+3}{4}
$$

and therefore

$$
d(i, j) \leq 3 \sqrt{|i-j|+3}-3 .
$$

A simple calculation ${ }^{\dagger}$ shows that $3 \sqrt{|i-j|+3} \leq 3 \sqrt{|i-j|}+0.5$ for $|i-j| \geq 80$ and therefore

$$
d(i, j) \leq 3 \sqrt{|i-j|}-2.5 .
$$

${ }^{\dagger}$ This is the only part of the inductive step where we need to exclude all $|i-j|<256$. It is probably possible to modify the proof in such a way that the induction step works for $|i-j| \geq 64$. In the base case it is then sufficient to check all segments with $|i-j| \leq 64$ in a $16 \times 16$ grid.
$a$ and $c$ are arranged as in Theorem 1:
Up to symmetric cases the $2 \times 2$-subgrids for $i$ and $j$ are numbered $\left(\begin{array}{ll}0 & 3 \\ 1 & 2\end{array}\right)$ and $\left(\begin{array}{ll}0 & 1 \\ 3 & 2\end{array}\right)$ and the subgrid for $j$ is above and to the right of the subgrid for $i$ (refer to Figure 3). There are two subcases:
$b=d=1: i$ and $j$ are also arranged as in Theorem 1 and therefore

$$
d(i, j)=3 \sqrt{|i-j|}-2 .
$$

Else: We can use the estimate $d(i, j) \leq 2 d(a, c)+1$ because the worst case in which $d(i, j)=2 d(a, c)+2$ has already been covered by the case $b=d=1$. A similar calculation as before now shows that

$$
d(i, j) \leq 2(3 \sqrt{|a-c|}-2)+1=6 \sqrt{|a-c|}-3 \leq 3 \sqrt{|i-j|}-2.5 .
$$

## 3 Generalizing the results

There are few places in the proof of Theorem 2 where we make specific use of the properties of the Hilbert curve. We now present a generalized technique which can be applied to a wide spectrum of self-similar curves in $r$-dimensional grids with side-lengths $q_{1}^{k}, \ldots, q_{r}^{k}$. For simplicity, however, we restrict the presentation to cubic grids with side-length $q^{k}$ and only show how slightly looser upper bounds than that of Theorem 2 can be proved. The latter constraint allows us to avoid the special treatment of the worst case segments as necessary in the proof of Theorem 2.

Theorem 3. Given any indexing scheme of an $r$-dimensional grid with side-length $q^{k}$ with the property that combining each $q^{r}$-cube of grid points into a single meta-point yields the numbering for side-length $q^{k-1}$. If

$$
\forall q^{(k-1) r} \leq|i-j| \leq q^{k r}: d(i, j) \leq \alpha(\sqrt[r]{|i-j|}-\delta)-r
$$

where

$$
\delta \geq \frac{\sqrt[r]{q^{k r}+q^{r}-1}-q^{k}}{q-1}
$$

then

$$
\forall|i-j| \geq q^{(k-1) r}: d(i, j) \leq \alpha(\sqrt[r]{|i-j|}-\delta)-r .
$$

Proof. By induction over $|i-j|$. Let $a=\left\lfloor i / q^{r}\right\rfloor, b=i \bmod q^{r}, c=\left\lfloor j / q^{r}\right\rfloor$, and $d=j \bmod q^{r}$. Due to the self-similarity of the indexing scheme, we can apply the induction hypothesis to $a$ and $c$ if $|i-j| \geq q^{k r}$. We have $d(i, j) \leq q d(a, c)+r(q-1)$ because for each of the $q^{r}$ grid-positions in subgrid $a$ there is a corresponding grid-position in subgrid $c$ which is $q d(a, c)$ steps away; at worst $j$ can be another $r(q-1)$ steps away from the grid-position corresponding to $i$. $((q-1)$ along each dimension.) By the induction hypothesis we have $d(a, c) \leq \alpha(\sqrt[r]{|a-c|}-\delta)-r$ and therefore

$$
d(i, j) \leq q(\alpha(\sqrt[r]{|a-c|}-\delta)-r)+r(q-1)=q \alpha(\sqrt[r]{|a-c|}-\delta)-r
$$

Substituting $a=\frac{i-b}{q^{r}}$ and $c=\frac{j-d}{q^{r}}$ we get

$$
|a-c|=\frac{|(i-b)-(j-d)|}{q^{r}} \leq \frac{|i-j|+|d-b|}{q^{r}} \leq \frac{|i-j|+q^{r}-1}{q^{r}}
$$

and therefore

$$
d(i, j) \leq \alpha\left(\sqrt[r]{|i-j|+q^{r}-1}-q \delta\right)-r .
$$

A simple calculation shows that

$$
\sqrt[r]{|i-j|+q^{r}-1}-q \delta \leq \sqrt[r]{|i-j|}-\delta
$$

for $|i-j| \geq q^{k r}$ and $\delta \geq \frac{\sqrt[r]{q^{k r}+q^{r}-1}-q^{k}}{q-1}$.
Theorem 3 can be applied as follows to yield upper bounds of the form $d(i, j) \leq \alpha \sqrt[r]{|i-j|}-$ $r$ for the Manhattan-distance of self-similar curves:

- Determine $q$ and $r$ from the definition of the curve.
- Fix a $k$.
- Try all $i, j$ with $|i-j| \leq q^{k r}$ in a grid of side-length $q^{k+1}$. Due to the self-similarity of the indexing scheme we know that this suffices to find all possible Manhattan-distances for $|i-j| \leq q^{k}$.
- Set $\delta=\frac{\sqrt[r]{q^{k r}+q^{r}-1}-q^{k}}{q-1}$.
- Set

$$
\alpha_{1}=\max _{|i-j| \leq q^{k r}} \frac{d(i, j)+r}{\sqrt[r]{|i-j|}} .
$$

This is sufficient to guarantee that $d(i, j) \leq \alpha_{1} \sqrt[r]{|i-j|}-r$ for $|i-j| \leq q^{k r}$.

- Set

$$
\alpha_{2}=\max _{q^{(k-1) r} \leq|i-j| \leq q^{k r}} \frac{d(i, j)+r}{\sqrt[r]{|i-j|}-\delta} .
$$

This is sufficient to guarantee that $d(i, j) \leq \alpha_{2}(\sqrt[r]{|i-j|}-\delta)-r$ for $q^{(k-1) r} \leq|i-j| \leq q^{k r}$. Applying Theorem 3 we can conclude that the same is true for $|i-j| \geq q^{k r}$.

- Set $\alpha=\max \left(\alpha_{1}, \alpha_{2}\right)$. This guarantees that for all $i, j, d(i, j) \leq \alpha \sqrt[r]{|i-j|}-r$.

For example, Theorem 3 yields $d(i, j) \leq 3.07 \sqrt{|i-j|}-2$ for the 2D-Hilbert curve $(q=r=2)$. if we are willing to check all $|i-j| \leq 256$ (i.e., $k=8$ ) in a $32 \times 32$-grid. By checking larger grids we can get closer to the tight bound from Theorem 2.

## 4 A 3-D Hilbert Indexing

We have applied the result of the preceding section to the 3D-Hilbert indexing described in [12]. It is defined using the following L-System:
$\mathrm{A} \rightarrow \mathrm{B}-\mathrm{F}+\mathrm{CFC}+\mathrm{F}-\mathrm{D} \& \mathrm{~F}^{\wedge} \mathrm{D}-\mathrm{F}+\& \& \mathrm{CFC}+\mathrm{F}+\mathrm{B} / /$
$\mathrm{B} \rightarrow \mathrm{A} \& \mathrm{~F}^{\wedge} \mathrm{CFB}^{\wedge} \mathrm{F}^{\wedge} \mathrm{D}^{\wedge}-\mathrm{F}-\mathrm{D}^{\wedge}\left|\mathrm{F}^{\wedge} \mathrm{B}\right| \mathrm{FC} \mathrm{C}^{\wedge} \mathrm{F}^{\wedge} \mathrm{A} / /$
$\mathrm{C} \rightarrow\left|\mathrm{D}^{\wedge}\right| \mathrm{F}^{\wedge} \mathrm{B}-\mathrm{F}+\mathrm{C}^{\wedge} \mathrm{F}^{\wedge} \mathrm{A} \& \& \mathrm{FA} \& \mathrm{~F}^{\wedge} \mathrm{C}+\mathrm{F}+\mathrm{B}^{\wedge} \mathrm{F}^{\wedge} \mathrm{D} / /$
$D \rightarrow|C F B-F+B| F A \& F^{\wedge} A \& \& F B-F+B \mid F C / /$
$A$ is the start-symbol, $A B C D$ are nonterminals. The terminals $F+-\&-\backslash / /$ are instructions for 3D-Turtlegraphics. They stand for "move one step," "turn left," "turn right," "pitch down," "pitch up," "roll left," "roll right," and "turn around," respectively. We applied the "recipe" from Section 3 for all $k$ from $\{1,2,3,4,5\}$ and obtained the following values for $\alpha_{1}$ and $\alpha_{2}$ :

| $k$ | $\alpha_{1}$ | $\alpha_{2}$ |
| :---: | :---: | :---: |
| 1 | 4.678428 | 6.432089 |
| 2 | 4.718078 | 4.922481 |
| 3 | 4.733298 | 4.758845 |
| 4 | 4.733936 | 4.737128 |
| 5 | 4.734176 | 4.734575 |

In particular, using the highest value of $k$ tried we get:
Theorem 4. The Manhattan-distance between indices i and $j$ for the 3D-Hilbert curve from [12] is bounded by

$$
d(i, j) \leq 4.73458 \sqrt[3]{|i-j|}-3
$$

We conjecture that $d(i, j) \leq 4 \sqrt[3]{63 / 38} \sqrt[3]{|i-j|}-3$ is a tight bound. (Note that $4 \sqrt[3]{63 / 38} \approx$ 4.73419.) The worst case segments of the curve consist of a one large cube and two branches which form a chain of cubes for each size (so far similar to the 2-D case). One branch consists of two cubes of each size. The other branch consists of an alternating sequence of two and four cubes of each size. Summing the sizes of the subcubes in a similar way as in the proof of Theorem 1 yields the conjecture above.

## 5 Conclusions and Future Work

In the past, several people used indexing schemes like Hilbert curves independently and sometimes reinvented it without initially knowing the existing work. We expect that this will change. Locality-preserving indexing schemes will more and more become a standard technique for devising simple and efficient algorithms for mesh-connected computers. So far, most applications look somewhat specialized $[3,8,9,10,16,17]$. With an increasing interest in irregular computations this may also change. For example, we have developed a variant of parallel Quick-sort which is based on the Hilbert indexing. This has been implemented by Thomas Hansch in [5, 6]. On large mesh-connected computers like the Parsytec GCel-3/1024 which is a $32 \times 32$ grid, the algorithms turns out to be one of the fastest available sorting methods.

We hope that this paper helps to simplify the reasoning about theoretical properties of recursive indexing schemes. The methods used here not only give a simple and easy-to-verify proof for the 2D-Hilbert curve but also show how the result can be generalized. To our best knowledge, it is the first to report an (almost) tight bound for a 3D-Hilbert curve. In contrast to the 2D-case, there are several variants of the 3D-curve. It might be interesting to investigate whether there are better variants. There are also well known other curves which can be investigated using our techniques. For example, the Peano curve $[11,13]$ shown in the upper part of Figure 5 and its relative shown in in the lower part, can be treated setting $r=2$ and $q=3$.

When high-dimensional or otherwise complex curves are to be investigated, the simple brute force inspection programs we have used above get quite slow. They check all pairs of indices up to a certain distance. (More precisely, the computational expense is in $\left.\Theta\left(q^{2 k r}\right)\right)$. Checking the 3D-Hilbert indexing for $k=5$ in Section 4 took several CPU hours on a 110 MHz SPARC 4. By tolerating some more complex programming, this situation can be improved. We can use a hierarchical approach in which conservative estimates for the distance of all pairs of indices in two large cubes are computed. Only when these estimates suggest that high diameter segments might be present, the cubes have to be subdivided further. Since most index pairs are far from extreme, a dramatic speedup could be achieved.

Acknowledgment We are grateful to Henning Fernau for valuable pointers to the literature.


Figure 5: Construction principle for space filling curves with $r=2, q=3$.
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[^1]:    *Note that in this case it is assumed that we perform this iterative construction e.g. within the unit square. This justifies the naming space-filling curve, because in the limit the described curve "fills" the unit square (see [13] for details).

