unseen test text was determined through cross validation

on all available text data. As a desirable baseline, word

accuracy vas also tested on a closed-vocabul ary scenario
viel ding a performance of 66.9%.

Vocabulary Acoustic Dictionary LM Dictionary
(based on acoustic
training data) 2204 2204
komm komm
geh geh
en en
MORPH
3085 2582 ROOT
kommen komm@
gehen 0eh@

Figure 4. Mappi ng of Acousti ¢ and Languag
tionaries during Recognition Process

e Mdeli ng Di c-

5.1. Morphem-basal Decapzitian

Pure morphem based recognition (as described
MORPH2) neasured on word basis slightly outperforns the
result achieved with word bigrammnodels by 0. 7% (table
6). As the vocabulary size of the acoustic dictionary used
wi thinthe recogni tionprocess is muchsmaller than on word
basis, recognition speedis accelerated by one third.

Rot Famldapsitian
Using root forms only reduces the original 1anguage nodel
dictionary from3821 words to 3205 root forms. This neans
a 16%reduction in the vocabul ary used as basis for 1an-
guage modeling. The relatively snmall decrease results
10%perplexityinprovenent and thus aslightly
graml anguage nodel . However, root fo:
as acoustic dictionary for the re
all inflections also h:
ing the rec
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y, as 1t can be seen

rage of nmorphens al nost ap-

rage found in the English |l anguage
man word coverage of 88%by 3%based on

ni ng data.

ng the nunber of tokens in table 4, we see that
he average one word becones 1.25 tokens within the
nor phem based franework. All available 225 training dia-
logues were used for building two overall | anguage nodel s:
(One based on words, the other on their morphemdecom
positions. Smoothing was done by absol ute discounting [ 2]

in both cases.

As to be expected the reduction in vocabul ary growth
leads to a significant perplexity reducti on when conparing
Tak-

nor phem based 1 anguage nodel s with word nodel s.
ing into account that only every fourth word has been de-
Mor phem

conposed the perplexity results are surprising:
bigramperplexity is 48%l ower than word bigram for tri-

grams there is a 51%reduction (see table 5).

4.1 Mpasbrad Idapsitiaa
Even though perplexity reduction (and also the restric-
tion of dictionary growth) is highest when using a

linguistic-based deconposition of words,
(see table 6) are degrading c

recogni tion process. \

froma very snnl|



Al so the German ﬂ)nguage hlas an uncountabl e nu
conpound words. Nouns cjan be concatenat
chains, evgpy chain creating

e.g. :

o | ong noun
rd with a new neani ng,

- »%pée’ciz recogniti on module)
prach- er kennungs- genaui gkei t

( speech Mebmi ti on accuracy)

|ﬂ;éfter-|vadﬂay|©m@|way|@m@
| aﬁs| Yze 'UI T T |I ISZEI;Q]LI T '| T 1
| | ®] | Whey | ™

o [ w [ o[ » [ ] -
w [ o’ [ ] m [
5 | W |Figuiaml. Vbcabsiary Gowth of Wrds and Mrphens in Ger-

| ®% ] w5 mar 8% |

]

jﬂ%J \izhlay Gooth (Ergish
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ni ng databases and alsolimt the

growth withincreasing training naterial.

di fferent ways of deconpositions can be perforned:

1. strictly norphem based deconposition, e.g. :
o vweggehen —  weg-geh-en?
(to go away)

e Spracherkennung — Sprach-er-kenn-ung

( speech recogni t i on)

2. deconpositioninroot forms:
o vweggehen — weggeh@ (to go auny)
e Daloge — Dialog@ (dialogues)
3. conbination of strictly norphem based deconposition
and root forms

steadily For the Cermmn Spontaneous Scheduling Task (GSST)
rds that m ght ap- the deconposition of training texts instrictlylinguistically
can be foreseen. Tables 2 based morphens (MMH) results ina reduction of vo-
ary coverage of the German test cabul ary size by 37%(see figure 1). Wereas the word dic-
1sh test text. The smaller English vo- tionary contains 3821 words, the correspondi ng nor phem
1l ready covers 92%of Fnglish words in the test dictionary consists of only 2391 entries (see table 4). This
al ogues whereas the fourfold amount of training data in reduction wmll certainly get bigger the more data wmll b
CGerman onl y covers 88% As alogical consequence it is de-
sirable towrkonsmller base recogni tion units than words | | W [ Mpes |
to be abl e to conpose newunseen words out of several parts{ Has [ | i |
al ready known to the dictionary. [ ablaysiz | 3 | B |

2 Hyas ae wedfa daifictioprpses @ dapsiia .
mkas alyaddnt gpex intle atd Garmspling Table 4. Conparing V¥rd and MrphemVocabul ary
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ASIXT

1o guarantee unrestricted natural |anguage processing,
state-of-the-art speechrecognitionsystens require huge di c-
tionaries that increase search space and result in perfor-
mance degradations. This is especially true for 1 anguages
where there do exist alarge nunber of inflections and com
pound words such as German, Spanish, etc. One way to
keep up decent recognition results with i ncreasi ng
laryis the use of other base units thansiu
paper different deconposition ne
nor phol ogi cal deconposi
be conpared. Not
vocabul ary g
data,



