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Large amounts of data

. High resolution detectors (e.g. pco.edge 2560×2160 at 16 Bits)

. Fast acquisition (100s of frames/sec)

. Automated sample changers

Excessive compute power

. Prevalance of multicore architectures and GPUs

. …but often unused due to lack of knowledge and manpower

Increased requirements

. On-site and on-line data processing (e.g. reconstruction)

. Faster scans to „see“ dynamic processes
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. Leverages GPU processing

. Hides parallelization and concurrency details

. Accessed via simple end-user interface
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. Each CPU node is mapped to one of the CPUs

. A GPU node receives the same CPU affinity as the adjacent CPU node
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Dependencies & Tools

. Standard C99

. GLib/GObject + GObject introspection

. OpenCL 1.1 or 1.2

. ZeroMQ 3.2

. Nightly builds and unit test execution via Jenkins

. API documentation built with Gtk-Doc, manual with Sphinx

High-level architecture

. Core framework manages OpenCL resources, graph and execution

. Shared library plugins implement actual functionality (reading, writing,
filtering, …)
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Tomographic reconstruction on a single compute server with 2 Xeon X5650 and 6
NVIDIA GTX 580.
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from gi.repository import Ufo

pm = Ufo.PluginManager()
reader = pm.get_task('reader')
writer = pm.get_task('writer')
bp = g.get_task('backproject')

bp.props.axis_pos = 413.5
bp.props.rotation_angle = 0.012

g = Ufo.TaskGraph()
g.connect_nodes(reader, bp)
g.connect_nodes(bp, writer)

s = Ufo.Scheduler()
s.run(g)
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import ufotools

factory = ufotools.Factory()
reader = factory.get('reader')
writer = factory.get('writer')
bp = factory.get('backproject',

axis_pos=413.5,
rotation_angle=0.012)

writer(bp(reader)).run()
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$ runjson description.json
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. Numpy data sources and sinks possible

. Writing tasks in Python code is challenging due to the GIL
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. No built-in management

. But could be added on a higher level based on existing primitives

[slaves]$ ufod --listen tcp://ib0:5555
[master]$ runjson description.json \

-a tcp://192.168.60.10{2,3,4}:5555
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Thanks for your attention. Any questions?
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$ git clone http://ufo.kit.edu/git/ufo-core
$ mkdir build
$ cd build
$ cmake ../ufo-core
$ make && make test && make install

or

$ sudo ufo-core/tools/deploy.sh $HOME/usr
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