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Summary. A common basic formula is developed for the description of neutronic noise analysis experiments in nuclear
reactors. From this formula specific expressions are derived for techniques, such as frequency analysis of noise, Rossi-et-experi.
ments, variance-determinations, and the analysis of counting statistics. Proposals for new techniques are included which seem
advantageous from theoretical and expel,mental considerations. Although the basic theoretical formulas are of general validity
and include space- and energy-dependence as well as delayed neutrons, the point-reactor model approximation has been used
for the derivation of most specific expressions. The possibility of using noise analysis experiments for investiaating the kinetics
of coupled reactor systems is also discussed. '"

1. Introduction
The neutronic behaviour of a reactor is based on

various nuclear reactions of stochastic nature. In a
steady state reactor experUuent the thne averaged
detector signals which are normally considered are
related to the mean value of the neutron density.
Apart from this mean value, additional information on
reactor parameters can be gained from a detailed
analysis of the statistical fluctuations in detector
signals. Recently a number of papers have been
published in which different methods of analysing the
fluctuating signals are discussed. The range of ex­
perhnents carried out extends from essentially un­
perturbed systems to reactors with strong external
perturbations and from zero power assemblies to
reactors at full power. It should be clearly recognized
thjl.t the fluctuations in these experhnents can have
different origins.

In unperturbed zero power assemblies the fluctua­
tions are due to the fact that the evolution of neutron
chains and the detection and generation of neutrons
are stochastic processes. Investigations done under
these conditions are the Rossi-IX-experhnent [1, 2], the
determination of the reduced variance (Feynman­
experhnent) [3, 19], the analysis of counting statistics
(po-method) [4], and the frequency analysis of zero
power reactor noise [5, 6, 7, 17, 18].

If on the other hand reactors at full power are
considered, the noise is prhnarily due to statistical
modulations of reactIvity caused by vibration of fuel
elements, turbulence of coolant flow and other similar
sources, including internal and external feedback
effects. The statistics of neutron chain processes add
only a small contribution to the total noise in pmver
reactors. In this field, the frequency analysis is nor-

. mally applied to determine instabilities and to set up
stability criteria for reactor performance [8].

Experhnents of a third kind are performed by
either modulating the reactivity of a reactor [9, 13]
or by modulation of the neutron density with neutron
generators in subcritical facilities [10]. In these cases
the external excitation is applied in a quasistatistical
manner and the known input signal is crosscorrelated
with the detector output signal to obtain.the response
function of the system.

The following treatment is restric~ed to, the de­
scription of experhnents in unperturbed zero power
reactors at steady state. Thus only the neutronic

* This work was performed within the a$sociation on fast
reactor development between Gesellschaft fiir Kernforschung
m.b.H., Karlsruhe and EURATOM.

component of reactor noise is considered. The ahn of
this paper is to give a uniform theoretical description
of neutron chain correlated fluctuations and their
experimental evaluation, and to show the intercon­
nections and specific features of the various techniques
which are now being developed as part of the experi­
mental reactor-physics programme at Karlsruhe. For
this purpose a common basic equation has been devel­
oped from which expressions appropriate to the above
mentioned experimental methods are derived.

2. A fundamental theorem on two
crosscorrelatcd detector outputs

Consider a subcritical stationary reactor 'with
parameters constant in thne which is populated by
particles of several types, e.g. neutrons, precursors
of delayed neutrons, and gammas. The particles all
participate in chains of reactions. For a complete
specification of these particles let

y = vector specifying particle position, velocity,
and type.

Particles can only be detected through the reactions
they induce. In developing the fundamental theorem
(2.12) we must carefully distinguish between single
reactions, chains of reactions, and the particles taking
part in them. A reaction should be specified comple­
tely by the position of its occurrence and the type of
process, e.g. fission or scattering. .As it is cumbersome
and often unnecessary to write out such information
in detail, we define

z = vector specifying position and type of a
reaction.

In a subcritical stationary reactor we must also
distinguish the primary reactions. Prhnary reactions
are those which are not induced by some preceding
reaction of a chain but act, themselves, as the spon­
taneous origins of these chains. Such prhnary re­
actio.1S occur in Ra-Be-neutron sources, spontaneous
fission and similarPoisson-distributed source reactions.
'Ve define

-c{z}- = mcan rate of z-reactions; .

which comprises .all reactions, an.d

<1o(z) = mean rate of Poisson-distribnted pril1)ary
. z-reactions which start chains. . ..

From. some· z-reactions, e.g. purc cl1-pture. processes,
no particle will result. A scattering 'process will pro--
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duce at least one scattered particle and a fission
reaction a few fission neutrons, each of which can
carry on the reaction chain.

Now let

P(z, n, Yl' ... , Yn) = probability of producing n
particles, Yl"'" Y", from a
single z-reaction.

These probabilities contain all the relevant data
pertaining to one reaction of type z. Regarding their
normalization we will require that for all permutations
of the n vectors Yl' ... , Y" these probabilities be iden­
tical. Otherwise factors n! would appear in the
eqs. (2.1) and (2.2).

In the following derivations we need only the
expected mean number of y-particles resulting from
one z-reaction, W 1 (Y, z), and also the mean number of
pairs, (Yl' Y2)' of particles from one z-reaction,
W2(Yl' Y2' z). Such pairs of simultaneously produced
particles occur mainly in fission as pairs of prompt

(2.7)

We may calls2(Yl' Y2)a binary source of (Y1' Y2)-pairs
(of particles).

The theorem to be derived here concerns correla­
tion experiments performed with two independent
detectors (Fig. 1). As a logical sequence to this an
extension to the single-detector-experiment (Fig. 2) is
given, where both schemes represent limiting cases.
In the first case (Fig. 1) we have a stationary reactor
which is monitored by two independent instrument
lines, each consisting of a detector followed by an elec­
tronic network. As far as neutron physics is concerned,
the detectors must be treated as integral components
of the reactor. The electronic circuits are assumed to
be nearly linear elements. Their actual responses may
show statistical variations, but no dead-time, satura­
tion or similar interfcrence effects are permitted. For
an input at time 0, the response functions defined below
always denote the average output expected after a
delay time t. Let

r1 = r1 (t) = actual output on line 1 (Fig. 1) at time t,

gl (Y, t) = GREEN'S function, response of r1 to the
injection of one y-particle into the
reactor.

Obviously

electronIC multIplIer Integrator
networks

Input reactor and
detectors

(2.8)

Fig. 1. Schematic diagram of a correlation experiment with 2 separate
detectors (crosscorrelation)

fission neutrons and as neutron-precursor and neutron­
gamma pairs. They are also produced in (n,2n),
(n, n' y) and other branching processes.

W1(Yl , z) and W2(Yl' Y2' z) are obtained from the
probability distribution P (z, n, Yl' ... , Y,,) by summa­
tion and integration over all variables not used as
arguments of w1 or w2 ' giving

00

w1 (Y, z)= L n j dY2'" dy" P(z, n, y, Y2"'" y,,) (2.1)
n~O

and

(2.2)

The factors n in eq. (2.1) account for the n possible
positions of Y as an argument of the probability P(z,

) C di I th f t
n(n - 1) .

n, ... , Y,.... orrespon ng Y e ac ors - -2-- III

eq. (2.2) are obtained. As the arguments Yl' Y2 of P (z,
n, Y1' Y2' ... ) in (2.2) may be permutated, we have also

The quantity g1(Y' t) is the convolution of the response
functions of reactor, detector, and electronic network,
cf. (3.8). Contributions to gl (Y, t) come from all
detected z-reactions in the average reaction chain
which started at time °by the release of one y-particle.

Fission chambers, proton recoil counters, and some
other detectors emit secondary neutrons with each act
of neutron detection. Other detectors, e.g. scintilla­
tiOII-counters, may register the gammas associated
with the (~, n)-processes of a Ra-Be-neutron source.
These special features add small correction terms to a
correlation experiment. As an illustrative example the
Ll-terms in the eqs. (5.9) and (5.10), for the Rossi-~­

experiment, may be taken. To account for such effects,
we have to complete our notation by introducing

cp1 (z, t) = GREEN'S function, response of r1 to a
single z-reaction.

cpl (z, t) involves only the response functions of detec­
tor 1 (to one z-reaction occurring in its sensitive vol­
ume) and the weighting function

a1 (t) = J;;Al (w) eiwt

From these definitions we can now derive a few more
quantities, viz. the primary source of y-particles,

(2.4)

of the associated linear electronic network. The
weighting function a1 (t) is the response function of the
network to a 15-function input. Except for an arbitrary
scaling factor, which may be chosen at convenience,
a1 (t) is a well-defined function.

Obviously the time-averaged signal on line 1 is

the total rate of y-particles produced in all reactions
of type z, including primary and induccd reactions, or

ri = j dz c(z) j dt cpl (z, t) (2.9)

and the total rate of (Yl' Y2)- pairs produced in all
reactions

(2.5) ri=jdy[so(y)jdtfh(y,t)J+ }
(2.10)+ j dz[co(z) j dt cpdz, t)J.

The second term of (2.10), i.e. a contribution from
directly registered primary reactions, can normally be
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we get the equivalent expressions

f[!12 (z, t) = mean product of r1(t), r2(t) as responses to
a single z-reaction occurring at time 0,
cf. (10.18).

(2.15a)

I(2.16a)

n=1,2,

amplifier electronic multiplIer Integrator
networks

Input reactor and
detector

rl· r2=rr·r;j"+2 f dYldY282(Yl'Y2) x

X f ~: GdYl' w) G2(Y2' - w) .

This general formalism can be extended to the single­
detector-experiment shown in Fig. 2, which prevails in
some applications. In this type of experiment we get
an additional term to our formulas (2.12), (2.16), and
(2.16a) from the fact that each registered reaction
releases two synchronized responses contributing to
the signals r1 (t) and r2 (t). Keeping in mind possible
statistical variations in these responses we have to
define

neglected but may be important in special experi­
ments [11].

Expressions equivalent to (2.8-10) are also valid
for the output r2 (t) of the second instrument line. We
now turn to the product signal r1 (t)· r2 (t) (Fig. 1,
right hand side), whose time-averaged value

T

rl . r2 = lim T
1 f dt r1(t) r 2(t) (2.11)

T--+oo
o

can be shown to be the relevant quantity obtained
from mo~t correlation experiments. The only known
exception to this statement is the p-method [4], ex­
plained in section 7.

In Fig. 1 we have assumed that the instrument
lines 1 and 2 are completely independent, i.e. no single
z-reaction can produce a signal on both lines. This
condition is met when the detectors are separated in
space and when the associated networks are free from
mutual electronic interference. Any particles emitted
by one detector, e.g. a fission chamber, should be
rigorously treated as contributing to reaction chains.

In the appendix (section 10) the following theorem
on the time-averaged product signal r1 (t) . r2 (t) is
proved.

+2 J dYl dY2 82(Yl' Y2) J dtf!I(Yl' t) g2(Y2, t)I
+ J dy dz 81 (Y, z) J dt gl (Y, t) f[!2 (z, t) (2.12)

+ Jdy dz 81 (Y, z) J dt g2 (Y, t) f[!1 (z, t).

Fig. 2. Schematic diagram of a single-detector correlation experiment
(autocorrelation)

Integrating over t and the total rate c(z) of z-re­
actions we obtain the new term

(3.1)

(2.18)~2 = J dz c(z) J dt f[!12(Z, t).

This term must be inserted into an expression which
corresponds to (2.16) but is valid for the single­
detector-experiment (Fig. 2) with an absorption de­
tector, giving

rl' r2 = rr' r:i"+ n 12+2 J dYl dY2 82(Yl' Y2) X }
(2.19)

xJ dtg1(Yl, t) g2(Y2' t).

No generally applicable formula can be given for
deriving n 1 2' It must, therefore, be evaluated for
each specific experiment.

3. Specialized expressions for short-time
correlations and for the point reactor model

Most correlation experiments are restricted to the
study of the prompt kinetic behaviour of a reactor.
Then the delayed neutrons can be approxinmtely treat­
ed as an additional pseudo-random source. A further
simplification of expressions (2.16, 16a) is obtained by
neglecting (n,2n) (n, n'y), and similar branching
reactions of minor importance.

The only binary source remaining consists of
pairs of fission neutrons from spontaneous and induced
fission. As a further approximation let us assume
that (1) no angular and spectral correlations exist
between pairs of fission neutrons and (2) that for all
types of fission one energy spectrum X(E) is applicable.
With these assumptions, which are not very restric­
tive, we get a simple binary source (2.6)

82 (xv E1,Ql' x2, E2,Q2) }
=8 (""_) o(x -x) X(E1)X(E2 )

2 -1 2 1 (4:n)2 ,

23b

(2.13)

(2.14)

(2.17)gn(y,t)= f {~Gn(y,w)eiwt,
Kukleonik. lld. 7

The first term is the value expected for uncorrelated
signals r1 (t) and r2 (t). The second term shows the
correlation due to the binary source 8 2(Yl' Y2) of
(Yl' Y2)-pairs generated in branching processes. The
last two terms are small contributions due to the
source of y-particles associated with registered z-re­
actions. These terms have to be considered in experi­
ments using fission chambers, proton recoil counters
etc., cf. section 5.

·When an assembly has a high multiplication, we
can restrict ourselves to the simplified expressions
(2.15) and (2.16), which are rigorously valid forex­
periments with absorption detectors in which each
detected particle is destroyed without successors. Such
a detector will also be insensitive to any primary
reaction, so that

co(z) f[!n(z,t) =0, n=1,2,

81(Y, z) gl(Y' t) f[!2(Z, t) =0, }

81(Y, z) g2(Y, t) f[!1(Z, t) =0.

Then (2.10) and (2.12) read simply

~=JdY8o(y)Jdtgn(y,t), n=1,2, (2.15)

rl . r2 = rr .r:i" + 2 J dYl dY2 82 (Yl' Y2) X }
(2.16)xJ dtg1(Yl,t)g2(Y2,t).

Eqs. (2.12) and (2.16) are generalizations of expressions
obtained by MATTHES [12].

If we prefer to express the response functions by
their Fourier-transforms,
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(3.9)

(3.7a)

(3.11)

(3.Sa)

00

hm(t) = Jd~ e-;""I, A".h(t-tI). (3.7)
o

to the formation of one precursor belonging to group m.
This response is the convolution of the precursor
decay and h (t), i.e.

The response function, (fI (t), relating the response of
rI to the injection of one source neutron into the re­
actor becomes

v = number of neutrons per fission, including de­
layed, and

TV = detector sensitivity (counts per fission).

Fourier-transforming (3.8) results in

IV. k
GI (w)= VIZH(W)AI(w).

It is advantageous to Fourier-transform eq. (3.7),
giving

Similar formulas are valid for instrument line 2. Now,
the total rate of (prompt) neutron pairs formed in
fission becomes, accounting for permutations,

The appropriate response function to the formation
of one precursor of group m is, cf. (3.7a),

eq. (3.10) yields the final expression

F v(v -; IlJi , where F= fission rate.

The total rate of pairs (neutron, precursor m) and also
of pairs (precursor rn, neutron) is

F f3m ;mV
, with

Vm = average number of prompt neutrons accom­
panying this group of precursors in fission.

'When we insert these rates and (3.9) into (2.16a),
we have

:;":~~J~: a,(w) G,(-w)+ 1(3.10)

~ f dw 2Afu
+F!:;I(PmVm V ) 2-nGI(W)G2(-w) Afu+ W2 '

With (3.Sa) and inserting

H(w)H( -w) =IH(w)12 for w real,

(fI (t) = I;lk f dtI h (tI ) aI (t - tI ) , (3.8)

(3.3) with the weighting function, a I (t), as in (2.8),

where x, E, [J are position, energy, and direction of
each fission neutron. These are, according to our
assumptions, emitted isotropically with an energy
spectrum X(E). The o-function assures that fission
neutrons of one pair have the same origin Xl' The
quantity

S2(X)= i[cs/(x)v(v-I)s/+ 1 (3.2)

+ JdE[v(v-I)pL'/<P](x,E)] f
is the local rate of production of pairs of prompt fission
neutrons, where CB/(X) is the local rate of spontaneous
fission, and !v(v-l) the average number of prompt
neutron pairs per fission.

For n = 1 and 2 let

which is the response of signal rn in Fig. 1 to the injec­
tion of one (average) fission neutron at x. The quantity
(f/n(x, t) is the convolution of the responses of reactor,
detector, and linear electronic network. Insertion of
(3.1-3) into (2.16) yields a more transparent expres­
sion,

rI' r2 = Tl' T:i+2 JdxS2(x) Jdt(J/1(x, t) (J/2(X, t), (3.4)

or, with the Fourier-transforms G/n of (f/n,

rI • r2 = Tl . T:i + 1
+ 2f dxS2(x) f ~~ G/1(x,w) G/ 2(x, -w). (3.4a)

To obtain (3.4, 4a) we kept the space- and energy­
dependence of the exact expression (2.16) and neglect­
ed delayed neutrons. On the other hand, neglecting
the dependence of (fn(Y, t) on the space- and energy­
components of the vector Y amounts to the retention
of the fundamental term of a modal expansion, cf. [14],
and is legitimate in sufficiently compact, near-critical
assemblies.

Branching reactions, which are of minor impor­
tance, are again neglected, but delayed neutrons are
now treated rigorously. To make the derivation more
transparent let us restrict ourselves to the realistic
case where not more than one delayed neutron pre­
cursor is generated in any fission process. Let

h (t) = response of the neutron population to the in­
jection of one (prompt) neutron,

k = effective multiplication constant, including
delayed neutrons,

Pm = fraction of delayed neutrons of group m,
6

P = L Pm' (3.5)
m~I

1 = prompt neutron life-time,
}.,n = decay constant of group m precursors.

The response h (t) is the solution of the point­
reactor kinetics equation,

~ h(t)= k(I-t
l -

I
h(t)+L'}.mGm(t)+o(t),)

d kf3 (3.6)
Ilt Gm(t) = - )'mGm(t)+ -T het), m = 1, ... , 6.

To take account of delayed neutrons, we introduce
the related response, hm(t), of the neutron population
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suggest that in the following sections a simpler appro­
ximation of (3.12) may be used, viz.

In (3.12) delayed neutrons have been taken into
account twicc. First implicitely in the definition of
H (w), cf. (3.6), and secondly in the term within the
brackets. However, the conditions

The special feature of frequency analysis is the use of
a tunable band pass filter in at least one instrument
line, so that

(4.4)

(4.3)
00

xRe rdw' B 1 (w')B2(-w')!H(w')!2.
• ;r
o

so that eq. (3.14a) will be

rl' r2 =q1 q2 F2J1i IV;BI (0) B 2(0) +
TV, T~ X k2+qIq2 F ~1':2·_2_ X

(3.13)

1<1 + ±y~~ -(:;"~-21
m=1 v(v-l)p Am+W

~1+ ± 2fJm
v
m

v ~1+2,8
m~1 v(v - l)p

Herein

outside a narrow frequency interval of 'width Ll w

around a center frequency w. If the resolution JWw'
is sufficiently high, we can extract IH(w}j2 from the
integral and approximate

(4.6)

(4.5)

(4.9)

(4.8b)

(4.8a)

filter

1
H(w)=-~.-

CX+IW

1-k(l- fJ)
CI.=-~' 'T--

00

T(w,Llw)=Rej dw' B I (w')B2(-w').
;r

o

with

and

Re rdr;' B I (w')B2(-w')!H(w'}j2 1
o ~T(w, Llw) IH(w}j2 f

with

Ion - chamber high-gaIn

WIde - band

dc- amplifIer

Fig. 3. Schematic diagrau1 for one instrument hne in a frequency analysis
experiment

Therefore in the high frequency approximation (4.7)
becomes

r 1 '1jJ~, Ll.w) = q q F _T5TT~XJ:=- (4.10)
r(w, Llw) I 2 12(CX2+ w2) •

In the discussion of eq. (4.10) it is useful to con­
sider two limiting cases. For sufficiently low fre-

23c

The function T(w, Llw) is a parameter which charac­
terizes the combination of filters used, and must be
determined for each center frequency wand band

width Ll w. Ratios .~ > 2 are normally used.
LJW

It follows from eq. (4.4) that B1 (0) B 2 (0) = O. Thus
in this approximation eq. (4.3) becomes

.r1 ':2(w,Llw) =q q F n~n;'I.21C~IH(w)12 (4.7)
r(w, Llw) I 2 12 •

This expression is valid for the whole frequency range,
including very low frequencies where the effect of
delayed neutrons is important.

Kow let us take into consideration only the high
frequency range, such that the effect of delayed neu­
trons can be neglected. In tllis region

(3.15)

will be applied, with appropriate weighting functions,
to some familiar correlation experiments.

An(w) =qnBn(w), for n =1 and 2 (4.2)
Xukleonik. Bd. 7

4. FrequencJ' analysis of ion-chamber currents

The frequency analysis of the noise spectrum
obtained from boron-loaded ion-chambers or from
fission chambers can be performed as a two-detector
or as a single-detector-experiment. Single-detector­
experiments have been treated extensively by many
authors [5, 6, 7, 17]. In this paper, we want to give
greater stress to the more flexible two-detector-experi­
ment. Refer to Fig. 1 and assume that both detectors
are boron-loaded ion-chambers, such that cq. (3.14a)
applies. The block diagram of one instrument line is
shown in Fig. 3. The output current of the ion­
chamber is fed to a high-gain wide-band amplifier,
followed by a filter of frequency characteristics B(w).
The mean output current of the amplifier is given by

i;,= If"Fqn' for n =1 and 2 (4.1)

where n denotes the line number.
According to our previous definitions, (n~F) is the

rate of neutron detections (pulses/sec) by the chamber
n, and qn is the average charge per detected neutron
at the amplifier output, With this notation An (w)
becomes

is a nuclear parameter, F the fission rate, TV a de­
tector sensitivity (counts per fission), k the effective
neutron multiplication constant, l the prompt lifetime,
and H(w) and A (w) the Fourier-transforms of the reac­
tor response h(t), (3.6), and the network response a(t),
(2.8). ~When spontaneous fission does not contribute
significantly to F,

r,;=If"F Jdtan(t)=If"FAn(O), for n=1 and2. (3.16)

In the three sections to follow, eq. (3.14a) and the
equivalent

-- - - +F Tf;. Tf;x2 k2 )
rl' r2 = rl . r2 f --[2 X (3.14)

X Jdt dir dt2h (t1) h (t2) a1(t - t1) a2(t - t2 )



318 H. BORGWALDT and D. STEGElIIA:!>'"N: A Common Theory for Neutronic Noise Analysis Experiments Nukleonik

quencies,

(5.1)

(5.2 a)

(5.2b)

a,.(t) =15(t- T),

a2 (t) =15(t).

They have been scaled such that the average signals

~ = l¥,.F, for n = 1 and 2 (5.3)

represent the mean counting rates of detector 1 and 2.

5. Rossi·a-experiment
The Rossi-IX-experiment performed with two detec­

tors (Fig. 2) consists of a direct measurement of the
crosscorrelation function of detector counting rates

(j2
R = -=- :2: 1 (4.20)'l-

where q is the charge at the amplifier output which is
released per detected neutron. With eqs. (4.7), (4.19)
and (4.20) we obtain for a single-detector-experiment

~~:~~:? = WFt [R+ TV 722 k2 IH(wW]. (4.21)

A comparison with eq. (4.7) for the two-detector­
experiment shows a contribution due to uncorre­
lated events [the first term of (4.21)]. This term also
contains the factor R, which is difficult to determine
in practice. For these reasons, the two-detector­
experiments may be generally more suitable, and
particularly in all cases where the uncorrelated con­
tribution predominates.

where T1 (t), T2 (t) are the actual counting rates at time t,
and T~ 0 is the delay time. The basic eqs. (3.14)
and (3.14a) are equivalent, but for this problem
(3.14) is more convenient than (3.14a), which is used
for the frequency analysis of noise. The weighting
functions an(t) which are appropriate to this problem
will be defined as

co

n=WF(j2 rdw' IB(w')\2=WF(j2r(w,L1w). (4.19)
• n
o

This approxinlation is valid if the filter does not con­
tribute noise components of its own. To account for
the statistical fluctuations oftheionisation phenomena,
BENNETT [7] has introduced a factor R, which is
given by

we may rearrange (4.12) to obtain

~(W1>LlWl) QlQ2 F TliTV;x2 1 (412)
r(Wl' Ll(1) 'l"::3 1'12 (1- e)2 • a

which is valid for a low frequency (O~Wl~iX). For a
sufficiently high frequency «(1)2:::;> iX), eq. (4.14) is
valid. The ratio of (4.12a) and (4.14) is

~(wl,Llwl)r(W2,Llw2) Z2 wi (418)
Tl' T2(W2' Ll(2)r(w1 , Ll(1) k2fJ2(1- e)2 •

and it depends strongly on (!. The practical application
of this relation was shown by SCHULTZ, who measured
reactivity values down to 10 dollars below delayed
critical [18].

Finally, we want to treat the special case of a
single-detector-experiment already discussed at the
end of section 2. The block diagram in this case is very
simple, as shown in Fig. 4. The additional contribu­
tion nu of eq. (2.19) is approxinlately

(4.17)

(4.16)

(4.14)

(4.13)

(4.15)

k-l
e=-k{3'

l-k(l-fi)
Wo = -----Z--- = iX.

At this frequency, Wo, the measured cross-power
spectral density given by (4.10) has dropped to t of
its low frequency value (4.12). The prompt neutron
decay constant iX can be determined by both means.

At delayed critical it is equal to iXc= { .
In a critical thermal reactor with fJ = 7.5 . 10-3

and a prompt neutron life time of 1= 75 [Lsec, the

value 10= -;~ becomes 16 cps. On the other hand,

in a typical plutonium fuelled fast critical assembly
with fJ = 3 . 10-3 and 1= 0.3 [Lsec, 10 = 1.6 kcps. There­
fore, the instrumentation should cover frequencies
up to Imax = 1 kcps for the investigation of thermal
reactors and up to Imax = 100 kcps for fast assemblies.
The determination of absolute reactor power is another
area in which the frequency analysis of noise [17] is
applied. It is only necessary to add the measurements
of the mean currents i;. and i; according to (4.1). These
values may be inserted into (4.10) to eliminate the
unknown products qllli and q2n~. The expression thus
obtained for the fission rate F, is particularly simple
if the experiment is performed in the low frequency
range and at delayed critical. In this case

A third application of the frequency analysis of noise
is that of determination of reactivity. This possibility
is clearly shown by the low frequency approximation
(4.12). If we introduce the conventional definition of
reactivity (in dollars)

Fig. 4. Schematic diagram of a single-detector frequency analysis
experiment

the function

Tl·T2(W,Llw) F I~TV2x2k2
F(W;Llw) 'l"::3QlQ2 ~-

Input reactor and amplifIer band pass Integrator

Ion - chamber filter multiplier
(squarer)

is obtained, which falls off proportional to ~. The
w

two curves corresponding to the low frequency appro­
xinlation (4.12) and the high frequency approxinla­
tion (4.14) intersect at the so-called breaking fre­
quency,

O~W2~IX2, (4.11)

the term. w 2 in the denominator of eq. (4.10) can
be neglected. Then the whole expression becomes
practically constant at

Tl·T2(W,Llw) F l~lV2x2k2 (412)
r(w,Llw) 'l"::3QlQ2 [1-k(1-P)]2' .

On the other hand for high frequencies, where
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For the short-time approximation the point­
reactor response function is given by

where a is the prompt decay constant defined in (4.9).
Mter insertion of expressions (5.2) and (5.4) into

eq. (3.14), integrations can be performed easily in
the order t1 , t2, and t. We obtain thus for an expcri­
ment with 2 absorption detectors

r12 (T)OT=r1 (t-T)·r2 (t)OT )

= JJi n~F [F+ -f~~' e-a.T] OT. (5.5)

The practical measurement of the crosscorrelation
function, rI2 (T), can best be demonstrated by referring
to the equipment of ORNDOFF [1] shown in Fig. 5.
Designed as a ten-channel-analyser, this apparatus
measures the crosscorrelation function, rI2 (Tn ), simul­
taneously for ten successive delay times, Tn . Each
single channel corresponds to one configuration accord­
ing to Fig. 2. Time delays are introduced by delay
cables and the logical analogue of a multiplication of
pulse sequences is performed in coincidence circuits.
If OT is the small ,,"idth of the delayed gate signals
generated by detector 1, the counting rate of coinci­
dence channel n is simply given by rl2 ('in ) (JT. When
r12 (Tn) is plotted on a semilogarithmic scale, the prompt
decay constant a can be easily determined.

The absolute fission rate F, which gives us the
reactor power, can also be obtained from this experi­
ment. For this purpose, eq. (5.5), which is com­
posed of two terms, can be used. The first term,

cOInCidence

channe!s

Input 2

Jdtfl2(t) JdzS1 (z)<Pl(Z,t)= 1~2~e-a.TniF,1l' (5.8)

L

mput 1

Fig. 5. ORSDOFF'S setup for Rossi-a.-experiments [1)

Jdydz81 (Y, z) Jdtfl2(Y' t) <Pl(z, t) 1
= Jdt fl2 (t) Jdz SI (z) <PI (z, t) (5.7)

=Jdt fl2(t) lJiF,11 o(t - T).

By inserting the appropriate response function, fl2 (t),
we get

The contribution of such neutrons to the signal
rl' r2 has already been considered in the fundamental
eq. (2.12). For positive delays (T> 0) only the ini­
tiating detector with its response a1 (t) = 0(t - T)
contributes, and this can be seen to be the last term
of eq. (2.12). In the space and energy independent
model considered here, this term can be obtained from

(5.4)t~Oh(t) =e-a.t

gives the rate of registered coincidence pulses due to
uncorrelated events, which can be considered as back­
ground (B) in this experiment. The second term,

C=U:W F.z'lJ~2 e-uOT (5.5b)
1 2 2CI..12 '

is the contribution of correlated events (C). The fission
rate F is conveniently determined by measuring e.g.

the decay constant at delayed critical, where a=ac= f
and (5.5b) becomes

C = W IT: F Z2 IY
C e-<1.c T bT (5.5c)

1 2 2(J2 •

From the ratio of (5.5c) to (5.5a) we thus get

This expression corresponds to (4.16) and contains,
with the exceptions of X2 and fP, only measured quan­
tities on the right hand side.

So far Rossi-a-experiments performed only with
absorption detectors have been considered. If other
detectors (proton recoil counters or fission chambers)
are used, neutrons will be released during the registra­
tion process. Let

,1n = Number of neutrons released in detector n for
each registered neutron with
,1 = 0 for absorbers, ,1 = I for recoil counters,
and ,1 =V for fission chambers.

rll (T) = r(t - T)' r(t) )

= TVF [0 (T) +JrF+ IV {/.2]:2 + _Llk} e-a.T]. (5.10)
I 2r:x.1 l'

Finally a COl11l11ent has to be made about the different
experimental techniques used for measuring the cross­
correlation function. The setup of OmmoFF corre­
sponds completely to the theory developed here. From
a practical point of view, however, severe problems
arise if this design principle has to be applied to the
large number of channels and wide range of channel
widths necessary for investigations of flexible critical
assemblies. In such systems the a-values can vary
over a wide range due to changes in core composition.
For these reasons, other experimental designs allowing
for a greater versatility have been applied. The appa­
ratus of BRUNSON [2], for example, uses a stop-watch
technique, measuring the time intervals between a
selected initiating count from detector 1 and the
successive counts (one or more) from detector 2. This

The total crosscorrelation function rI2 (T) of two
detectors, including this contribution in (5.8), becomes
thus

r- (T) = TV F [TV F+ n; {/.'l~2 + Ll1k} e- cn ]. (5.9)
.l. 2 1 2 I 21Y I l'

In a single-detector-experiment where the auto­
correlation function of the detector's counting rate
is measured, a trivial coincidence is produced for each
count at zero delay (T =0). The autocorrelation func­
tion becomes, according to eg. (5.9),

(5.6)

(5.5a)
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The Fourier-transformed response function of the
neutron population to the injection of one prompt neu­
tron, hit), is given by

H(w) = - 1~ (6.9)
()(+lW

gives the number of pairs of counts from two detectors
in the time interval (t - T, t), divided by T2. The
mean counting rates from detectors 1 and 2 are given by

11= n~F= 75f) (6.5)

t=;= TJ~F= _n~~) (6.6)

6. Variance (Fcynman-cxpcriments)
In this section the variance of counting rates is

deternilned from wlilch reactor-physics parameters can
be evaluated. As in the preceeding paragraphs the
point-reactor model is used, delayed neutrons are not
taken into consideration and contributions due to
spontaneous fission are neglected. For simplicity the
formulas are derived for absorption detectors only.
Consider first an experiment with two independent
detectors. Let the response functions of the two sys­
tems be

e-aT -l+()(T )(6.17)
(IX T)" '

niT) JVX2 k2
T -~

n(n-l)(T) - n2(T)
----ipT- ...

in the lilgh-frequency approximation [cf. (4.8a)] , where
I:/.. has been defined in (4.9). As in the case of the fre­
quency analysis of ion-chamber currents and the Rossi­
I:/..-experiment the common eq. (3.14), or (3.14a), is
used for the calculation of the signal rl' rz. Insertion
of the expressions (6.8) and (6.9) into the integral of
(3.14a) and integration yields

f
_d!,~ (l-::e-iw:)(I-=_eiwT) _ e- aT -1 +()(T
') 2T"( +')( .) - 3T2 . (6.10)
~:l W ()( lW ()( -lW ()(

With (6.5), (6.6), (6.7), and (6.10) we obtain from
(3.14a) the expression

-(T)- n1
·1l

2 (T) Irl' rz - '1'.
T T (6.11)

=JT;:F[J~F+ H2X2k~. e-~~_~+()(~]
al2 (exT)2 .

Insertion of (6.5) and (6.6) leads to

r~.n2(T)-~(T)·15l(T) I
T2

(6.12)
ril(T) n~x21~2 e- aT -l+exT

= ~T- . - ali - .- (exT)2----·

For small (I:/.. T)-values a useful approximation is

n 1 .n2i'J'L-:=§('!J·1l'i(Tl I
T2

o (6.12a)
~(T) _Jf';~k"- [1-~+ ()(2 ~]
.. T 2ex (2 3 12'

Another derivation of (6.12) can easily be verified by

recognizing that n l · ;;(T) is an average of the cross­

correlation function (5.5). Thus
T T

!i.-1.:.f~'lJ. = -~. Jdtl f dtz rl2 (tz - tl )· (6.13)
o 0

This expression can also be used to derive the appro­
priate formula in the case of the single-detector-experi­
ment. In tlils experiment an absorption detector 'with
Ll =0 is again chosen for simplicity. If the autocorre­
lation funct,ion (5.10) is inserted into (6.13) it follows

T T

n~~:) =~2 Jdtl f dtz ru (tz - tl )· (6.14)

o 0

After integration, in which the symmetry of rn ('r) is
important,

_1£2('1'1 = WF[_I_ + WF+ T!'.X2 p ~a T - 1 + ex T]. (6.15)
T2 T al2 (IXT)2

Using (6.5) and rearranging (6.15) we find an expres­
sion containing the variance 1i2(T) - ji2( T) in the follow­
ing form

ri2(T)-n2(T)-n(T) )

~ (610)
n(T) JVX2k2 e.-aT -l±aT . .
Tal" (exT)2

The left hand side of (6.16) contains the difference be­
tween the measured variance (Wi - ji2) and the variance
of a Poisson distribution ji in thc numerator. A slight
rearrangement of these terms leads to an equivalent
formulation

(6.1)

(6.7)

(6.8)

(6.4)

(6.2)

(6.3)

and the mean product becomes

--. (T)- nI' 1l2 (T)rl . j z - - -1'2 .

j1 I-T ' for 0;:;;' t ;:;;, T
al(t)=aZ(t)=

0, otherwise.

When T is the length of a time interval and n1 (t - T, t)
the number of counts by detector 1 in the interval
(t - T, t), r l (t) is given by

r (f)_11,l(t-T,t)
1 - T

and correspondingly

rz(f)= n2(~T, t) .

The product of (6.2) and (6.3),

r
l
(t) . rz(t) = !tl(t_~~t);:t2(t -~t~ ,

mode of operation might introduce some intrinsic
preselection of the initiating counts, whereas ORN­

DOFF'S apparatus gives equal weight to each reference
count from detector l.

Although tIils feature should not be overestimated,
we believe that expressions (5.9) and (5.10) derived
above do not strictly apply to the stop-watch techni­
que. There will be a need for corrections when Iilgh
detector sensitivities are encountered in near critical
systems. In such experiments detector 1 will someti­
mes register two or more correlated counts from a
single neutron chain. In the stop-watch technique
only one count from detector 1 is admitted as a time
refcrence for counts from detector 2. Therefore, the
ratio of correlated (C) to uncorrelated counts (B) will
be lower than obtained from (5.5a, b).

Fourier-transformation of (6.1) results in

1 - e- iwT
Adw)=Az(w)=- iwT-



Rand 7, Heft 6 H. BORGWALDT and D. STEGE~1ANN; A Common Theory for Keutronic Koise Analysis Experiments 321

Fig. 6. Schematic diagram of a probability analyser [20]

iL2(T)= L Pn(T)n2 , (7.2)
n=1

(7.4)

(7.1)

output 127
output t 28

00

00

ii (T) = L P" (T) n,
n=1

00

R(T, u) = L Pn(T) u..
n=O

~~~J--====----1AelectroniC

r;::-l--;:===:;--1BSWitch

n(n -1) (1') - ii2 (T) )

= I p,,(T) n(n-1) -l I p,,(T) nJ2. (7.3)
,,=2 ,,-1

When the distribution of probabilities Pn(T) for
registering n counts in specified time intervals of
variable length l' can be directly measured, the
average ii(T), the variance (iL2(T) - ii2 (T»), the quan­
tity (n (n - 1)( 1') - ii2 (T»), and higher moments are
easily calculated. For instance,

(T = time interval, u = auxiliary variable). It is
easy to prove that the p.g.f. Rp(T, u) for the numbers

An experimental setup for the direct measurement of
the probabilities Pn(T) (n ranging from 0 to 128) is
schematically shown in Fig. 6 [20]. Pulses from a
detector are fed into the input A of a fast acting
electronic step switch, which proceeds by one step for
each incoming pulse. Pulses from a time marker
terminating the length T of the time interval are fed
into input B. According to the position of the elec­
tronic switch, a gate is opened for the time pulse which
gives a signal to the scaler connected with this output.
If, for instance, 3 counts came in during the intervaL
output 3 of the switch opens gate 3 so that the pulse
from the time marker delivers a signal into scaler 3.
Thus 3 counts have been registered during this time
interval. The step switch is reset and the probability
analyser is opened for a ne,v cycle.

After a sufficiently long time the run for one T­
value is finished and the probabilities PIl (T) may be
obtained directly by dividing the number of counts
in scaler n by the number of counts in the time interval
scaler.

The exploitation of this setup for the Feynman­
experiment is, of course, straightforward. 'Ye need
only apply eqs. (7.1-3) and insert these quantities
into eqs. (6.16), (6.17) or (6.18).

One simple check of the performance of the appa­
ratus is furnished by the monitor scaler, which registers
each count so that the average, ii(T), can be obtained
independently from (7.1). Additional checking of the
apparatus and inlproved evaluation methods are pos­
sible because the general behaviour of P" (T) is known
from theoretical expressions derived by ZOLOTUKlIIK
and 1VIOGILNER [4] and by PAL [21]. They introduced
a probabilit,y generating function (abbr. p.g.f.).

7. Analysis of counting statistics (p-mctllOd)
Correlated detector counts in chain-reacting sy­

stems are responsible for the dependence of the va­
riance of counts, registered in specified time intervals 1',
on reactor-physics parameters, i.e. the constants k
and 0'., as well as on the detector sensitivity, lV. More
generally, we observe a deviation of the counting
statistics from POISSON'S law.

J{:-. -(IX +-iw)(r;=--~w) (l\j:=-iWT)(I":'- iw-T) 1(6.20)
1 1
2~ l+~-iz' .

Due to the normalization chosen in (6.19), the mean
values of r1 and r2 are the same as in (6.5) and (6.6).
Thus

--(T-JJTF[WF n;'X2 k2 1 ] (6 91)
r1' r2 )- 1 2 + 2(;72 n-aT' .~

In this case, one finds a very simple formula for the
evaluation of reactor parameters. 'Ve should like to
conclude with this demonstration of the possibility for
investigating the features of new techniques.

!
~,-exP(-IIT)' t~O1

adt)=a2 (t)= (6.19)
0, otherwise

1
A 1 (w)=A 2 (w)= T + iwT . (6.19a)

With the response function H(w) defined in (6.9) and
(6.19a) we find for the integral part of (3.14a)

n(n-I)(T) - n2 (T) )
- T2

ii(T) TV X. iXc e-cx,T-I+iXcT (6.18)
p-- ~fJ-2- ~---(~~T)2---- ,

the experimental task is to measure the quantities
n (n -1) and ii for various lengths l' of the time inter­
val. If this has been done, the decay constant can be
found from a fitted curve. The absolute fission rate, F,
can also be determined from this experiment by eli­
mination of the detector sensitivity, lV, and rearran­
gement of (6.17) in analogy to the frequency analysis
and the Rossi.O'.·experiment.

An experimental technique for recording the actual
number of counts registered in a large number of indi­
vidual time intervals of length l' has been described by
ALBRECIIT [19J. The counts obtained from a gating
scaler were punched on cards and for each time interval
of variable length l' the variance was calculated by a
computer. For this type of experimental setup only
moderate counting rates can be allowed, which limits
the reactor power. These limitations can be widely
reduced by using a more sophisticated system. Such
a system will be described in the next section (cf. Fig. 6).

Apart from fast pulse techniques there may also be
a possibility of using analogue techniques with an
exponential response function, for instance. Again a
two-detector-experiment with Ll =0 (absorber) is con·
sidered. The response functions shall be of exponential
nature described by

which is particularly useful for evaluation purposes.
To determine, for instance, the decay constant 0'.0 at
delayed critical, in which case (6.17) reduces to
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00

and

InR(T,u)= 1.: am(T)(u-l)m. (7.8)
m=l

(7.10)

Obviously, from (7.1) and (7.8a) we get

~~ (T, 1) = n(T)= ~(T),

which is identical with (7.9a). To confirm (7.9b) we
differentiate (7.4) and (7.8a) twice at u = 1, giving

~R 2
du2 (T, 1) =n(n-l)(T)= adT) +2a2 (T). (7.11 a)

With a1(T) from (7.10) this yields

a2 (T) =t[n(n-I)(T)-n2 (T)], (7.11 b)

and we need only insert eq. (6.17) and the parameter z
from (7.7b) in order to confirm (7.9b). We have thus
verified our first statement, and the corollary (2)
follows directly from the form in which n(T) and ii2 (T)
enter the expressions (7.10) and (7.11 b).

8. Approximate treatment of space-dependence
in coupled reactors

So far only the point-reactor eqs. (3.14, Ha) have
been applied. For a rigorous treatment of genuine
space- and energy-dependent problems a modal ex­
pansion is recommended. Relying on this technique, a
formalism applicable to the Rossi-(J.-experiment was
developed previously [14]. It shall not be reproduced
here, although a much simpler derivation starting from
(3.2, 4) is now possible.

Interesting examples of space-dependent reactor
kinetics are those of coupled reactors, which were first
studied by AVERY [15]. In an idealized case these
assemblies are divided into N loosely coupled core
regions, e.g. a 2-s1ab-core-configuration of the Argonout
type reactor [16, 23]. Then the kinetical characteri­
stics allow for a nodal treatment instead of the rigo­
rous and laborious eigenfunction expansion mentioned
above.

Now make the explicit assumption that the inter­
action between two core regions is a slow process, e.g.
neutrons diffuse through zones of pure moderator in
the space between cores. The term "slow" means slow
in comparison with the relaxation phenomena in each
single core region. Often in practice all assumptions
are not well fulfilled, e.g. in fast-thermal coupled sy­
stems. Nevertheless, this mode of investigation leads
to useful results even in such cases.

For each core region the point-reactor concept will
be considered to be a good approximation, and the
kinetics of the complete assembly of N cores can be
described by general multiplication functions kmn(t).
·Within the frame of prompt kinetics we define these
first generation coupling functions as

kmn (t) = rate of prompt fission neutrons produced
after a delay t in region m as direct successors
to one fission neutron from region n.

A set of prompt fission-source response functions
qmn(t), 1 ~m, n~N, is defined through integral
eqs.,

N

qmn(t)=kmn(t)+ 2: Jdtlqmj(t-tl)kjn(~)' (8.1)
j=l

The quantity qnm(t) denotes the total rate of (prompt)
fission neutrons produced after a delay t in region m
which are related to one fission neutron injected into

(7.8a)

(7.9a)

(7.8a)

(7.9b)

111

InR(T, u) !'::i l>m{T)(u-I)m.
m~l

00

R('l', u) = exp 1.: am(T) (u _I)m.
m~l

~(T)=ii(l')

n(T)z e- aT -l+aTa2 (T) = --- --~=-,---
2 aT

of Poisson-distributed counts would be defined by

InRp(T, u) =ii(T)(u-l). (7.5)

These authors [4,21] obtain the approximate expres­
sion

lnR(T,u)=ii{T)(u -1) L~u-=-~) - I
(7.6)

_ __2 --In [1 +!<R__1)2 (1- e-<xT'P)]}
a Tz(u - 1) 497

for R(T, 1l), where

<p=Vi-2z{u-I), (7.7a)

TV X2 k 2

Z = (;XZf2 . (7.7b)

All symbols have the same meaning as in the previous
sections 3-6. This expression (7.6) is obtained within
the usual limits of the point reactor model, prompt
kinetics, the use of absorption detectors and the
neglection of spontaneous fission. Furthermore, the
underlying branching process is slightly simplified,
leading to a dependence of the probabilities PI! (T) on
only 3 parameters, i.e. the average ii(T), (J. T, and the
parameter z of (7.7b). For a more detailed discussion
of these mathematical simplifications the reader is
referred to the original papers [4, 21].

As each p.g.f. (7.1) is normalized to unity at u = 1,
we may perform an expansion of the form

Onc can prove [22] that when },f is taken as the prac­
ticallimit to the number of (correlated) detector counts
obtainable from a single neutron chain, aM{T) is the
last significant term. Vice versa, the number .M of
terms needed in (7.8a) to get a good approximation of
the expression (7.6) indicates how many detector
counts may be expected from a single chain.

From (7.6) we obtain

In practice this series can always be truncated after the
.M-th term, giving

In conclusion we will make two statements, the second
one being a corollary to the first:

1. ~ (T) and a2 (T) are not affected by the above­
mentioned simplification of the branching process
leading to the expression (7.6), but are rigorously
valid in the point-reactor model.

2. The approximate p.g.f. R(T, u) according to
(7.6) yields the correct average ii(T) and the mean
square ii2(T). This involves the correct variance

(ii2{T) - ii2 (T)) and n{n-I)('l'), of course.
For a proof, we apply the familiar technique for the

derivation of moments from the p.g.f.
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00

Q(w)=K(w)[1 -K(w)]-r= L Kn(w). (8.2)
n~1

According to our assumption, the interaction between
core regions is a slow process. Thus all off-diagonal
elements of K (w) can be neglected at high frequencies.
This sort of decoupling leads, for high w, to

region n:

rl' T2(m, n)= rJ:(m)· r;(n) + 1
f dw (8.9)+ 2nAr(w)A2(-w)Bmn(w),

r_dm) = JfimF",Ar(O),}
(8.10)

r2(n)= Jf;nF"A 2 (0) ,

Bmn(w) I
N

= Tf;.",_Tf;n L F v(v-l).Q .(w)Q .(-w). (8.11)
VmVn J=1 J J mJ nJ

In general we have to rely on the numerical solution
of (8.2) to obtain the Bmn(w). But with the assump­
tions leading to (8.3) we get for sufficiently high fre­
quencies

Bmn(w)R::iO m=j=n, (8.12)

and, with the additional approximation (8.5a, b),

B (w)=E Tf;.nTr;nK;n(O) v(v-1)n 1 (813)
nn n l~n v~ O:~n + w2 ' •

(8.1a)

(8.1 b)

with I for the unit matrix.
The solution to (8.1 b) is

Q (w) [I - K(w)] =K(w)

or in matrix form

region n at time O. Whereas kmn(t) refers only to the
first daughter generation, qmn(t) takes account of all
generations.

Denoting the Fourier-transforms of kmn (t), qmn (t)
by Kmn(w), Qmn(w) we obtain from (8.1)

N

Qmn(w) = Kmn(w) +L Qmi(W) Kin(w)
i=1

with

If F,. i.s the fission rate in region n, the binary source
of prompt fission neutron pairs in that region is

Eqs. (8.9-13) are to be compared with (3.14a) for
the point-reactor. This example should serve as an
illustration of how correlation experiments can be
applied to the study of coupled reactors. Of special
interest will be the frequencies, at which decoupling
(8.12) occurs. They yield, for a specified system, a
certain insight into the coupling mechanism and the
associated travelling times of neutrons between the
core regions.

9. Conclusions
In the preceding sections it has been clearly de­

monstrated that neutronic noise analysis experiments
in zero power reactors can be theoretically treated by
one common basic formula. In its general form this
expression is still suffici.ently transparent to include
delayed neutrons as well as space- and energy-depen­
dence. Nevertheless, for the sake of simplicity and
clearness, we restricted ourselves most,{y to the point­
reactor model and the short time approximation when
comparing different experimental methods. A common
treatment of three types of correlation experiments has
been used by inserting appropriate pairs of weighting­
functions into the basic integral. This offers the
possibility of investigating new techniques which may
use either a continuous signal or discrete pulses.

In all expressions thus derived two terms can be
distinguished. Onc term is mainly governed by the
decay constant (Y.; the other contains the detector
sensitivity, the fission rate, the multiplication con­
stant, and nuclear parameters. In frequency analysis
experiments, particularly, advantage is often taken
of the complete information, contained in both terms.
But from the expressions derived it can be concluded
that each type of correlation experiment should be
applied also to the determination of reactivity and
absolute fission rate.

(8.3)

(8.4)

(8.6)

(8.4 b)

When detector 1 (cf. Fig. 1) is put into region m, its
sensitivity is JJim (counts per fission in region m). The
response of signal rr to the injection of one fission
neutron into region n is written gl(m,n,t). Let
Gr (m, n, w) be its Fourier-transform and Vm the number
of prompt neutrons per fission in region m. Then

Gr(m,n,w) =1'i~Al(W)Qmn(w). (8.7)
Vm

where K nn (0) has been defined as a prompt multi­
plication constant, and lnn is in this model the effective
neutron life-time in region n. Then

Of course, we cannot without reservations insert one­
group expressions for Knn(w) into (8.4), as the de­
coupling of core n from other core-regions at high
frequencies does not automatically imply decoupling
from the surrounding moderator. Such a reflector may
cause considerable deviations from one-group kinetics.
We will, nevertheless, introduce one-group kinetics
as a model into (8.4). In this approximation

k (t)=Knn(O) exp(-tll) t>O (8.5a)nn lnn nn ,

K (w)= K ll?,(OL (8.5b)
nn 1 + ~wlnn

We insert (8.7, 8) and the corresponding term for
instrument line 2 (Fig. 1) into (3.4a) to obtain expres­
sions for the crosscorrelated output signals T1 (t) and
r 2 (t) with detector 1 in region m and detector 2 in

S =Ll~=-~2n .L'n 2 . (8.8) Acknowledgements
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Q21 ----- ~- (0, 0) = 1'1' 1'2. (1004)
OU1 0U2

1jJ (z, t, u1 , u 2) = g.f. for the signals due to a single
z-reation at time O.

Eqs. corresponding to (10.1-4) are used to obtain
averages and second moments from the group of g.f.s
defined below.

11 (y, t, u1 , u2) = g.f. for the signals due to chains
of reactions starting with the release of one y-particle
at time 0,

(10.15)

(10.17)

(10.16)

(10.19)

(10.20)

(10.18)

o'I
f r-~ - (z, 0, 0)= dt C[J1(Z, t),

oU1 •

iPJ! J>\-,-(z,O,O)= dtC[J12(z,t).
vU1 0U2

Of
_,,1. (y, t, 0, 0)= gl(y, t),
vU1

~1;. (y, 0, 0) = f dt gl (y, t),
vUi •

olp
-,,- (z, t, 0, 0) = C[Jl (z, t),
OUi

02lp
,-" (z, t, 0, 0) = C[J12 (z, t),
dUi vU2

For a neutron of specified position and velocity we have
a certain probability that its next collision will occur
in a certain position and will be a reaction of a speci­
fied type, e.g. fission or scattering. Generally, any
y-particle has a probability K(y, z) that the next
observed reaction of this particle will be a process of
type z. Therefore, cf. (10.9), we can express 1\ in
terms of .Fo,

priate g.f. "vill be

12(T,u1,u2)=exp[-T Jdzco(z)Jx I
~ 1 T n (10.10)x10 n! If dZCo(Z)! dtlo(z, t, U 1,U2)1 '

f2(T, u1' u2) )
T (10.11)

=exp [f dz co(z)! dt[to(z, t,u1, u2)-IJ].

In the linrit of T ---+ 00 eq. (10.11) yields, cL (10.5),

l(u1, u 2)= exp f dz co(z) Fo(z, u1> u2). (10.12)

From (10.12) we obtain by differentiation at the origin,
cL (10.3,4),

'Ve will now introduce the expressions previously
defined in connection with (2.9, 10, 18), viz.

- Jd oFo ° 10 31'1= zCo(z)aU
1

(z, ,0), (.1 )

1'1' 1'2 = r;: . T2+Jdz Co (z) ,,02~O (z, 0, 0). (10.14)
vU1 vU2

In these expressions the arguments Ut, U 2 have been
omitted. Also in (10.23) those terms are omitted

1\(y, u1, u 2)= f dz K(y, z) .Fo(z, u1 , u2). (10.21)

On the other hand, we can use the relations (10.8, 9)
to express 10(z,t,u1 ,u2) in terms of 1jJ(z,t,u1 ,U2),
which is related only to the initiating z-reaetion, and
of Ii (y, t, Ut, u2 ) , which is related to the y-particles
which are released in this primary z-reaction and able
to carry on the chain of reactions. Using the definitions
(2.1-3),

fo(z,t)=1jJ(z,t).~ rfdYl ... dYnX I
n=O l n (10.22)

X P(z, n, Yl' ... , Yn) }]J1 (Yk' t)] .

10(Z, t) = 1jJ(z, t) [1+f dyw1 (Y, z)[/l (Y, t)-I] +l
+fdYldY2W2(Yl,Y2'Z)X (10.23)

X U1 (Yl' t) - I] [11 (Y2' t) - I]+...J.

(10.3)

(10.2)1(0,0) =1,

cl J --ou
i

(0,0)= drldr2P(r1,r2)r1=r1'

Similarly T2 may be obtained and

and

For negative as well as for very large delay times t
these g.f.s are equal to 1. We define time-weighted
g.f.s which are zero at u 1 =U2 =0,

Extensive use will be made of the following two
fundamental properties of these g.f.s whieh are im­
mediate consequences of the defining eq. (10.1):

1. When 11(u1 ,u2) and 12(u1,u2) are the g.Ls for
two independent random vectors, (1'1,1'2) and (81 ,82),

then
I(Ut, u2) =/1(u1, u2)· 12(u1, u2) (10.8)

.Fo (z, u1, u2)= f dt [to (z, t, u1, u 2)-1J, (10.5)

1\(z, u1, u2)= f dt[fr(z, t, u1 , u2)-IJ, (10.6)

1jJ(z, u1, u2)= f dt[1jJ(z, t, U1, u2)-I). (10.7)

10 (z, t, u1 , u 2) = g.l. for the distribution of signals
1'1' 1'2 at time t, due to all chains of reactions initiated
by one z-reaction at time 0. Similarly,

10. Appendix. l)roof of eqs. (2.12) and (2.19)

Refer to the definitions and notation of section 2.
Define the joint probability for the output signals,
1'1 (t) and 1'2 (t), of the two instrument lines (Fig. 1 or
Fig. 2) to lie simultaneously in inten'als (1'1' 1'1 +d1'1)
and (r2,r2+dr2) as p(r1,r2)dr1dr2. 'Ye want to
apply the familiar technique of generating functions
(g.f.) and define

l(u1, u2)= f dr1dr2p(r1, 1'2) exp (U" 1'1+u21'2)' (10.1)

The g.f. I(Ut, u2 ) obeys

is the g.L for the random sum vector h +81 ,1'2 +82),

2. Let 11 (z, u1, u2) be the g.f. for the random vec­
tors h, l'2)Z' restricted by a certain condition z; and
12 (u1, u2) the unconditional, general g.f. for (1'1,1'2)'
If p(z) is the probability for z, then

12(u1, u2) = f dz p(z) 11(z, u1' u2)· (10.9)

A direct application is furnished by the signals 1'1 and 1'2
observed at time °and due to chains of reactions
initiated by primary reactions occurring in a time
interval (- T, 0). If these primary z-reactions are
Poisson-distributed with mean rates co(z), the appro-
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(10.25)

which will not contribute to moments of second or
lower order. In all subsequent derivatives of g.f.s the
arguments ~ =U2 =0 are implied and will not be
written. From (10.5-7), (10.15-20) and (10.23)

~~~Z) = f dywl(y,'l) 8~~~) + f dt rpl('l, t), (10.24)

82 Fo(z) -fd ( ) 82 F1 (y) +- YWI y,'l
8~8~ 8~8~

+ f dtrpI2('l,t)+2 f dyIdY2W2(YI'Y2''l) X

xf dtYI(YI,t)Y2(Y2,t)+ f dywl(y,'l)X

X f dt [YdY, t) rp2 ('l, t) + Y2 (Y, t) rpl ('l, t)].

With (10.13) and (2.4)

r;=fd'lCo('l) 8::(Z) =fdY8o(y)~8:~1Il+I
1 1 (10.26)

+ f tl'l Co('l) f dt rpl ('l, t).

'When we insert (10.16) into this expression, we get a
verification of (2.10). On the other hand, we may
insert (10.21) into (10.24) and get

8:~~Z) = f d'l' !.-~~r) K I ('l', 'l)+ f dt rpl ('l, t) (10.27)

with the kernel

K I (z', 'l) = J d Y K (Y, 'l') w l (Y, 'l). (10.28)

This kernel can be recognized to give the distribution
of 'l'-reactions which are directly related to a 'l-reac­
tion, i.e. as first successors. Therefore, it may also
be applied in the computation of the total reaction rate
c('l) from the rate co('l) of primary reactions,

c(z) = J d'l' Kd'l, 'l') c('l') +co('l). (10.29)

A comparison of (10.27) with (10.29) shows that the
integral operators are adjoints of each other. There­
fore, if

c('l) = J d'l' K 2('l, 'l') co('l') (10.30)

is a formal solution of (10.29) with a certain kernel
K 2('l, z'), then the adjoint kernel K 2('l', 'l) solves
(10.27). Thus

8i~r) = f dz[f dtrpd'l ,t)]K2(z,'l'). (10.31)

Combining (10.30) and (10.31) we obtain finally

r; = f d'l' co('l') 8~~;') = f d'lc('l) f dt TI ('l, t), (10.32)

which is the verification of (2.9).
In the same way we can deal with the mixed de­

rivative (10.25).
Using (10.14) we can write

rl' r2 - r;. r2= J d'l c('l) [J dt rpI2('l, t)+ I
+2J dyI dY2 W2(YI' Y2''l)X

(10.33)
X J dtYI(YI' t) Y2(Y2' t)+ J dywl(y, 'l) X

X J dt [YI (Y, t) rp2('l, t) + Y2 (Y, t) rpd'l, t)]].

'When the definitions (2.5, 6, 18) are now inserted, we
obtain directly (2.12) for an experiment with two in­
dependent detectors (Fig. 1, JrI 2 = 0) or (2.19) for a
single-detector experiment (Fig. 2).
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