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ABSTRACT

The purpose of this manual is to serve as guide in applica-
tions of the Certified Reference Material EC-NRM-171/NBS-SRM-969

235U isotope abundance measurements on bulk uranium

for accurate
samples by means of gamma spectrometry. The manual provides a
thorough description of this non-destructive assay technique. Cru-
cial measurement parameters affecting the accuracy of the gamma-
spectrometric 235U isotope abundance determination are discussed
in detail and, whereever possible, evaluated quantitatively. The
correction terms and tolerance limits given refer both to physic-
al and chemical properties of the samples under assay and to rele-
vant parameters of typical measurement systems such as counting

geometry, signal processing, data evaluation and calibration.

Prdzisionsmessungen der 235U Anreicherung mit Hilfe der Gamma-

spektrometrie = Benutzerhandbuch flir das nukleare Referenz-
material EC-NRM-171/NBS-SRM-969

ZUSAMMENFASSUNG

Das vorliegende Handbuch soll als Anleitung dienen filir die Ver-
wendung des Referenzmaterials EC-NRM-171/NBS-SRM-969 bei Prdzi-
sionsmessungen der 2350 Anreicherung mit Hilfe der Gammaspektro-
metrie. Es enth8lt eine eingehende Beschreibung dieses zerstd-
rungsfreien MeBverfahrens. Der Einfluf kritischer Parameter der
MeBanordnung auf die Genauigkeit der 235U Anreicherungsbestimmung
wird diskutiert und, soweit mbglich, quantitativ beschrieben.

Die angegebenen KorrekturgrdBen und Toleranzgrenzen berlicksichti-
gen sowohl die physikalischen und chemischen Eigenschaften der

zu untersuchenden Proben als auch wichtige Parameter des verwende-
ten MeBsystems, wie MeBgeometrie, Signalverarbeitung, Datenauswer-

tung und Kalibrierung.
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INTRODUCTION

The non-destructive gamma-spectroscopic determination of

235 235

the U isotope abundance, i.e., the ratio of U atoms to

total U atoms present in a sample (cclloquially called the "235U
enrichment" of the sample) has become a mature technique, find-
ing widespread use in nuclear material accountancy and process

control applications.

In principle, the 235U enrichment can be determined direct-

ly from the absolute number of the characteristic 186 keV gamma
rays emitted from the surface of a large uranium sample per unit
area and per unit time. However, the accuracy achievable with
this direct approach is poor (5 % relative) due to uncertainties

235U half-life, emission

of the physical constants involved (
probability of 186 keV photons per 235U decay, photon attenuation
cross sections for 186 keV gamma rays), and also due to errors
arising from the difficult determination of the absolute effi-
ciency of the gamma counting set-up. Therefore, in practice, all
of the 235U enrichment determinations by gamma spectrometry are
made relative to calibration standards consisting of bulk quan-
tities of reference materials with well-=known 235U isotope abun-
dance. The availability of accurately characterized reference ma-
terials is of major practical importance for the usefulness of

the technigue. They will permit to achieve relative measurement
accuracies of the order of a few tenths of a percent, which other-
wise could not be obtained from gamma-spectrometric 235U enrich-

ment analyses.

The European Safeguards Research and Develcopment Associa-
tion (ESARDA), represented by its Working Group on Techniques
and Standards for Non=-Destructive Analyses, therefore has taken
the initiative to promote the development of highly accurate
"Certified Reference Materials" for the gamma-spectrometric de-
termination of the.235U enrichment in low-enriched uranium ma-
terials. The Reference Material EC-NRM-171/NBS-SRM-969 now avail-
able is the result of a cooperative international project, with

the following organizations taking part in its development:




the ESARDA NDA Working Group,
the Commission of the European Communities,
- Joint Research Centre,
Central Bureau for Nuclear Measurements (CBNM), Geel,
and
- Joint Research Centre Ispra (JRC Ispra),
‘the U.S. National Bureau of Standards (NBS), and
the U.S. Department of Energy
- New Brunswick Laboratory (NBL).

In addition, the Safeguards Directorate of Euratom and the
International Atomic Energy Agency (IAEA) have participated in
the project in such a way that the Reference Material is also

acceptable for the purposes of these agencies.

The Reference Material (RM) EC-NRM-171/NBS~SRM-969 consists

of a set of 5 Reference Samples with different 235U isotope

oo

abundances, which are certified with an accuracy of <+ 0.1
relative by both authorities, CBNM and NBS. The RM represents
the first example of an internationally certified reference ma-
terial for non-destructive assay, with the parameter of inter-

est traceable to basic SI units.

Beyond the availability of suitable reference materials,

235U enrichment by gamma

highly accurate determinations of the
spectrometry definitely require some kncwledge of the principles
of the measurement technique. Relative accuracies of the order
of 0.1 % present a challenge for gamma-spectroscopic measure-
ments that necessitates a very careful design of the measurement

set-up, and a very careful correction for known systematic errors.

It ig therefore the aim of this user’s manual:

1. To familiarize the reader with the basic principles of the
235U enrichment assay technique (Chapter 2 and Appendix A).
2. To give a thorough discussion of possible systematic
. 235 .
errors specific to gamma-spectrometric 3 U enrichment

analyses (Chapters 3 and 4), i.e., measurement errors re-
lated to physical and chemical properties of the sample
material under assay, to properties of the sample container,

and to specialities of the measurement geometry.




3. To give some advice concerning general aspects of gamma-
ray measurements (such as processing of detector signals
and data evaluation), and possible errors arising from

this part of the measurement (Chapter 5).

For a rapid guide and survey of the materials presented in
this manual the reader might turn to Chapter 6, which gives the

relevant informations in a summarized tabular form.

The gamma-spectrometric 235U enrichment assay technique is
now being used for more than 20 years, and a lot of experiences
have been accumulated during this time at many places around the
world. These experiences form the basis for the present manual.
It should be noted, however, that the accurately certified RM
now available for the first time may help to validate established
measurement procedures as well as techniques for data evaluation
on a very high level of accuracy, or, possibly, to identify still
unknown sources of errors in gamma-spectrometric 235U enrich~
ment assays. It should also be mentioned that most of the cor-
rection terms (as, e.g., the normalization factors between dif-
ferent uranium compounds) given in the manual are based on theo-
retical values for the photon cross sections, which still lack
of experimental validation. Some of the data presented in this
manual possibly need to be revised as soon as the relevant ex-

perimental data become available.

In order to further improve the accuracy and reliability of
the gamma-spectrometric 235U assay, the users are kindly asked
to contribute their experiences gained from the use of the RM,
and to send comments on this and on the manual to the author.
These informations will be collected and distributed to the
community of users of‘the RM in a suitable form. With the user’s
support it will be possible to elaborate, finally, a procedural
standard for the gamma-spectrometric determination of the 235U

isotope abundance.




1. THE CERTIFIED REFERENCE MATERIAL

This chapter gives a short description of the Reference
Samples that form the Certified Reference Material EC-NRM-171/
NBS-SRM-969. More details can be obtained from the Certificate
accompanying each RM, and from the Certification Report [1]. A
general review of the underlying project, that has resulted in

the production of the present RM’s, has been published recently
[2].

1.1 Physical description of the Reference Samples
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The 235

"physical standards" in the sense that they provide well-defined

U isotope abundance Reference Samples represent

bulk quantities of Certified Reference Material in a well-de-
fined, invariable geometry. The Certified Reference Material is

35U enrichments: 0.3 %, 0.7 %,

U308 powder with five different 2
1.9 %, 2.9 % and 4.5 %. Each sample is made of 200 g U308 pow-
der sealed in a cylindrical aluminium can of 7 cm inner diame-
ter (Fig. 1.1).

The chemical form of U308 has been selected for its supe-
rior chemical stability compared to other uranium compounds.
The amount of 200 g U308 is choosen to provide for an "infinite-
sample" geometry when measuring the 186 keV gamma radiation
through the bottom window of the sample container. The window
of the cans has a well-specified thickness of 2.00 mm. The
U3O8 powder is compressed by means of an aluminium plug to a

filling height of 2 cm, resulting in a material density of
3

Q

2.5 gecm . The samples containing the 4.5 % enriched material

form an exception from this: due to a significantly higher pour
density of the initial powder material, as compared to the

lower enriched U3O8 powders, a higher compression was required

in order to assure the physical stability of these samples. Thus,
the 4.5 % enriched samples are containing the Reference Material
at a filling height of 1.6 cm, corresponding to a material density

of 3.3 gecm S.
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Fig. 1.1 Cross-sectional view of a Reference Sample.

Sample dimensions and tolerances:

Total height H = (90.0 + 0.2 ) mm
Outer diameter 7. = (80.0 + 0, =0.05) mm
Inner diameter Dg = (70.0 + 0.02, ~0) mm
Window diameter Y = (66.0 + 0.05) mm
Window thickness d = (2.00 + 0.02) mm
U305 material height Hg = (20.8 + 0.5) mm

or (15.8 + 0.5) mm

(see below)

The Reference Material is formed of a set of 5 Reference

235

Sample cans containing U308 powder with 5 different U enrich-

ments, and one empty can. The number of 5 different enrichments
has been chosen
1. to span the whole range of 2350 enrichments as presently

common in the low-enriched uranium fuel cycle, and

2. to enable an assessment of calibration errors by testing
the theoretically expected linear relationship between

enrichment and measured 186 keV gamma counting rate.

The empty can is supplied in order to allow the measurement

235

of materials of unknown U enrichment in exactly the same




counting geometry as used for the Reference Samples.

The aluminium plugs on top of the reference cans are
equipped with ultrasonic seals [3]. When connected to an appro-
priate ultrasonic reader (e.g. Sonic MK 1/Euratom modification),
the ultrascnic seal provides a unique "finger-print" of the re-
spective can. This feature may be used for a simple and rapid

identification of the sample can.

1.2 Certified and specified parameters of the Reference Samples

B e T T T e L e ——

A Certificate and a Certification Report [1] describing in
detail the preparation of the samples and the measurements per-
formed are accompanying each set of samples. Those sample para-

meters that are of special interest for enrichment measurements

are summarized in this section. The 235

(2350 enrichments) of the five different Reference Materials are

U isotope abundances

certified with a total uncertainty of less than 0.1 % relative.
Chemical and physical properties of the Reference Samples which
are of relevance to the enrichment measurements are specified

at levels keeping their impact on the enrichment analysis with-

in the error limit of + 0.1 % relative.

Certified sample parameters:

o0 o0 oo

o0

. 235
Material No. U/Utotal (atom
235y isotope abundance # 031 (0.3205 + 0.0002)
(235U enrichment) # 071 (0.7210 + 0.0002)
(uncertainties given at # 194 (1.9658 + 0.0006)
95 % confidence level) # 295 (2.9843 + 0.0009)
# 446 (4.5167 + 0.0014)
Specified sample parameters:
Sample material: Stoichiometric U308 powder
Cumulative impurities:
with Z <30: < 5000 pgeg” | material
thereof water: < 3200 pugeg_, material

with 2 >30: < 10 ugeg material

oe

oe



Maximum deviation from 235U isotopic
homogeneity per batch £0.05 % (1 o, n=12))
(verified by mass spectrometry)

Relative abundances of minor uranium isotopes measured by Gamma
Spectrometry (GS) or Mass Spectrometry (MS) (given as atom frac-
tion at the time of certification):

4031 071 1194 #295 4446
232 235 _ _ - } )
w/23%  (es) 0.8 1072 <0.03°10"2 0.03°10"2 0.01°107° 0.10°107°
233 235 . -5
U/"7Tu (G8) below detection limit of 5 °10
234 _ _ - _ )
u/u ms) 0.2 +107%  o0.520107% 1.72°107% 2.8° 107* 3.8 .107
236 5 _ _ _ o
u/u sy 1.47010~% <0.01°107% <0.01°107% 0.33°107% o0.72°107%
237 237 . 235
( U+ Npiés) u below detection limit of 3010_6

Last chemical separation of
uranium daugther products: Sept.1977 for #031, #071, #194 and #204
Sept.1979 for #446

Mass of U,04 powder per can: (200.1 + 0.2) g
Filling height: (20.8+0.5) mm for #031,#071,#194 and #295
(15.8+40.5) mm for #446

U308 areal density: (5.2 + 0.3) g-cm-2

Maximum local variation of
areal density within one sample
(from transmission experiments): < 5 %

Container material: Aluminium type 6061-T6
Mg: 0.8 ¢ - 1,2 %, Si: 0.2 % - 0.8 %,
Ti: 0.15%, Cr: 0.04 % - 0.35 %,
Mn: 0.15%, Fe: 0.7 %, Cu: 0.6 %,
Zn: 0.25%
other elements: each
total

4

oo

.05
.15

IA I
oP o

Container dimensions: see Fig. 1.1
(a dimengiocnal control sheet is provided for each sample)

Thickness of container + 0.02) m

bottom window: (2.00 + 0.02) mm
specified for each sample to < i 0.01 mm

Upiformity of bottom 0.01 mm

window thickness:

Flatness of bottom window < 0.1 mm

Recession of container bottom:
(see Fig. 1.1) 1.0 + 0.1 mm




1.3 Handling and storage of the Reference Samples

The Reference Samples should be handled with great care in
order to avoid any damage or deformaticn to the bottom of the
cans, since this serves as window for the emitted gamma radia-
tion. Any alteration to the bottom window could therefore af-

fect the gamma-spectroscopic enrichment measurement.

It is recommended to store and handle the samples in such a
way that the can window cannot be damaged. For this purpose a
transport and storage case for a complete set of Reference Sam-

ples is supplied with each RM.

Handling and storage of the ultrasonic transducers inte-
grated into the plug of the Reference Samples deserve special
care. Extreme environmental conditions may affect and permanent-
ly change the ultrasonic signatures of the samples. The user is

therefore strictly advised not to expose the samples to

- strong neutron-radiation fields,

- strong gamma-radiation fields (> 1 Gy-s-1),
- strong magnetic fields,

- temperatures < ~10°C and > 40°C,

- rapid strong temperature changes,

- mechanical shocks,

- strong vibrations.




235 ENRICHMENT MEASUREMENT

2. PRINCIPLES OF THE

This chapter gives a short introduction into the physical
principles that form the basis for gamma-spectrometric 235U en-
richment measurements on bulk samples (for previous general
discussions of the technique refer, e.g., to references [4],
[5], [6]1). Some knowledge of these principles appears necessary
for the proper application of the enrichment assay technique in
general, and for the use of the 235U isotope abundance Refer-

ence Material.

2.1 235U gamma radiation
. . 235 . .
The radioactive U isotope decays by alpha-particle
emission to excited levels of its daughter nucleus 23th, which

in turn emits gamma rays of various energies. Fig. 2.1 shows a
part of the gamma spectrum observed from low-enriched uranium’

taken with a high-resolution germanium detector.

The energies and emission rates of the gamma radiation
following the decay of 235U are unique for this isotope, and
may thus be used for the qualitative and quantitative non-de-
structive assay of the 235U content in uranium-bearing ma-

terials.,

A list of gamma rays from the 235U decay emitted in the

energy region of 120 - 300 keV is given in Appendix B. The most
prominent gamma line observed in the spectrum has the energy of

185.7 keV. It is emitted with a probability of

P186 = 0.575 + 0.009 [186 keV photons per 2°°U decay]
235 (ref. [71).
The half-life of U is
Ty, = (7.038 + 0.007)+70° [a] |
(ref.[8]).

(2.229 + 0.002)+707% [g7 -
From these two values the number of 186 keV photons

235

emitted per second by a single U atom or by one gram ofj235U

are derived:




Nige = P186 e 4n 2 / T1/2

= (1.80+0.03)+10" "7 [186 keV photons » s~ '+ (2354 atom) ™"

or
(2.1)
M .
T1ge = Mg * B [ Myqs
4 -1 235

= (4.60 + 0.07)¢10° [186 keV photons ¢ g 's (g U)_1],(2.1a)1

where A is the Avogadro constant and M is the atomic mass

235
of 235U.

& &

n186 and n?SG are nuclear constants, that relate the 186

keV gamma emission rate in a sample directly to the number of

235 235

U atoms, or to the mass of U present in the sample.

In principle, the proportionality between the emission rate

235U in a sample would

allow a very simple direct determination of the 235U content

of 186 keV gamma rays and the amount of

of a sample. Unfortunately, uranium has a very high self-attenua-
tion power for 186 keV gamma radiation, so that this very simple
approach for the determination of the 235U content of a sample

is only applicable to extremely thin samples, implying inherent-
ly low gamma counting rates and therefore impractically long

measurement times.

In case of larger samples it becomes necessary to correct
for photon attenuation in the sample‘material. Such corrections,
however, are very complicated or even impossible, because they
depend critically on sample parameters (as size, density,
spatial material distribution) that can be hardly quantified in
most real applications. One possibility to avoid the problems
associated with self-attenuation corrections is to provide al-
ways identical sample geometry as well as identical chemical
composition and density of the sample material to be assayed.

Since uranium materials in the nuclear fuel cycle exist in va-
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Fig. 2.1 Sectional display of the gamma spectrum from a low-enriched U 08 sample
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taken with a Ge detector. Gamma-ray energies are given in keV.
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rious physical and chemical forms, this method generally would

imply a careful chemical and physical preparation of the samples.

By contrast, if the uranium sample size is very large, then

235U atoms deep inside the

the gamma radiation originating from
sample is almost completely absorbed on the way through the ma-
terial, and will not contribute to the gamma radiation observed
at the sample surface. Thus, with increasing sample thickness
the 186 keV gamma=-ray flux at the surface of bulk uranium sam-
ples reaches an equilibrium value which is almost independent
of the physical form of the sample material. For pure uranium

235U enrichment of

compounds this value is proportional to the
the samples, and generally only small corrections for the vari-

ous chemical compositions of the samples have to be applied.

This is the so called "enrichment meter" principle. It is
analytically derived in Appendix A. Its application always re-
gquires that the sample under assay is thick enough to be opaque
for 186 keV gamma radiation. In this manual we define a sample
as "quasi-infinitely thick", if it delivers in a given counting
geometry more than 99.9 % of the 186 keV photons that would be
Observed from a really infinite sample. In Chapter 3 of this
manual the conditions for "quasi-infinite" thickness of a sample

are discussed for various gamma counting geometries.

2.3 Crucial measurement parameters

et W ey b e et e o ey e s e e et W e e B iy B W K

The gamma-spectrometric determination of the 235U enrich-

" ment of bulk uranium samples is performed by an exact measure-
ment of the number of 186 keV photons emitted from the sample
under assay per unit time for a fixed counting geometry. There-
fore, all measurement parameters that affect the observed gamma
counting rate must be carefully controlled and corrected for.
Crucial méasurement parameters of the gamma-spectroscopic en-

richment assay technique are shown schematically in Fig. 2.2.

The relation between the 235U enrichment and the net peak

counting rate N186 of 186 keV photons observed with a gamma-ray
detector in a real counting set-up is influenced by many fac-

tors as shown in eq. 2.2 (the 235U enrichment enr is given in %):
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Fig. 2.2 Crucial parameters affecting the accuracy of gamma-spectroscopic

235U enrichment measurements.
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enr = 100 ¢ N

186 N186 = observed net peak counting
rate of 186 keV photons
4 ¢« g o T
) /2 Nuclear and atomic constants
n 2 e P186 (o = photon attenuation cross
section at 186 keV for
uranium,

. 235
T,,, = half-life of 35y,

P186 = emission probability of
186 keV photons)

B raaraar Total efficiency at 186 keVv
(F = collimator cross section,
Y = solid angle formed by
collimator and detector,
> = intrinsic detector efficiency)
. CMa . CMa = correction for gamma attenua-
tion in sample matrix materials
® CW o C = correction for gamma attenua-
a Wa . . .
tion in sample container wall
° CEl + CEl = correction for counting rate
losses caused by counting
electronics
+ CInt CInt = correction for gamma inter-

ference due to photons from
uranium isotopes other than
235U

(2.2)

The various terms of eq. 2.2, which are not nuclear con-
stants, are discussed in detail in Chapters 3, 4 and 5 of

the manual.

It is evident that for all 235U enrichment measurements

three basic prerequisites must be fulfilled in order to arrive

at the desired true proportionality between the observed gamma

counting rate and the 235U enrichment:

1. "Quasi~infinite" thickness of all samples under
assay in a given counting geometry.

2. Uniform 235U enrichment throughout each sample.

3. Constant total efficiency of the counting set-up

for 186 keV gamma rays, i.e. invariably fixed
detector-collimator geometry.

In most practical applications quantitative corrections will not

be possible, if one of these conditions is not met.
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Given these basic requirements, the remaining factors in-
fluencing the gamma counting rate (and thus the measured 235U
enrichment) are:

- gamma attenuation by sample matrix materials,

- gamma attenuation by sample container walls,

- gamma counting rate losses caused by counting
electronics, and

- gamma interference.

Corrections for these items are possible; provided additional
information is available about the respective parameters such
as, e.g., type of the uranium compound, material type and thick-
ness of the container wall, pulse-pair resolving time of the
gamma counting system, concentration level of gamma contami-

nants, etc.

2.4 Need for reference material

e WG ot et G et S maatr S e e T e e D L D W W e ) S S W e Y

235

Eg. 2.2 shows that the U enrichment is almost directly

proportional to the 186 keV gamma counting rate observed fromn
a large uniform sample of 235U-bearing material, with the ex-
ception of a small offset that accounts for possible inter-
ference effects due to gamma contaminants present in the sample.

The main proportionality constants can be summarized in two

groups:

1. Basic physical constants:
Half-life of 23°U, 186 keV gamma emission probability,
and attenuation cross section of uranium for 186 keV
photon.

2. Constants depending on the individual gamma counting
set-up:

Collimator-detector geometry, intrinsic efficiency of
the gamma detector.

Besides these constants only a few correction factors enter into

eqg. 2.2, which can be determined with sufficient accuracy in

most applications.

235U enrichment could be measured

Thus, in principle the
directly without use of any reference materials or calibration

standards, provided the physical constants are accurately known,




and the absolute detection efficiency of the gamma counting set-
up can be determined precisely. We face, however, at present the

following situation:

1. Lack of accurate physical constants

o

Both the uncertainty of the nuclear constants (1.5 % rela-
tive [7,8]) and the stated error of the photon cross sec-
tion (2
of the

desired accuracy level of 0.1 %.

% to 5 % relative [9]) enter into the determination
235U enrichment. These values are far away from the

2. Difficulty of determining the absolute gamma detection

efficiency

A calculation of absolute detection efficiencies will hard-
ly arrive at the desired degree of accuracy. On the other
hand, the experimental determination of the absolute detec-
tion efficiency of the counting set-up becomes problematic,
since gamma-ray standards are presently not commercially
available at the desired accuracy level of about 0.1 %.
Moreover, point sources commonly used for the efficiency
determination of a gamma counting set-up are not suited in
this particular case, because the angular characteristic of
their radiation is different from that found at the surface
of thick radioactive samples (isotropic versus cosine-shaped

angular distribution of the radiation).

For the above reasons highly accurate gamma-spectrometric

235U enrichment are presently only pos-

determinations of the
sible, when the measurements are related to suitable calibration

standards.

The Reference Material EC~-NRM-171/NBS-SRM-969 now available
satisfies the needs for accurate calibration standards for non-

2 . . ,
35U enrichment measurements on low=enriched uranium

destructive
materials. It also provides a valuable means for increasing the
harmonization and the compatibility of non-destructive enrichment
assays, since the measurements at many places around the world

can now be traced to a common reference material.

In this context two alternative methods [10,11] for the

gamma-spectrometric 2350 enrichment determination should be




mentioned, which utilize the ratio of simultaneously observed
gamma responses from 235U and 238U, using different gamma lines
from the same spectrum. Both methods, however, suffer from the
fact, that they have to employ indirect gamma-ray signatures for
235U and for 2380: high-energy gamma rays from 234mPa as a mea-
238U in the one method [10], and Th K X-rays and gamma

234 238U, respectively, in the other

sure for
rays from Th as a measure for
method [11]. This leads to specific problems for these measure-

ment technigques, such as

- applicability only for aged uranium > 3 months after sepa-
ration, or, alternatively, the necessity of significant
corrections for non-equilibrium of the 238U descendents

234Th and 234mPa

14

- precise determination of the total relative detection ef-

ficiency over a wide energy range [10], and

- evaluation of an unresolved triplett of gamma- and X-rays

[(11].

However, both methods may be very interesting for many ap-
plications because they are less sensitive to sample parameters
such as size, geometry, chemical composition and cladding, which
are crucial for the "enrichment meter" principle. When used with-
out standards as proposed, one should realize that also these
methods rely on physical constants (photon emission probabilities)
with the associated uncertainties discussed above. Therefore, the
availability of the highly accurate Reference Material may also
help to further improve these 235U enrichment assay techniques

as a supplement or alternative to the "enrichment meter" princip-

le described in this manual.

2.5 Application of the Reference Material

Ideally, reference materials or physical standards used
for the calibration of NDA measurements should be representa-
tive of the unknown samples to be measured with respect to all

parameters that influence the measurement result. The most
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stringent effect observed with gamma-ray measurements is the
strong attenuation of the gamma rays in the sample material
itself and in the sample cladding. The photon attenuation gen-
erally introduces a dependence of the assay result on the
sample parameters (such as size, shape, density, matrix compo-
sition), and on characteristics of the sample container (such

as container material, wall thickness).

In the specific case of 235U enrichment measurements

using "quasi-infinitely thick" samples the influence of the
sample parameters size, shape and density on the assay result
vanishes almost completely. However, effects due to differences
in the sample matrix composition and in the container wall still
remain. Therefore, in a strict sense, the present Reference Sam-
ples are ideally suited only for use with U308 materials con-
tained in aluminium containers with 2 mm bottom thickness as re-

presented by the empty can delivered along with the RM.

In order to extend the applicability of the Reference
Material to the calibration of assay systems used for measure-
ments of other types of uranium samples, correction factors are
needed that allow a normalization of the gamma response with
respect to differences in the matrix composition and the con-
tainer wall. Respective correction factors are given in Chap-

ters 3 and 4 of this manual.

It must be emphasized, however, that the correction factors
given for gamma attenuation are based on theoretical values for
the photon cross sections with stated uncertainties of about 2 %
to 5 %. This represents a possible source of systematic errors
when the required corrections are large. In those cases it is
therefore recommended to validate experimentally the correction
terms given, and their range of application, in order to avoid
possible systematic errors in the gamma-spectrometric 235U en-

richment assays.

The user of the RM should be warned not to expect ultimate
measurement accuracy for any type of samples, if crucial sample
parameters are not well defined and/or the required corrections

are large. To give a practical example: in principle, the Re-




ference Material can be applied for a direct calibration of a
counting set-up used for the assay of UF6 cylinders. But the
following specialities of this type of material should be con-

sidered with particular care:

- the strong gamma attenuation in the typically 1.5 cm thick
‘cohtainer wall requires an experimental determination of

the correction factor for absorption (see Sec. 4.2),

- the accurate determination of the wall thickness by means
of the ultrasonic thickness gauge may be difficult (rough
container wall surface, painting must be removed at the

measurement position),

- possible surface deposits at the inner wall of the container
and the associated gamma attenuation and gamma interference

must be taken into account,

~ inhomogeneous distribution of the UF6 may violate the
"quasi-infinite" sample condition (depending on the

positioning of the detector),

- the total gamma counting rate and the overall shape of the
observed gamma spectrum differs significantly for the two
types of samples, thus requiring a careful correction for
dead-time and pulse pile-up effects, and a technique for
the peak area evaluation that is insensitive to changes

in the shape of the background continuum,

- the factor normalizing the gamma response from UF6 to that

of U308 (see Sec. 3.3.1) is not yet experimentally verified.

In this example it would be therefore recommendable to re-
measure, if possible, the UF6 material after conversion to uran-
ium oxide under well=-controlled conditions in order to get an
estimate for the uncertainties specific to 235U enrichment mea-

surements of UF6 cylinders.

For many practical applications it will be desirable to
have working standards available that may differ both physically
and chemically from the U308 Reference Samples. In some cases
such working standards can be calibrated directly against the
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U308 Reference Samples, provided they can be measured in a
counting set-up that assures likewise "quasi-infinite" sample
thickness for both types of standards, and appropriate correc-
tions are applied accounting for differing properties of the
sample materials and of the sample containers. For other working
standards the "quasi-infinite" sample condition may be not ful-
filled (as, e.g., for fuel rods). In these cases the 235U en-~
richment of the raw material used for the production of the
working standards can be measured in a "quasi-infinite" thick-

ness geometry against the Reference Material.

Two general conditions limiting the application of the
"enrichment meter" principle deserve special attention of the
users, and should be carefully examined prior to each gamma-

235

spectrometric U enrichment assay:

1. The sample must be "quasi-infinitely" thick for 186 keV
gamma rays. This condition inherently restricts the appli-

cation of the method to relatively thick samples, e.g. for

uranium oxides a minimum areal density of about 5.3 g'cm—2
is required.
2. The sample material must be very uniform with respect to the

235U enrichment. When mixtures of differently enriched ma-

terials are assayed, the sample material must be carefully
homogenized prior to the measurement in order to assure that
the measured 235U enrichment value is representative for the

grand sample mean.
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3. PROPERTIES OF THE SAMPLE MATERIAL AFFECTING THE

MEASUREMENT ACCURACY

This chapter describes in detail the properties of the
sample material that influence the gamma-spectrometric 2350 en-
richment assay using the "enrichment meter" principle. In par-
ticular it comprises effects introduced by the sample size, the
sample homogeneity, the type of the uranium compound, the sam-
ple matrix material, and the gamma interference due to minor
uranium isotopes.'COrrection terms and figures are given when-
ever possible. For those parameters which cannot be easily ex-
pressed in an analytical form, or which are difficult to quanti-
fy (as, e.g., sample inhomogeneity), tolerance limits are de-

fined at the error level of 0.1 % relative.

3.1 The "quasi-infinite" sample size

Unlike other measurement techniques the "enrichment meter"
principle requires that the samples to be assayed are suffi-
ciently thick, i.e., that the addition of any amount of uranium
material with same enrichment to the sample under assay will not
change significantly the flux of the 186 keV gamma radiation ob-
served in a given counting geometry. In this section the condi-
tions for the sample size are discussed that must be fulfilled
to keep the relative assay error below a limit of 0.1 %. Special
attention is paid to the use of the empty reference can. Recommen-
dations are given for the minimum mass of sample material re-
quired, and for the dimensions of the collimator in this case.

3.1.17 "Quasi-infinite" thickness in one direction

Enrichment measurements on the basis of the "enrichment
meter" principle will givé accurate results only, if the sample
under assay is "sufficiently" thick to be opaque for 186 keV
gamma rays. As shown in eq. A15 in Appendix A, the 186 keV
photon flux at the sample surface seen through a solid angle Q
becomes almost independent of the sample thickness R, if
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R
- é A(x) o dx
e << 1, (3.1)

where A (x) is the linear photon attenuation coefficient of the
sample material at location x, and R is the linear dimension

(thickness) of the sample with respect to the viewing angle Q.

In order to quantify the term "sufficient thickness", we de-
fine a sample as "quasi-infinitely thick" in direction Q, when

235
the

area reaches 99.9 % of the intensity expected from a really in-

U gamma radiation emitted from a fixed sample-surface

finitely thick sample within this angle. If a sample meets this
condition for any viewing angle @ and any surface element seen
from the gamma detector, then the assay error introduced by its
finite size will be definitely less than 0.1 %. Note, that the
error limit of 0.1 % used for the definition of "quasi-infinite"
thickness is somewhat arbitrary. It has been selected to be com-
parable to the error limits specified for other parameters of

this particular Reference Material.

For a uniform sample material the minimum linear sample
dimension T oin required for 99.9 % gamma response is obtained
from eq. 3.1:

e min _ 4 001

(3.2)

r _ =~1ln 0.001 _ 6.91
min L oe p b e p
where p is the mass attenuation coefficient, and p the density

of the sample material.

Linear sample dimensions for 99.9 % response are given in
Table 3.1 for some uranium compounds at different density

levels. The p values are taken from Table C2 in Appendix C.
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Table 3.1 Linear sample dimensions required for 99.9 % gamma

response in one direction.

Uranium Mass attenuation Sample Sample thickness
compound coefficient density  for 99.9 % response
(em2eg™ 1) (gecm™ ) (cm)
U metal 1.47 19.0 0.25
UO2 1.31 1.0 5.27
2.0 2.64
11.0 0.48
U30g 1.27 1.0 5.44
2.0 2.72
8.3 0.66
UF6 1.03 1.0 6.71
4.7 1.43
Uranyl nitrate 0.77 1.0 8.97
2.8 3.20

UOZ(N03)°6H20

3.1.2 "Quasi-infinite" thickness in all directions seen from
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When we ask for "quasi-infinite" thickness ¥oin of the sam-
ple in all directions, in which a large detector sees the sam-
ple through a cylindrical collimator (see Fig. 3.1), then the
minimum sample height Hzll and the minimum sample diameter D:ll

for a cylindrical sample are given by eqgs. 3.3a and 3.3b:

all _
HS = rmin (3.3a)
11 2 2 . rmin
p2 =D _ ¢ (1 + S 4 ), (3.3b)
s o] H
c D 2+H 2
c c

where Hc is the collimator height, Dc is the collimator diameter,
s is the distance between the surface of the sample material and

the surface of the collimator including the container wall, and

nin is the linear "quasi-infinite" thickness defined in eq.3.2.
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11 in eq. 3.3a

area
min

The condition for the minimum sample height HZ
can be also expressed in terms of a minimum areal density p

. . -2
given in gecm “:

parea _ - Qn(0ﬁ001) - 6~31 [g-cm=2], (3.3c)
min

with the mass attenuation coefficient p of the sample material

given in units of cm2°g_1,

Note, that egs. 3.3a, 3.3b and 3.3c are only valid when a uniform

sample material is assumed.
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Fig. 3.1 Sample dimensions for "quasi-infinite" sample thick-
ness in all directions visible from a large detector.

In general, the simple relation between counting geometry
and "quasgi-infinite" sample dimensions given in egs. 3.3a and
3.3b overestimates significantly the amount of sample material
really required for a 99.9 % gamma response, as will be shown
in the following section of the manual. On the other hand, when
using this approach you will be always "on the safe side". Thus,
egs. 3.a and 3.b may be used as a reliable estimate for the ful-
filment of the "infinite-thickness" condition in those cases
where enough sample material is available, and the sample con-

tainer is large enough.
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3.1.3 "Quasi-infinite" size for cylindrical samples
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When asking for "quasi-infinite"sample thickness in any di-
rection in which the Sample is seen'by the detector, we normal-
ly arrive at sample volumes which are much larger than those re-
quired for 99.9 % gamma response, because two factors are not

considered in this approach:

1. For a given counting geometry the effective attenuation
of 186 keV gamma rays emitted from a sample and viewed
through a collimator is better described by their mean
path length through the sample material than by the sample
thickness. As shown in Fig. 3.2, the mean path length and
the associated photon attenuation increase with increasing
collimator diameter. Therefore, the sample height required
for 99.9 % gamma response is expected to be smaller for
wide collimators than for narrow ones. The "quasi-infinite"
sample thickness r_, defined in eg. 3.2 is required for

min
extremely narrow collimators only.

2. The transmission of 186 keV gamma rays through the collima-
tor is highest for sample material positioned on the symme-
try axis of the collimator, it decreases with increasing
distance from the symmetry axis because the viewing angle
of the collimator exit gets smaller and smaller (see Fig.
3.3). The contribution of sample material far outside the
symmetry axis to the observed gamma counting rate is negli-
gibly small. This reduced collimator transmission for "off-
axis" material has not been -accounted for in Section 3.1.2.
We can therefore assume that also the sample diameter D:ll
defined in eq. 3.3b is overestimated for 99.9 % gamma re-

sponse.
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Fig. 3.2 Mean path length of gamma rays through the sample
material a) for a narrow collimator, b) for a wide

collimator.

Sample

L
Collimator / /

Fig. 3.3 Transmission of gamma rays through a cylindrical colli-

mator.

We therefore expect that the sample dimensions really required
for 99.9 % gamma response are generally smaller in size than

those dimensions derived from egs. 3.3a and 3.3b.

Instead of asking for "quasi-infinite" thickness in all
visible directions, it is more convenient to define a "quasi-

infinite" sample volume that produces 99.9 % of the gamma count-

ing rate expected from an infinite sample.

Considering here only cylindrically shaped samples and colli-
mators with common symmetry axis, we can derive the sample dia-
meter and height, DZ and HZ, required for 99.9 % gamma response

from the following implicite equation:
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9 .9
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IY(wlmluchchldlxd)

9 .9, _ a
F(D_,H]) =

= 99.9 g, (3.4)

where the gamma response of the finite sample is compared to
that of an infinite sample. D, is the collimator diameter, H, is
the height of the collimator, s is the distance between the sur-
face of the samplé material and the collimator entrance plane,

d and Ad are the thicknegss and the linear photon attenuation co-
efficient of the sample container wall, p is the density and u
is the photon mass attenuation coefficient of the sample ma-
terial. More details on the gamma transmission function IY are

given in Appendix A.

Eq. 3.4 shows that the "quasi~-infinite" sample dimensions
9
S
comprise the properties of the sample material (p,p), of the

D~ and Hz are dependent on a large number of parameters that

container wall (d,kd), and of the counting geometry (s,Dc,HC).

It should be noted that also the size and the intrinsic
efficiency of the gamma detector, and its position relative to
the collimator, influences to some extent the "quasi-infinite"
sample dimensions, as shown in Sec. 4.2 and Appendix A3. This
effect has been neglected here. Thus, in a strict sense, eq.3.4
presents the solution to the problem of "quasi-infinite" sample
dimensions with reference to 99.9 % of the gamma rays penetrat-

o

ing the collimator per unit time, rather than to 99.9 % of gamma

counting rate observed in the detector. In other words, eq.3.4

is strictly valid only for large-area detectors with uniform
efficiency for 186 keV gamma rays, independent of their angle of

incidence on the detector.

However, for most collimator-detector arrangements eqg. 3.4
yields acceptable estimates of the "quasi-infinite" sample di-
mensions. Only in a few exceptional and unlikely cases the critic-
al sample dimensions turn out to be different from the solution

given in eq. 3.4:

- using a wide collimator and a very thin, large-area detector, or
- using a very small detector (active detector area significantly

smaller than the collimator cross section).
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The effect of the detector size can be neglected, if the user
follows the recommendations for the sample size and the colli-

mator given in the Secticns 3.1.4 and 3.1.5 of the manual.

No closed solution has been found for the sample diameters

Dz and the sample heights HZ from eq. 3.4. The "quasi-infinite"

sample dimensions (DZ, Hz) giving 99.9 % gamma response have
been calculated by numerical integration of eqg. 3.4. Because of
the relatively high calculational effort necessary, and because
of the difficulty to present the multi-parameter relation given
in eq. 3.4 in a clearly arranged form, we have restricted all
calculations presented in this section to fixed container para-
meters, using only those of the reference cans, i.e.:

- can bottom of 2 mm aluminum: d = 2 mm, Ad = 0,329 cm—1,

- an additional distance of 1 mm between collimator and

can bottom (due to the recessed bottom form of the
reference cans), resulting in a total distance s = 3 mm

between collimator and surface of the sample material.

Using these fixed parameters for the sample container,
the sample diameters Dz and the sample height HZ giving 99.9 %
gamma response have been calculated from eq. 3.4 for several
collimator geometries and sample materials. Some of the results
are shown in Fig. 3.4 for UOZ’ U3O8 and UF6 at various density
levels. They are given for a collimator with 4 cm diameter and

2 cm height.

Note, that there is not a single unique sample geometry
that gives 99.9 % gamma response for a particular sample ma-
terial at a particular sample density. Instead, any pair of
sample parameters (sample diameter Dz, sample height Hz) re-
presented by the corresponding curve in Fig. 3.4 satisfies the
condition of a "quasi-infinite" sample geometry for the given
collimator. This reflects the fact that, starting from a partic-
ular sample form giving 99.9 % gamma response, always a second
one can be derived-by removing a small portion of the sample
material from the outer shell of the sample, and by compen-

sating this lack by a larger sample height (see also Table 3.2).
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Any ordinate pair (Dz

p Hz) on the curves shown in Fig.3.4
gives exactly 99.9 % gamma response for the respective sample
material. Ordinate pairs below the curves give less than 99.9 %,
those above the curves give more than 99.9 % gamma response. In
order to demonstrate the sensitivity of the gamma response as

a function of the sample size, Fig. 3.5 shows the sample dimen-
sions required for 90 %, 99 % and 99.9 % gamma response for

3 and the same collimator as in

UO2 with a density of 1 gecm
Fig. 3.4 (collimator diameter 4 cm, collimator height 2 cm).
The figure also shows that the amount of sample material must
be approximately doubled to reduce the measurement error due to

non-infinite thickness by a factor of 10.

Some informations that may be of interest have been added
to Figs. 3.4 and 3.5:

- The straight lines starting from the abscissa in the lower
right part of Figs. 3.4 and 3.5 indicate the borderline
of the "shadow region" of the counting geometry, i.e.:
sample volume elements with ordinates below this line
are not visible from the detector, and therefore do not
contribute to the detected gamma counting rate. Thus, in
principle, sample material located in the "shadow region"
could be removed without affecting the assay result. This
peculiarity may be used to reduce the amount of sample
material required for the enrichment assay in cases where
the sample mass must be minimized for operational reasons.
For this purpose either an insert to the empty reference
can having the shape of the "shadow region" may be used,
or specially formed empty cans may be supplied by the user,
obgerving the tight specifications for the sample bottom
visible from the gamma detector. The sample mass reduction
achieved in this way is not included in the minimum sample
parameters given in Table 3.2. Note that the form of the
"shadow region" is critically dependent on the collimator
geometry. It may be deduced from simple geometrical con-

siderations for a particular collimator (see, e.g.,Fig.3.1).

- In Fig. 3.5 the mass and the £illing height for UO2 with a

pour density of 1 g-cm_3 are given along the dashed line,




Table 3.2 Various sample dimensions and sample masses required for 99.9 % gamma response
as function of collimator dimensions calculated from eg. 3.4.

Sample material U O8 powder,

Sample material density: 235 g'cm’a Container wall : 2 mm aluminium,

Distance between sample material

Sample and collimator gzt;niziizi zzige and collimator entrance plane : 3 mm,
14 .
DC = collimator diameter, Dzln, Ds' DEM, D:ll = sample diameter
Hc = collimator height, Hzln, Hs’ HiM, H:ll = sample height
Wmln, w_, WRM, Wall = sample mass
S S S S
Collimator . True minimum 'Approximate-minimum’ Sample parameters for Sample parameters for
parameters sample parameters sample parameters for areal density 5.2 gecm—2 99.9 % sample thickness
3 areal density 5.45 gecm™ L in all directions
D q Dmin Hmin Wmin D - W DRM HRM WRM Dall Hall wall
(ch) (cm)  (ém) (3m) (§) (ch) _ (ch) () Gm  Em) () (8m) (&m) (&
2 1 5.08 2.15 109 5.05 2.18 109 5.19 2.08 110 7.10 2.18 216
2 2 4,21 2.24 78 4.29 2.18 79 4.59 2.08 86 5.68 2.18 138
2 3 3.65 2.28 60 3.78 2.18 61 4,22 2.08 73 4.82 2.18 99
2 4 3.29 2.29 49 3.44 2.18 50 4.14 2.08 70 4,25 2.18 77
3 1 6.34 2.08 165 6.23 2.18 166 6.35 2.08 165 8.93 2.18 342
3 2 5.64 2.16 135 5.63 2.18 135 5.81 2.08 138 7.53 2.18 242
3 3 5.13 2.22 115 5,18 2.18 115 5.50 2.08 123 6.68 2.18 121
3 4 4.75 2,25 99 4.85 2.18 101 5.32 2.08 116 6.06 2.18 157
4 1 * 7.49 2.04 224 7.31 2.18 229 7.42 2.08 225 * 10.63 2.18 483
4 2 6.87 2.11 195 6.78 2.18 197 6.92 2.08 196 ‘ 9.10 2.18 354
4 3 6.41 2.16 175 6.41 2.18 176 6.61 2.08 178 8.29 2.18 293
4 4 6.08 2,20 159 6.42 2.18 159 6.42 2.08 168 7.68 2.18 252
5 1 * 8.61 2.00 291 8.38 2.18 300 8.48 2,08 293 * 12.27 2.18 644
5 2 * 8.01 2.06 260 7.85 2.18 264 7.98 2.08 260 * 10.55 2.18 476
5 3 * 7.62 2.11 241 7.53 2.18 243 7.70 2,08 242 * 9.74 2.18 406
5 4 * 7.31 2.15 226 7.27 2.18 226 7.49 2.08 229 * 9.15 2.18 358

* These collimators should not be used with Reference Material cans because they deliver less than 99.9 % gamma response
Note: Small inconsistencies of the values given are due to rounding effects of the 3-digit representation.

LE
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when the empty reference can with 7 cm inner diameter is
used for the assay. It is seen that even 99 % of the gamma
response of a really infinite sample is not reached in this
counting geometry (collimator diameter 4 cm, collimator
height 2 cm), i.e., the relative measurement error is
larger than 1 % regardless of the filling height of the

7 cm sample container for this particular density. Thus,
either a sample can with a larger diameter or a collimator
with a smaller diameter and/or larger height must be used
in this case in order to arrive at a "quasi-infinite" sam.

ple geometry.

Among all possible cylindrical sample geometries that de-

liver 99.9 % gamma response for a particular sample material in
min min

c HTT)
s S
that requires the minimum amount of sample material. Such mini-

a given counting set-up, there is one sample form (D

mum "quasi-infinite" sample dimensions along with the corres-
ponding sample masses are given in Table 3.2 for U308 powders
with a density of 2.5 g°cm_3 for various collimator geometries.
For comparison, "approximate-minimum" sample dimensions are

also shown for fixed areal densities of 5.45 gecm -2 (as re-
commended in the following section for unknown U3O8 samples),

and of 5.2 g-cm_2 (as specified for the Reference Material sam-
ples). The last three columns in Table 3.2 give the sample size
and mass for the case that "quasi-infinite" thickness is assumed
in all directions visible through the collimator, as discussed

in Section 3.1.2 (note that the latter sample geometrywdelivers
more than 99.9 % gamma response). All sample configurations given
in Table 3.2 refer to U

08 powder material and to a sample den-
sity of 2.5 gecm -. |

3

When talking about sample dimensions that deliver exactly
99.9 % gamma response, and their associated minimum mass val-
ues, one should keep in mind that these "quasi-infinite" sample
dimensions can be only defined exactly, if all of the following

parameters are well known:

= Type of uranium compound (and sample matrix material).
- Sample density.

- Material type and thickness of container wall.




- Distance between sample material and collimator
entrance plane.

- Diameter and height of the collimator.

- Position, size and intrinsic efficiency of the gamma
detector.

It should be noted that the evaluation of minimum "quasi=-
infinite" sample sizes given in this section is restricted to
the special case, that the characteristics of the container wall
are identical to those of the Reference Samples, i.e., 2 mm alumi-
nium wall thickness and 3 mm distance between sample material
and collimator entrance plane. Furthermore, a uniform sample

material is assumed.

If one of these masurement conditions changes, then also
the minimum sample dimensions required for 99.9 % gamma re-

sponse will change, e.g.:

- If the distance between sample and collimateor is increased,
obviously also the minimum sample diameter must be in-

creased to maintain the 99.9 % gamma response.

- If the gamma attenuation in the container wall increases by
using, e.g., a 2 mm steel can instead of the 2 mm aluminium
reference can, then the minimum sample dimensions turn out
to be slightly larger in height and somewhat reduced in
diameter due to the higher relative attenuation of 186 keV
gamma rays in the container wall originating from "off-
axis sample material (see also Appendix A3). However,
this effect can be neglected when the user follows the re-
commendations for the "approximate-minimum" sample height
given in the following section, instead of using the true

minimum sample dimensions derived from eqg. 3.4.

Therefore, the recommendations given in the following sec-
tions regarding minimum sample mass and maximum collimator
geometry should be applied only to the use of the empty refer-
ence can, or to sample geometries that provide the same distance
between sample material and collimator surface as the Reference
Samples (3 mm). If the sample under assay deviates strongly from

the form of the Reference Samples, then either the approach
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described in Section 3.1.2 may be used, or eq. 3.4 may be
solved for this particular counting geometry in order to ar-
rive at proper estimates for the required minimum sample mass
and maximum collimator geometry. Note that the selected col-
limator geometry must provide the "quasi-infinite" sample con-
dition for both the Reference Samples and the unknown samples

to allow a correct calibration of the counting set-up.

3.1.4 Recommendations for minimum sample mass

An examination of the minimum sample heights (see, e.qg.,
Table 3.2), that are required to produce 99.9 % of the gamma ra-
diation obtained from an infinite sample, shows that these val-
ues are only slightly different (up to a few percent) from the
"quasi-infinite" sample thickness roin defined in Sec.3.1.1. In
order to simplify the estimate of minimum sample dimensions, we

substitute in further calculations the real minimum sample height
min

HS by the linear "quasi-infinite" sample dimension roin given
in eq. 3.2. The corresponding sample diameter DS for 99.9 % gamma
9

response is then obtained from eq. 3.4 by setting HS = Toine
This approach has the advantage that the sample height required
for 99.9 % gamma response is no longer dependent on the prop-
erties of the collimator and of the detector. One can verify that
the sample mass in this case is only slightly larger than the

1

true minimum mass (see Table 3.2).
With the new "approximate-minimum" sample height

s min pep pep )

from eq. 3.2 and the = still unknown - sample diameter DS, we
can derive an expression for the mass MS of the sample material

[0}

required for 99.9 % gamma response:

D? .
MS = 'n‘-__.z’__oHSop = __._'__.DZ = E_L'L_QODZ ; (3.6)

where p is the mass attenuation coefficient of the sample ma-

terial for 186 keV gamma rays, and p is the sample density.
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Eq. 3.6 shows that the "approximate-minimum" sample mass
defined in this way does not depend on the sample density. It
is only a function of the sample diameter DS and the mass at-
tenuation coefficient u of the sample material. Thus the
question of the sample size necessary for 99.9 % gamma re-
sponse is reduced to the problem of finding the adequate sam-
ple diameter for a given collimator geometry and a given sam-
ple material. A general solution of this problem is not given
in the manual since the critical sample diameter Ds still de-
pends on too much parameters of the counting geometry and of
the sample under assay, as discussed in Section 3.1.3. Instead
of this, in the following section the inverse problem is solved
for a special case that will be of particular interest for the
user: finding the adequate collimator for a given sample material
when the empty reference can with 7 cm inner diameter is used

for the 235U enrichment assay of unknown samples.

"Approximate-minimum" sample masses for uniform U308 sam-—
pPles as a function of the sample diameter have been calculated
from eq. 3.6. They are displayed in Fig. 3.6. The dashed line
represents the diameter of the Reference Sample containers. If
uranium compounds UX other than U308 are measured, then the
"approximate-minimum" sample mass obtained from Fig. 3.6 must

be multiplied with a correction term

b (U504)
MS (UX) = —T-(—ﬁ;)—' ° MS (U308). (3.7)

The mass attenuation coefficients i for some uranium compounds

are given in Table C2 in Appendix C.

Note: The determination of the "approximate-minimum" sam-
ple mass is based on the assumption that the density of the
sample material is uniform. This restricts the applicability of
eq. 3.6 tc fairly homogeneous sample materials. When using mi-
nimum-~dimensioned samples it is recommended to control visual-
ly the homogéneous filling of the empty can prior to the mea-
surement. Moreover, it is a good practice to apply a safety
margin to the "approximate-minimum" sample mass values given
in this section in order to account for remaining inhomogeneities

of the sample density. For most uranium powder materials a
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Fig. 3.6 "Approximate-minimum" U308 sample mass required for

99.9 % gamma response as a function of the sample

diameter.

safety margin of about +5 % to +10 % seems to be sufficient.

In case of highly noh—uniform samples, such as an assembly
of pellets, egq. 3.6 is not applicable. The minimum amount of ma-
terial required for accurate 235U enrichment assays must then be
determined experimentally by adding successively more and mofe
material to the sample under assay until the observed 186 keV
gamma counting rate will no longer increase. Further information
about requirements for sample homogeheity is given in the follow-

ing Section 3.2 of the manual,

When using the empty reference can with 7 cm inner diameter

for the 235U enrichment assay of an uniform sample material, the
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"approximate-minimum" sample mass (in gram) from eqg. 3.6 eval-

uates to the simple form:

_ _ me6.91 . ., _ 266
Wg (Dg = 7 em) = Hpesm o 72 = 22 (g], (3.8)

with the mass attenuation coefficient | of the sample material

given in units of cmz-'g_1

From eq. 3.8 we obtain the "approximate-minimum" values of

the sample mass for UO2 and U308 powders, if the empty reference

can is used for the assay:

i

Mg (DS = 7 cm)

MS (DS = 7 cm)

202.5 g for U0, powder, and

209.7 g for U308 powder.

Applying a safety margin of + 10 % we finally arrive at the re-

Yecomnm

commended minimum sample mass Ms for the reference can:

Mgecom (DS = 7 cm) = 220 g forIUO2 powder, and
recom _ _
MS (DS = 7 cm) = 230 g for U308 powder.

These recommended minimum sample mass values are not dependent
on the sample density,; i.e., any amount of U308 powder greater
than 230 gram, regardless of its density, is suited for enrich-
ment measurements using the empty reference can, provided a
fairly uniform distribution of the materiél in the reference
can is agsured. However, the adequate collimator geometry must
be selected according to the sample density as shown in the

next Section 3.1.5.

It must be noted that there seems to be a discrepancy bet-
ween the recommended minimum sample mass cof 230 g U308 and the
amount of only 200 g U308 powder contained in the Reference

Samples. This discrepancy can be solved considering two facts:

1. The Reference Samples have been prepared very carefully
in order to assure a uniform density of the sample mate-
rial. Even local non-uniformities c¢f the areal density do
not exceed + 5 % as verified by gamma transmission experi-

ments [1]. Therefore, no safety margin is required.
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2. It is shown in Section 3.1.3 that within certain limits
9
sl
sponse. The dimensions of the Reference Samples are well

many sample dimensions (H Dz)‘deliver 99.9 % gamma re-
within these limits. The only consequence of the lower mass
contained in the Reference Samples is, that the maximum tol-
erable collimator dimensions for the Reference Samples will
be slightly different from those of the samples with "ap-
proximate-minimum" dimensions. This effect has been taken
into account in the recommendations given for the collimator
dimensions in Section 3.1.5 and in Fig. 3.7.

Therefore, we can assume that for nearly all commonly used
collimator geometries the Reference Samples fulfill the condi-
tions required for 99.9 % gamma response. This has been also
proven by measurements [1]. Limitations and recommendations for
the selection of suitable collimator dimensions are given in
Section 3.1.5. Only in the very unlikely case of extreme narrow
and high collimators the "quasi-infinite" sample condition is
not strictly fulfilled for the Reference Samples. But even in
this case the gamma response of the Reference Samples still
reaches 99.86 % of an infinite sample. Taking also the limit
specified for local density inhomogeneities of the Reference
Samples (-~ 5 %) into account, we arrive at a worst-case estimate
of 99.81 % gamma response for a "needle-form" collimator. How-
ever, in practical applications such narrow collimators are not
used because of their extremely low gamma transmission and,

accordingly, the very long counting times required.

Note, that in many practical applications of the "enrich-
ment meter" principle there generally exists a small systematic
error, which is caused by the finite size of the samples, includ-
' ing the Reference Samples. Fulfilment of the "quasi-infinite"
sample condition as defined in this manual means that the sample
size is equal to or exceeds the dimensions required to achieve
99.9 % of the gamma response obtained from an infinite sample.
Thus, if we compare the gamma counting rates from two differently
sized samples both fulfilling the "quasi-infinite" sample condi-
tion - as we do in most applications using the Reference Material

and an unknown sample - we must be aware that small deviations
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below the error level of 0.1 % may still remain that are intro-
duced by differing sample dimensions and/or differing sample
densities. The recommendations regarding the sample size and
the collimator geometry given in this section will only en-
sure that this error is less than 0.1 % relative. However, the
exact value of the error within the 0.1 % limit, and the sign

of the deviation, cannot be easily predicted.

If it happens in practice that samples are measured which
are almost infinitely thick (e.g., large powder cans, UF6
cylinders), then a correction factor of around 1.0005 to 1.001
should be applied to the measured enrichment value that accounts
for the finite size of the Reference Samples used for the cali-

bration of the assay system.

3.1.5 Recommended collimator dimensions for sample cans

S e e o e W ) D ) e ) s ) e e e i G S i e e S i e SR D W e e W I S W W e VS e v )
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When using sample cans with a fixed inner diameter of 7 cm
for the gamma-spectrometric 235U enrichment assay, then also
the "approximate-minimum" amount of sample material MS is fixed,
regardless of the material density, as shown in eq. 3.6. As
derived in the preceding section, the "appropriate-minimum" sam-
ple mass is, e.g., 203 g UO2 powder or 210 g U308 powder for
all powder densities. Evidently, any sample mass exceeding these
minimum values will also fulfill the condition of the '"quasi-
infinite" sample size, i.e., it will deliver more than 99.9
of the 186 keV gamma rays that are expected from a really in-

oe

finite sample.

Once the sample diameter (here 7 cm) and the density of
the sample material is given, then only the collimator dimen-
sions must be selected according to the density of the sample
under assay in order to satisfy the "quasi-infinite" sample
condition. When selecting the collimator, one should also con-

sider that the collimator geometry determines the expected 186
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keV gamma counting rate: Smaller collimator diameters and larger
collimator heights result in lower gamma counting rates, i.e.
longer measurement times. Therefore, the optimum choice will be
a collimator that satisfies the condition of "quasi-infinite"
sample geometry at the highest possible gamma transmission for

a given sample density.

Both informations can be taken from Fig. 3.7. It displays
the number of 186 keV photons observed at the collimator exit
in units of photons per second and per % 235U enrichment as a
function of the collimator diameter for 4 different collimator
heights (1 cm, 2 cm, 3 cm and 4 cm). Upper limits of the col~-
limateor dimensions that provide "quasi-infinite" sample geo-
metry are represented by dashed lines in Fig. 3.7 for several
U308 sample densities: all collimator dimensions below a dashed
line given for a particular sample density do meet the "quasi~
infinite" sample condition for this density and all higher sam-
ple densgities. Collimator dimensions above this line may give
rise to systematic errors > 0.1 % for this and.any lower sample
density, and shoculd not be used. Note: though the upper limits
are given for "approximate-minimum" sample geometries defined
in section 3.1.4, they obviously hold also for larger sam-

ples as, e.g., for the recommended minimum-mass samples.

Collimator geometries in the shaded region in Fig. 3.7
should not be used because they do not provide "quasi-infinite"
sample geometry for the Reference Samples. Note, that the border
line of this region is slightly lower than the upper-limit curve
given for "approximate-minimum"-mass samples having the same
density of 2.5 g°cm_3 as the Reference samples. This is due to
small sample mass differences’fof both types of samples (200 g
U308 for the Reference Samples versus 210 g U3O8 for the "ap-
proximate-minimum" mass samples). The Reference Samples do ful-
£ill the "quasi-infinite" sample condition for all collimator

geometries outside the shaded region in Fig. 3.7.

The values given in Fig. 3.7 for the number of 186 keV

photons transmitted per second through the collimator include
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the correction for the gamma absorption in the 2 mm thick alu-
minium bottom of the reference cans. The figures given account
also for the distance of 1 mm between collimator entrance plane
and the can bottom due to the recessed bottom form of the refer-
ence cans,; which results in a total distance of 3 mm between

sample material and collimator.

Note, that the number of 186 keV gamma rays cbservable at

the collimator exit is not identical to the number of photons

really registered by the gamma detector in the 186 keV photo-

peak. In order to allow a rough estimate of the counting time
required for counting precisions of 0.5 % and 0.2 %, we have
made the somewhat arbitrary assumption that the total peak ef-
ficiency of the gamma detector at 186 keV is 50 %. This value is
a reasonable approximation for commonly used germanium detectors
with an active area comparable to the cross section of the col-
limator. It may be significantly lower for smaller germanium
detectors (see, e.g., Fig. 4.3), and may be slightly higher for
large-area Nal detectors. The approximate measurement times re-
quired for counting precisions of 0.5 % and 0.2 % per percent
235U enrichment are shown on the right-hand scales in Fig. 3.7.
Note, that the counting time is given for 1 % enriched U308 pow-
der. Thus, for 2 % enriched uranium the values must be devided
by a factor of 2, for 3 % enriched uranium by a factor of 3 etc.
For compounds having a lower uranium mass fraction than U308,
e.g. UFG’
the corresponding counting time will be slightly longer.

the gamma emission rate will be slightly lower, and

It must be stressed that the figures given for the count-
ing time are only rough estimates. In particular, it should be
noted that the compton background below the 186 keV peak contri-
butes to the statistical error of the net-peak counting rate.
This effect is neglected here. It may present a significant part
of the total counting error in case of aged natural and de-

pleted uranium materials.

As seen in Fig. 2.7, the collimator dimensions required for
99.9 % gamma response depend strongly on the density of the

uranium material under assay. In practice it will often happen
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that the 235

Reference Samples is used for enrichment measurements of samples

U enrichment assay system to be calibrated with the

with varying material density. In this case the selected colli-
mator dimensions must guarantee "quasi-infinite" sample geometry
for the full range of expected sample material densities, in-

cluding the density of the Reference Samples.

As an example, in Tab. 3.3 the relevant collimator para-
meters are extracted from Fig. 3.7 for a minimum sample densi-
ty of 1 g-cm—3. The maximum observable 186 keV photon counting

rate and the rough estimates for the measurement time required
235
u

ae

for counting precisions of 0.5 and 0.2 % per percent

enrichment are also given in the Table.

Table 3.3 Collimator dimensions, maximum 186 keV gamma count-

ing rates and approximate measurement times for a
U308 sample with a 235U enrichment of 1 % and a

density of 1 g-cm—3, measured using the empty re-

ference can.

Maximum Maximum
Collimatoxr collimator 186 keV gamma Counting time per % enr
height diameter counting rate for rel.counting errors
(cm) (cm) (countses™!e (%enr) 1 0.5 % 0.2 %

1 1.04 11 121" 12.6 h

2 1.83 28 48’ 5.0 h

3 2.31 35 38" 4.0 h

4 2.73 38 357 3.7 h

All collimator geometries given in Tab. 3.3 fulfill the
"quasi-infinite" sample condition for sample densities > 1 g'cm—3.
As seen from the Table, a collimator with 4 cm height and 2.73 cm
diameter provides the best choice for optimum counting rate in
this case. At higher sample densities, other collimator dimen-
sions may show better counting rate performance (see Fig. 3.7).
We deduce from the data given in Tab. 3.3 that, e.g., for uranium
material with 3 % 2350 enrichment approximate counting times of
10 minutes and of about 1 hour will be necessary to arrive at

counting precisions of 0.5 % and 0.2 %, respectively.
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If the counting time turns out to be too long for prac-
tical assay purposes, then a collimator with a larger diameter
and/or a smaller height must be used. This, in turn, neces-

siates

= either an increase of the density of the sample material,
€.g., by compressing the sample material under assay to a
higher density level (a warning must be given here not to
deform the carefully prepared bottom window of the empty
can!) ,

- or the use of sample containers with a larger diameter.

In the latter case more than the amount of 230 gram U308 powder
recommended for use with the empty reference can is necessary
to maintain the "quasi-infinite" sample geometry (see Section

3.17.4 for more details).

In general, a higher material density allows the use of a
larger collimator diameter, which, in turn, increases the ob-
servable 186 keV gamma counting rate, thus reducing the counting
time required for a particular counting precision. To give a
practical example: we assume again that the empty reference can
(7 cm inner diameter) is used, but that the minimum density
of all sample materials under assay is now > 2.5 g-cm_3. Then

the optimum collimator dimensions deduced from Fig. 3.7 are

1 cm (2 cm) collimator height and

3.6 cm (4.1 cm) collimator diameter.

oo

Approximate assay times necessary for counting errors of 0.5

and 0.2 % are now

3.3 minutes (3.8 minutes) for 0.5 % error and

21 minutes (24 minutes) for 0.2 % error,

respectively, for 1 % enriched material. (The values given in
brackets correspond to a collimator with 2 cm height. The en-
larged collimator thickness provides a better shielding against
the high-energy gamma  rays from 238U at the cost of a slightly
reduced 186 keV gamma counting rate.) A comparison of the count-

ing times with those given in Table 3.3 for a minimum sample
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density of 1 gacm—3 shows that the counting time can be re-
duced by about a factor of 10 by increasing the minimum sample
density from 1 g-cm'_3 to 2;5'g-Cm_3, and by selecting the ap-

propriate collimator dimensions.

Fig. 3.7 can be utilized also to determine the suitable
collimator geometries if uranium compounds other than U3O8 are
measured in the empty reference can. In this case, instead of
using the true sample density Py of the uranium compound x
under assay, an effective sample density Paff must be applied

in Fig. 3.7:
Ry L (3.9)

p T e P L

eff u(U308) X
where i (x) and u(U308) denote the mass attenuation coefficients
of the uranium compound x and U308, respectively. For U02, e.g.,
the p ratio in eqg. 3.9 evaluates to a value of 1.035, which is
very close to 1. Therefore, Fig. 3.7 may be directly used for

both types of uranium oxides, 002 and U308’ as well.

It should be finally noted that the use of minimum sample
dimensions or maximum collimateor geometries in a counting set-
up requires a careful positioning of the sample in order to

maintain the "quasi-infinite" sample geometry.

3.2 Sample inhomogeneities

All of the considerations in the previous section of this
chapter were based on the assumption, that the sample material
is uniform with respect to the parameters enrichment and matrix

composition, or, more precisely, that the ratios

235

U atoms/Utotal atoms, and

matrix atoms/Utotal atoms

are constant for any sub-sample taken from the grand sample
under assay. However, particles or domains with different 235U
enrichment and/or different matrix composition within the sam-
ple can introduce significant errors to the gamma-spectrometric

enrichment assay.
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Note, that in contrast to this, sample-dehéity inhomogene~
ities can be neglected for enrichment assays based on "infinite
thickness" geometry. Even cavities in the sample material do not
affect the assay result as long as the "quasi-infinite" thick-
ness geometry is maintained by sufficient material "behind" the
cavity.

For samples with non-uniform enrichment or matrix the
gamma-spectrometric assay result depends in a complex manner
on the form, the size, the degree and the position of the in-
homogeneities in the sample. Thus, we will discuss here only
some general aspects of the problem. Let us first define the
conditiong with respect to homogeneity, which a bulk uranium
sample has to satisfy for assuring a representative enrich-

ment measurement.

3.2.1 Homogeneity requirements for representative enrichment

oy o s ey o ey e S D e e i D i W e O K s s e o D D W ST W s e D D W vk e W R O D B i e e ey

measurements

Due to the high photon self-attenuation of uranium materi-
als most of the observed 186 keV gamma rays emerge from a thin
layer near the sample surface facing the detector. This fact
leads to rather stringent requirements for the sample homogene-
ity with respect to 235U enrichment and matrix composition, if
representativeness of the measured enrichment value for the

whole sample is to be assured.

Assume that F is the sample area viewed by the gamma-ray
detector. Then the sample volume that produces about 50 % of
the registered 186 keV gamma radiation is approximately given
by

Veg = F <« A (3.10)

1
bep .
in the sample, p is the mass attenuation coefficient for 186 keV

is the mean free path length of the gamma rays

where A =

photons, and p is the density of the material under assay. val-

ues for A vary, e.g., from 0.03 cm for uranium metal to 1 cm
for UO2 powder with a density of 0.7 g'cm-3.
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If the enrichment value determined by gamma spectrometry
shall be representative for the grand sample within the error
limits of 0.1 % relative, then the enrichment of the surface
layer V50 must be representative for the whole sample within
these error limits, or, in other words, the mean enrichment

value of any sub-sample with volume V or its mass equivalent,

50
taken from the grand sample, should not deviate by more than

0.1 % relative from the mean enrichment of the grand sample.

A similar condition can be derived for the degree of ma-
trix inhomogeneities, taking into account the impact of matrix
material on the enrichment assay result as described below in
section 3.3 of this chapter. The ratio of matrix mass / uranium
mass in any sub-sample of volume VSO should not vary by more than

1 % for low Z matrix material, or not more than 0.1 % for heavy

elements to keep the relative assay errors < 0.1 %.

Note: These general conditions for the sample homogeneity
only assure that the measured enrichment is representative for
the whole sample. They do not give, however, tolerance limits

for local inhomogeneities.

In order to illustrate consequences of the above conditions
for maximum permissable local inhomogeneities, we shall briefly
discuss two different types of inhomogeneities, which may be of

some practical relevance.

3.2.2 Inhomogeneity in form of a layer at the sample surface
This presents the worst case for gamma-spectrometric en-
richment agsays. We consider a thin layer of sample material at
the sample surface with enrichment enr, differing from the mean
enrichment enr of the rest of the sampie. Then the following
estimate holds for the maximum thickness Qmax of the layer for
relative assay errors £ 0.1 %:
enr - enr

L
enr

. Qmax < = 0.0Q1 > A, (3.11)
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where A is the mean free path length for 186 keV gamma rays in
the layer.

To give an extreme example: if the 235U enrichment of the
surface layer is 50 % lower or higher than the mean enrichment

of the rest of the sample (e.g., 1.5 % or 4.5 % 235U enrichment

of the surface layer, 3 % 235U enrichment of the rest of the

sample) then the following values for the thickness gmax of such
a layer should not be exceeded for assay errors < 0.1 % rela-

tives

o
N

11 :
max 0.7 pm ! for U metal, and

P
1t

22 pm for UO2 with a density

Sf 0.7 g-cm_3.

max

In case of a surface layer with different matrix we get a

similar relation for the maximum tolerable layer thickness

Qmax’

° %max < = 0.001 ¢ A, (3.12)

| =

where BR and B are the matrix attenuation factors for the layer
and the rest of the sample, respectively. The matrix attenua-
tion factors will be defined in egs. 3.16 and 3.16a in section
3.3. They are tabulated for some typical uranium compounds in

Table 3.4.

For example, assume that the surface layer is pure U308
and the rest of the sample is pure UO2 of same enrichment.
Then the tolerance values zmax for the thickness of the U308

layer are:

2.0 mm for a U0, density of 1 g-cm_3, and

zmax 23
0.8 mm for a U308 density of 2.5 gecm .

zmax

The numerical examples given demonstrate that surface lay-

. 235 . .
ers formed of sample material with an 3 U enrichment or with a

matrix differing from the grand sample mean may give rise to sig-

., 235 .
nificant errors in gamma-spectrometric U enrichment assays.
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In practical applications the effect of the formation of
a surface layer with an enrichment or matrix differing from the
grand sample mean may occur, when the sample material is a mix-
ture of two powders with different enrichment or matrix compo-
sition, and when the two powders differ significantly with re-
spect to particle size and/or particle density. In this case the
powder material with smaller particle size and/or higher partic-
le density will accumulate at the bottom of the sample container
(powder segregation), especially, when the sample is exposed to
vibrations. In particular, extreme care has to be taken if
blended powders with different 235U enrichments are measured.
The material must be carefully homogenized prior to the meas-
urement in order to assure a uniform distribution of the dif-

ferent materials throughout the sample.

3.2.3 Maximum tolerable particle size in well homogenized

e sl e e s e s T e e e e Ny iy i W Gy S G S w5 s K G e i G e S
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A rough estimate of the maximum tolerable particle size
can be derived from statistics following the binominal distribu-
tion. We neglect here gamma-absorption effects and make the

following simplifying assumptions:

- The sample is composed of particles with equal size,
density and matrix composition.

- Two types of particles are present in the sample:
type 1 with enrichment enr, and type 2 with enrich-
ment enr, .

= The mean enrichment of the grand sample is enr.

- The number of particles in the sample is very large.

- The two types of particles are randomly distributed

in the sample.

Similar to the sampling problem when drawing black and
white spheres out of a box, we get an estimate for the minimum
number of particles required for a sub-sample whose mean en-
richment does not differ from the grand sample mean enr by

more than 0.1 % relative:




enr1 - enr enrz—enr

min enr enr (3.13)

From this we can estimate the maximum diameter of the par-

ticles, remembering that the sample volume V defined in sub-

50
section 3.2.1 contributes about 50 % to the observed 186 keV
gamma-ray counting rate. Thus, V50 should contain at least Nmin

particles. Dividing V into Nmin equal cubes we arrive at a

50
rough esgtimate for the maximum particle diameter D :
max
D~3_V50 _ F
/ - - ° ° 14
max Nmin W P Nmin
(3.14)
3 B
D =/— ©
max 13 o] Nmin

For example, if the visible sample area F is 10 cm?, and

the sample material is a homogeneous mixture of 50 % U0, powder

2
235 o ZBSU

with 0.7 % U enrichment and 50 % UO2 powder with 4 %
enrichment ‘resulting in a mean enrichment of 2.35 %, then the

minimum number of particles Nmin in the volume V5 is given by

0
eq. 3.13:

Nmin = 493 000,

and the particle size DmaX should not exceed

D
max

1l

375 pm for a UO2 density of 0.7 g-cm_3, and

D 275 pm for a U0, density of 2.5 gecm >

max 2

in order to keep the assay error below 0.1 % relative.

In a similar way we get an estimate of the minimum number

of particles in case of a non-uniform sample matrix composition:

S -1
B B B B
N . =108 ¢ | 21— | | 2, (3.15)
min

1
B

w]—

where 8,, 8. and B are the matrix attenuation factors of the

2
two types of sample matrix materials and of their grand sample
mean value, respectively. The maximum tolerable particle dia-

meter is then given in eqg. 3.14.




For example, in a mixture of 50 % U308 powder and 50 % UO2
powder with equal enrichment and equal density the particle dia-
meter should be less than Dm :

ax
Dmax = 1.8 cm for a sample density of 1 g-cm-3, and
Doy = 1.3 cm for a sample density of 2.5 g-cm_3,

assuming again a visible sample area of 10 cm?.

This example demonstrates that the particle size in uni-
form U02/U308 mixtures is not a critical parameter for 235U en-
richment measurements. However, care must be taken for possible

powder segregation as discussed in the previous section.

Summarizing the content of this section we can state that
even a carefully homogenized sample material will not guarantee
an accurate assay result, if the sample material is a mixture of
coarse-grained particles with different 235U enrichment. This ex-

cludes, in particular, the application of gamma-spectrometric
235

U enrichment assays to samples composed of large particles

(e.g. pellets) with significantly different 235U enrichments,
except when a very large number of particles (large compared to
Nmin) is viewed by the gamma detector in a "far-distance geome-
try " R

By contrast, an assembly of pellets with equal enrichment

and matrix composition can be considered as uniform with respect
to gamma-spectrometric 235U enrichment assays, if the pellets
are properly arranged to provide "quasi-infinite" sample thick-
ness. This may be achieved by using a large number of pellets
randomly filled into a sample container, or by arranging the
pellets as a layer of densely packed items. Note, that two or
more of such layers must be stacked to guarantee infinite thick-
ness for any viewing angle, and to avoid open channels between
the pellets. Then the enrichment assay result for the pellet

assembly is expected to be identical to that obtained from pow-

der material having same enrichment and matrix composition.




- 52 =

When the uniformity requirements are met for a sample un=
der assay, then the measured enrichment value is considered as
representative for the whole sample volume. Any correcticns
that have to be applied to the assay result, as, e.g., the ma-
trix attenuation correction, then refer to the grand sample

mean values of the respective sample parameters.

3.3 Sample matrix composition

All elements other than uranium present in the sample ma-
terial are considered here as matrix material. Obviously, the
attenuation of photons in the matrix material reduces the obser-
ved 186 keV gamma-ray flux at the sample surface, and thus in-~

235U enrichment value. This influence is

fluences the measured
described by the matrix attenuation factor B derived in Appen-

dix A:

B = , (3.16)
Ny © 9y
T N oo

ifu "u U

for the case that the matrix is given in terms of atom frac-

tion Ni/N or, equivalently,

UI

B = (3.16a)

Py ° My

1T + %
itu Pu " Mo
if the matrix is given as mass fraction Di/DU of uranium.
pi/pU are the mass ratios, Ni/NU are the atom ratios, ”i and ”U
are the mass attenuation coefficients, and oy and oy are the
photon attenuation cross sections for matrix material i and
uranium, respectively. The summation extends over all matrix

elements 1.

If the U308 Reference Samples are used for the calibration

of the enrichment assay system, then the 235U enrichment val-

ues measured from unknown samples with different matrix com-
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position need to be normalized relative to U308:

enr = enr . . oired ° CMa ’ (3.17)
where CMa denotes the normalization factor. This implies, of

course, that the matrix of the samples under assay must be

known in order to permit the necessary corrections.

The matrix correction factor CMa has been separated into
three terms that account for the three major contributions to

matrix attenuation, namely

1. different uranium compounds and
stoichiometry variations,

sample impurities, and
3. moisture content:

CMa - Ccompound ’ Cimpurity ’ Cmoisture’ (3.18)

Examples of the various types of gamma-ray attenuation by
matrix material are described in the following three sections

in more detail.

3.3.17 Uranium compounds and stoichiometry

The matrix attenuation factor B has been calculated for
some typical uranium compounds. The B values are listed in Tab-
le 3.4 together with the expected change of the 186 keV gamma-
ray counting rate relative to U308’ The corresponding uranium-

compound correction factors

8 o 99
T 3 0
c = B(X) = U 2 (3.19)
compound B (U308) Ni(X)°oi
1T + & ————
NU(X)-GU
ity

which normalize the gamma response of the sample material X to

that of U304, are also given in the Table (notations in eq.3.19
are the same as for eq. 3.16). The attenuation cross sections ©

are are taken from Tab. C1 in Appendix C.
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Note: Since the values of the correction factors given in Tab. 3.4
are based on atomic cross sections with stated errors in the order
of 5 %, it is recommended to verify experimentally the correction
terms, particularly, if materials other than uranium oxides are

measured.

Table 3.4 Matrix attenuation factors, matrix correction factors,
and relative change of the 186 keV gamma-ray counting
rate for some uranium compounds

(U3O8 used as reference)

Uranium Matrix attenuation Relative change Matrix correction
compound factor B of 186 keV gamma factor

counting rate Ccompound
U metal 1.0000 + 1.51 % 0.9849
UO2 0.9886 + 0.38 % 0.9962
U308 0.9849 0 (reference) 1
UF, 0.9750 - 1.00 % 1.0101
UF, 0.9630 - 2.22 % 1.0228
Uranyl nitrate 0.9098 - 7.62 % 1.0825

UOZ(NOB)Z-GH 0

2

As can be seen from the Table, different chemical sample
composition as well as different stoichiometry of the uranium
compound change the observed 186 keV gamma-ray counting rate,
and thus the 235U enrichment value derived from it. Hence, both
the type of compound and the stoichiometry must be specified
for samples under assay in order to arrive at valid enrichment

values.

For example, the gamma response of the two uranium oxides
given in the Table differs by 0.38 %, their oxygen-to-metal
atom ratio differs by 33 %. Thus, the stoichiometry of uranium
oxydes is to be known with an accuracy of 10 % if the system-
atic error of the 235U enrichment measurement due to varying

oxygen—-to-metal ratios is to be kept below 0.1 %.




For uranium oxydes with given oxygen-to-metal atom ratios
oM = NO/NU, normalization relative to the U308 Reference Ma-
terial is achieved using the following correction:

r

) = 0.985 + 0.0056 ° r (3.20)

Ccompound (rOM oM

The corresponding correction for uranium fluorides reads

0.985 + 0.0063 « r ’ (3.21)

Ccompound (rFM) FM

where rFM = NF/NU is the fluorine-to-metal atom ratio.

3.3.2 Sample impurities

Minor element concentrations in the sample material will

not affect the enrichment measurement, if the relation

Py
= Wy e << Peom (3.22)
i$U Pcomp P
holds, where pi/pComp denotes the concentration of the minor

element i given as mass fraction of the uranium compound, and p
are the associated mass attenuation coefficients. p values for
typical impurities are given in Tab. C1 in Appendix C. The cor-
responding values for some uranium compounds are listed in

Tab. C2 in Appendix C.

b values vary from 0.15 cm2°g_1 for light matrix material
(atomic number Z < 30) to 1.5 cm?"°g_1 for heavy elements. When
comparing this with the mass absorption coefficient of about

2

1.5 cm ~'c.;:;"1 for uranium, we get a rough estimate for those

cumulative impurity concentrations that should be not exceeded

oo

for assay errors < 0,1

1 mass ¢ of the U compound - for low Z matrix material

0.1 mass % of the U compound for heavy elements.
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The present U308 RM fulfills these requirements [1]. If the
mass fraction of impurities in a sample under assay is greater
than the critical limits given, then their contribution has to

be included in the matrix correction factor for highly accurate

2 . . .
35U enrichment assays. The following correction factor has to

235

be applied to the measured U enrichment value when the assay

system was calibrated with the U308 Reference Samples:

Py oC by
C, o= 1+ ' (3.23)
impurity pcomp‘ucomp
itU

with same notations as in eqg. 3.22.

For example, if the reactor fuel UO2 is poisoned with 5 %
Gd, with the Gd concentration given as mass fraction of the uran-
ium oxide, then the impurity correction factor from eqg. 3.23 is

C. : (5 % Gd) = 1.024.
impurity

To arrive at measurement accuracies of 0.1 % relative for the
235U enrichment assay, the Gd content of the fuel material must
be known with an accuracy of 4 % relative, i.e., the Gd content

in this case should be kept within the limits (5.0 + 0.2) %.

Sample impurities do have a negligible influence on the
measured 186 keV gamma-ray counting rate, when they occur within
the limits specified for minor elements in LWR fuel. An example
of specifications for upper concentration limits of different
chemical elements in a LWR fuel are given in Tab. 3.5 together

with the mass attenuation coefficients at 186 keV and the value

(pi/pU) © by

In the case that all elements given in the Table are pres-
ent in the sample with concentrations corresponding to the
given upper-level limits, the impurity correction factor equals
only to

Cimpurity (IWR upper limit) = 1.0004 .

Thus we find that all impurities together at the upper limit
concentration will change the 235U enrichment analysis result
by only -0.04 % (relative) as compared to chemically pure fuel

material.
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Table 3.5 Example of specifications for upper concentration
limits of impurities in LWR fuel, and mass attenua-
tion coefficients for 185.7 keV gamma rays

(see Appendix C).

Element Upper concentration u, at 185.7 keV (pi/pU)-ui
i level pi/pU L ,
[ppm] [cmeeg '] [cm®eg ']
B 1.5 0.116 1.74 107}
C 100. 0.125 1.25 102
N 75. 0.125 9.38 10
P 25. 0.119 2.98 1072
Mg 50. 0.124 5.95 10°°
al 300. 0.122 3.66 10
si 500. : 0.127 6.35 1077
c1 20. 0.125 2.50 10_0
Ca 100. 0.136 1.36 10
Ti 40. 0.129 5.16 10 2
v 1. 0.130 1.30 107/
Cr 500. 0.135 6.75 10
Mn 10. 0.137 1.37 10_2
Fe 500. 0.144 7.20 1073
Co 6. 0.147 8.82 10
Ni 300. 0.157 4.71 1077
Cu 50. 0.155 7.75 10
7n 20. 0.161 3.22 10
cd 1. 0.321 3.21 107/
In 3. 0.336 1.01 1078
Sn 5. 0.348 1.74 10
Sm,Eu, Gd, Dy 0.6 0.6 3.6 107/
W 50. 0.892 4.41 1077
Pb 20. 1.13 2.26 10_2
Bi 2. 1.17 2.34 10

E (py/py) gy = 4.63 10
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3.3.3 Moisture content

A high moisture content in a sample may contribute to sys-
tematic errors, especially in cases of hygroscopic sample mate-
rial like U02.

U308kreference samples having a very low moisture content, then

When the assay system was calibrated with the

the correction factor for unknown samples with higher water con-

tent is given by the following equation

Y K
c . =1 + water | water , (3.24)
moisture o 1
comp comp
where (pwater/pcomp) is the water content of the sample given

as mass fraction of the dry sample material, and the p’s are
the mass attenuation coefficients of water and sample material
for 186 keV photons.

Using the values of the mass attenuation coefficients for

water and U0, given in Appendix C

2

2°g-1, and

1) 0.139 cm

water

1

uUOz 1.313 cm2°g_1,

we get the moisture correction factor for UO2 which is represent-

ative for most uranium compounds:

o
(00,) = 1 + 0.105 - _water (3.25)

Cmoisture pcomp

Eq. 3.25 shows that the moisture content can reach values
as high as 1 % of the sample material mass before affecting the
measured 235U enrichment by more than 0.1 % relative. If the
water content of a sample is higher than 1 %, a correction must

be applied to the assay result, as given in eq. 3.25.

3.4 Interfering gamma rays

i o e o S Ve i e K ) R W s e W M D R GRS W 0t

Gamma radiation from radioactive nuclei other than 235U
pPresent in a sample is defined as interfering with the 186 keV
radiation when its energy is so close to 186 keV, that it can-

not be resolved by the gamma-ray detector. Thus, the impact of
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interfering gamma lines becomes dependent on the energy reso-

lution of the detector used.

When using a high-resolution Ge detector, we have to ex-
amine an energy window of approximately + 1.5 keV around the
185.7 keV peak for interfering gamma radiation. Note, that also
the background windows required for the determination of the
Compton continuum below the peak are possibly subjected to inter-

ference effects.

The gituation is much worse, if a Nal detector is used.
Typical energy windows are then from 160 keV to 210 keV for
the peak region, and 220 keV to 280 keV for the background
region. Both large windows are affected by interfering gamma

rays.

The gamma interference simulates an additional 235U enrich-
ment (see eq. 2.2). The magnitude and the sign of this bias de-
pend on the radiation properties of the interfering isotope, on
its concentration in the sample, and on the selection of the
counting windows. In order to get an estimate of the gamma inter-
ference term, we assume that the detector‘efficiency and the
photon attenuation in the sample material and in the sample clad-
ding are not depending on the gamma-ray energy within the re-
gions of interest. Then we get the following expression for the

gamma interference C introduced by the radioactive isotope x:

Int
N_ (t) P - b * B
c. . = 100 « % e T T (3.26)
Int NU P235 b B235
. . . ; . 235 . .
where CInt is given in units of simulated U enrichment (in

atom %), NX/NU is the content of the interfering isotope x in
the sample material given as atom fraction of total uranium (all
uranium isotopes), PX and BX denote the cumulative emission
rates (per atom) of those interfering photons whose energies

fit into the peak window and into the background window, respec-
tively. P235 ggg B235 are the corresponding emission rates for
photons from U, and b is the ratio of the integrated back-
ground continuum in both windows. Instead of referring to the

units of atom fraction and emission rates per atom, One may
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equivalently use the units of mass fraction and specific emis-
sion rates (photons emitted per gram isotope) in eq. 3.26. Note

- that the content of the interfering isotope x present in the
sample may decrease or increase as a function of the time t after
chemical purification of the sample material, depending on the
half-life of the particular isotope, and on the half-lives of

its predecessors in the decay chain.

We restrict the discussion of gamma interference effects
in this section to highly purified uranium materials. Then only
gamma rays originating from the decay of uranium isotopes and
their descendants in the decay chain must be considered. The
photon energies and the specific emission rates of all relevant
uranium isotopes within the energy region of interest are sum-
marized in Appendix B of the manual. Note that in recycled ura-
nium materials spurious amounts of other actinides and of fis-

sion products may also contribute to the gamma interference.

A) Interference from the decay of U

> o e o e o T W e e G T WG G G e e e v s a2 g e v e

238

In low enriched uranium materials U is always present

in large quantities. Thus, interference with gamma rays origi-
nating from the decay chain of 238U must be carefully examined.
Especially the decay product protactinium emits many éamma rays
with energies up to 2 MeV. Protactinium grows in from the 238U
decay after chemical purification of the uranium, and reaches

238U about 3 months after separation.

secular equilibrium with
238U

In the equilibrium, the Pa activity is proportional to the

content and thus appears constant for low enriched uranium.

Fortunately, within the 186 keV peak region used with Ge
detectors, only two weak gamma lines with energies of 185.95 keV
and 184.7 keV have been identified. These photons are emitted

from the decay of 234Pa and 234mPa, respectively. The protactin-
ium content in the sample grows in after separation according

to

Pa

0]

(1 - 355 * (1 - exp(-0.029+t)), (3.27)

I
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235U enrichment in atom %, and t is the time

where enr is the
after separation given in days. Assuming that the background
window is free of interfering gamma rays, and using the values
for the specific photon activities given in Appendix B, we ar-
rive at the following estimate for the interference term CInt’
if the measurement is performed with a high-resolution Ge

detector.

Crop(Pa) = (100 - enr) » (1-exp(-0.029+t) + 14107°,  (3.28)

which for low-enriched uranium can be approximated to

CInt(Pa) = 0.001 7(1=exp(—0.029-t) . (3.28a)

CInt is given in units of simulated 235U enrichment (in atom %),

and t denotes the time after separation in days.

Due to interfering Pa gamma rays, "aged" sample material
exhibits a somewhat higher gamma counting rate in the energy
window around the 185.7 keV peak as compared to freshly separat-
ed sample material. This results in a small positive bias CInt
for "aged" sample material. On the other hand, if the assay
system has been calibrated using the "aged" Reference Material,

then the enrichment value of freshly separated material is mea-

sured slightly too low. In this case the 235U enrichment assay
result must be corrected according to

= @ haall O I @ . 3.29

enr,_ .. = enr_ ., * 0.001 exp(-0.029°t) ( )

(enrichment given in atom %, time t in days after separation).

Note, that the protactinium correction given in eg. 3.29
is small and approaches zero for "aged" uranium sample material,
i.e., about three months after chemical separation. The correc-

; , . 235
tion can be neglected (error < 0.1 % relative), if the J en-

richment of the sample material exceeds 1 %. However, thezigsay
result for freshly separated, depleted uranium material ( U

enrichment 0.2 % to 0.3 %) may be biased by about -0.4 % rela-

X

tive without the correction given in eq. 3.29.

When a Nal detector is used for enrichment measurements,
a larger energy range has to be scanned for interfering gamma

radiation because of the lower energy resolution of this type
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of detector. Since many gamma lines with different energies and
different emission rates are observed from the 238U decay in
the energy window of interest, the value of the interference
correction term becomes critically dependent on the selection
of the counting windows (width and position in the gamma spec-

trum), and it cannot be easily predicted.

238

The most intense gamma line from the U decay in the

energy range considered is obserVed at 258.7 keV. It originates

238U descendant 234mPa. If this line is

from the decay of the
included in the background window, and the widths of the peak
window and the background window are approximately equal (b=1
in eq. 3.26), then we expect a negative value for the inter~-

ference correction term C simulating a 235U enrichment of
about =0.003 % to =0.005

negative correction corresponding to eqg. 3.29 must be applied

Int
% for "aged" sample material. Thus, a

" to freshly separated sample material if the assay system has

been calibrated with the "aged" reference material.

Note, that the gamma interference effect will vanish, if
the numeratcr in eq. 3.26 becomes zero. Under certain condi-
tions that depend on the gamma spectrum of the respective in-
terfering isotope, this can be achieved by a proper selection
of the counting windows (width and position). Details of such
a procedure are not given here. A first approach to this type
of window setting may be obtained from eq. 3.26 using the
gamma ray energies and the specific gamma activities of uranium
isotopes and their descendants tabulated in Appendix B of the
manual. Some further aspects relevant to the selection of the

counting windows will be discussed in Section 5.3.

B) Interference from the decay of U

[TV P S A L L L e

The by far most intense gamma line observed from the 237U

decay has the energy of 208 keV, which is relatively close to
186 keV for low resolution detectors. Due to the short half-
life of 237
very high, about 1010 times higher than that of

fore even spurious amounts of 237U (that is always present in

U (6.75 d), its gamma activity per gram isotope is
235
U. There-
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freshly separated recycled uranium material) will falsify the

235 . i
U enrichment assay result obtained with a NaI detector.

In contrast to this, interference effects from 237U are

not expected when a Ge detector is used, and the background

windows are properly selected.

237U decays rapidly. A few weeks after separation its ac-

tivity has fallen below a measurable level, provided its pre-

241Pu has been removed properly during the separation
237

decessor

process. The remaining gamma activity from the U descendants

237 233

Np and Pa can be neglected for measurements with both

types of gamma detectors, Nal as well as Ge detectors.

C) Interference from the decay of

No gamma interference is expected form these isotopes for

both types of gamma detectors.

D) Interference from the decay of

ot et e’ s e e G R i W My e e R St gy e G WA S s S G I i SR W W D

A multi-line gamma-spectrum is emitted from 233U and its

descendants. Four photons with energies around 186 keV are re-

233U and its des-

ported [12] originating from the decay of
233
U

cendant 22%°ac. Due to the long half-life (1.6 10° y) of
the total gamma activity is relatively low. Therefore, gamma
interference effects can be neglected (assay errors < 0.1 % re-

lative) at concentration levels of

233U

=== < 0,005 for Ge detectors, and

235U

233U

s5=— < 0.0005 for Nal detectors.

235U
The concentration limits have been derived from eq. 3.26 using
the specific gamma activities of 235U and its descendants given
in Appendix B. The 233U content of the Reference Samples has

P -5
been determined [1] to be below the detection limit of 5.10 7.
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E) Interference from the decay of 232U

o ) G i e e e e s e R e e ) i o iy S N Y O W e Wi B G W i .

The total gamma activity from the decay of 232U and its
descendants grows in after separation and reaches a flat maxi-

mum about ten years after separation.

No gamma interference is expected for high-resolution Ge

detectors, if the 232U content is below a concentration limit
of about

232U < 0.001

235 ) '

)

and if the background windows are properly selected.

Extreme care must be taken when a Nal detector is used for
235 ‘

the

are emitted from

U enrichment assay, because several strong gamma lines

232U descendants with energies falling into

the background window normally used with NaI detectors. The

232

most intense of these lines originates from the U descend-

ant 212Pb and has the energy 238.6 keV. If this gamma line is
included in the background window, and if assay errors compar-
able to the interference due to the 238U decay are to be
avoided, then the 232U concentration must be kept below a

very low limit:

232

U -10
< 1.5 ° 10 (NN
235U
It has been demonstrated (see Certification Report [1]) that

this condition is not fulfilled for the depleted Reference Sam-
ple and, possibly, for the 4.5 % enriched Reference Sample.

Thus, a bias effect due to the interference from the 232U decay
is expected which is of the order of about 0.5 % and 0.1 % re-
lative for the respective samples, when the measurements are per-
formed with a NaIl detector. It is therefore recommended in this
case to use a background window that does not contain the 238 keV
peak. However, the problem remains if unknown samples are mea-

sured having a higher 232U content than the Reference Samples.

Summing up the content of this section it may be said

that interfering gamma radiations from uranium isotopes other
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235

235U may affect significantly the gamma-spectroscopic U

than
enrichment determination. The interference will not only disturb
the gamma counting rate in the selected 186 keV energy window,
but will also make it difficult to find a suitable energy region
for the determination of the background continuum below the

peak, in particular when Nal detectors are used.

Considering the target accuracy of a few tenths of a per-
cent in 235U enrichment assays, one should keep in mind that
then the peak ratios of interfering gamma rays relative to the
186 keV peak must also not exceed a value of about 0.001 within
the selected counting windows. In routine measurements using
relatively short counting times, such small gamma peaks are often
hidden within the counting statistics, and are not recognized
by the user. Therefore, when setting up a 2350 enrichment assay
system, a careful selection of the counting windows is necessa-
ry to keep the impact of interfering gamma radiation on the assay
result as small as possible. This applies to both types of gamma

detectors, Nal as well as Ge.

Reliable assay results cannot be obtained with NaI detec-
tors, if the sample material contains 237U or 232U. Therefore,
it is strongly recommended to use Nal detectors only if it can
be assured that the uranium material is really virgin, other-
wise the presence of recycled uranium in the sample material

can lead to severe measurement errors.
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4, INFLUENCE OF COUNTING GEOMETRY AND SAMPLE CONTAINER

In the previous chapter we have discussed the properties of
the sample material (sample size, sample composition) which will

235U enrichment assay. This chap-

affect the gamma-spectrometric
ter provides information on the influence of those measurement
parameters that are not related to the sample material itself.
It comprises effects introduced by the geometrical arrangement
of the counting set-up, and by the gamma attenuation within the

sample container wall.

4.1 Collimator-detector geometry

The maximum 186 keV gamma counting rate which can be ob-
served in a measurement set-up is determined by the geometrical
elements, that define the solid viewing angle for the gamma radi-
ation. These elements are the collimator-entrance area, the col-
limator-exit area, and, in some cases, the active area of the
gamma detector. Fig. 4.1 shows some typical collimator-detec-
tor arrangements with varying detector diameters. A cylindrical
form and a common axis are assumed here for both the detector
and the collimator. The respective viewing angles are indicated

in FPig. 4.1 by dashed areas.

It can be seen from the figure that variations of the colli-
mator-detector distance in cases a), b) and c) do influence the
solid viewing angle and, thus, the measured gamma counting rate,
whereas in case d) the gamma response of the counting system is
unaffected by small variations of the distance collimator-to-

detector.

In previous discussions of the "quasi-infinite" sample size
and of the expected 186 keV gamma counting rates we have always
assumed that the active area of the gamma detector is signifi-
cantly larger than the cross section of the collimator, as illus-
trated in case d) of Fig. 4.1. The use of smaller detectors
raises some questions that are of particular interest for 235U

enrichment assays:
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Fig. 4.1 Collimator-detector geometries.

1. Are the "quasi-infinitev sample sizes recommended in
Section 3.1.5 valid for all types of collimator-detec-—

tor geometries considered here?

2. What is the expected 186 keV gamma counting rate in the

various cases?

3. To what extent are the assay results affected by small

variations of the distance between collimator and

detector?

The first question can be easily answered from simple geo=-
metrical considerations. It can be deduced from Fig. 4.1 that the
solid angle, through which the sample material is seen from the
detector, decreases with decreasing detector size and with in-

creasing distance between collimator and detector. Along with




_68_

the viewing angle also the sample diameter will decrease that
is required to provide the "quasi-infinite" sample condition.
Therefore, if this condition is fulfilled for a particular sam-
ple and a particular collimator using a large-area detector

(as referred to in Section 3.1 of the manual), then it is also
satisfied for any smaller detector and any distance between

the detector and the collimator exit plane.

Estimates of the expected 186 keV gamma counting rate and
of the associated counting time required for a particular count-
ing precision will be useful for the design of a new counting
set-up. Note that the approximate counting times given in Fig.
3.7 refer to large-area detectors conly. The counting rates ob-
tainable from smaller detectors can be estimated form an "effec-
tive" counting geometry as indicated in Fig. 4.1. The four typic-
al collimator-detector geometries depicted in the figure are cha-
racterized by the following relative sizes of the collimator dia~-

meter D _ and the detector diameter D .
C Det

a) DDet<DC' In this case the viewing angle is determined by

the collimator entrance area and by the cross section of

the active volume of the detectdr; This geometry corresponds
approximately to a conical collimator with diameters DC and
DDet for the collimator entrance area and the collimator exit
area, respectively. The effective collimator height Heff is
approximated by the distance between collimator entrance
plane and the half-thickness plane of the detector. Esti-
mates of the maximum observable 186 keV gamma counting rate
may be obtained from eg. A23 in Appendix A for conical

collimators.

b) DDet = DC. This counting arrangement forms a counting geo-
metry which is approximately equivalent to a cylindrical col-

limator with a diameter Dc and with an effective collimator

height Heff’
entrance plane and the half-thickness plane cof the detector.

corresponding to the distance between collimator

Eq. A22 in Appendix A describes the geometrical efficiency

in this case.

c) In this case an estimate of the maximum observ-

DDet>DC'
able 186 keV gamma counting rate is obtained from eq. A22

in Appendix A for a cylindrical collimator using the colli-




mator diameter DC and an effective collimator height Heff
that extends from the collimator entrance plane to a level
in between the collimator exit plane and the half-thickness

plane of the detector as indicated in Fig. 4.1c.

d) DDet>>DC' In this case the geometrical efficiency is solely
determined by the collimator dimensions DC and HC' It is ex-

actly described by eq. A22 in Appendix A.

Note that the values of the maximum observable 186 keV gamma
counting rate obtained from egs. A22 and A23 do not account for
the intrinsic efficiency of the gamma detector. Calculations of
the detector efficiency are quite laborious and not very accurate.
In order to get a rough estimate of the really observable 186 keV
peak counting rate, one may use values of about 40 % to 60 % for
the intrinsic peak efficiency of the detector at 186 keV, which
represent an acceptable approximation for the most commonly used

Ge detectors having an active layer of about 2 cm thickness.

Effects of the collimator-detector geometry on the 186 keV
gamma counting rate are illustrated in Fig. 4.2 for two typical
collimators assuming cylinder geometry with a common symmetry
axis for both the collimator and the detector. The graphs are
given as a function of the ratio detector‘diameter/collimator
diameter. The upper part of the figure shows the fraction of gamma
rays reaching the detector as compared to the total number of
photons penetrating the collimator. The "geometrical counting ef-
ficiency" defined in this way increases from about 0 % for ex-
tremely small detectors to 100 % for large—area detectors. The
curves are displayed for 0 cm, 0.5 cm and 1 cm distance between

collimator exit plane and detector surface.

Considerable systematic errors can be introduced to the en-
richment assays by variations of the collimator-detector dis-
tance between measurements due to an unstable mounting of the
collimator. The lower part of Fig. 4.2 shows those variations of
the collimator-detector distance which cause a change of 0.1

in the gamma counting rate. It demonstrates a very high sensi-

oe

tivity of the counting set-up to variations of the detector-

collimateor distance, if the detector area is smaller than the
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collimator area. A change by only 20 pm will affect the assay
result by 0.1 ¢. This extreme sensitivity decreases only slowly
with increasing detector diameter for realistic collimator-
detector distances (see Fig. 4.2). Therefore, precautions must
be taken to keep the distance between detector and collimator

rigidly fixed during the measurements.

In order to reduce the influence of distance variations bet-
ween detector and collimator upon the assay result, it is re-

commended

1. either to use only collimators with diameters being sig-
nificantly smaller than the diameter of the active area

of the gamma detector as shown in case d) of Fig. 4.1, or

2. to fix the collimator rigidly to the detector cap.
(Caution! Do not damage the detector cap or the vacuum

flange of the detector!).

4.2 Photon attenuation in the sample container wall

Gamma~spectrometric 235U enrichment assays have the inherent
advantage that the enrichment can be measured non-destructively
through the wall of a sample container. However, the gamma-ray
attenuation within the container wall has to be corrected for.
This requires strict specifications and control of the container
wall thickness and of the container material as well. This sec-
tion gives tolerance values for the variation of the container
wall thickness, and describes the necessary attenuation correc-

tions.

The attenuation of photons in an absorbing layer with a

thickness d is usually expressed by the relation

A, =e Md (4.1)

where X denotes the linear attenuation coefficient of the layer

material. However, eq. 4.1 describes in a strict sense only the

attenuation of gamma rays penetrating the layer perpendicular to
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its surface, so that this approach is valid only in case of ex-

tremely narrow collimators.

For realistic collimators one has to consider that the ef-
fective pass length of the photons through the container wall
(and thus the attenuation) increases with increasing inclination
angle between the direction of the photon and the axis perpen-

dicular to the wall surface (see Fig. 4.3).

Fig. 4.3
d Path length of gamma rays

through an absorbing layer

This effect causes the effective photon attenuation to become de-
pendent on the angular distribution of the gamma source (here a
cosine distribution) and on the angular acceptance of the colli-
mator-detector geometry. Moreover, also the intrinsic peak ef-
ficiency of the gamma detector depends in most cases on the in-
cidence angle and on the incidence position of the incoming gamma

ray at the detector surface.

Therefore, for highly accurate attenuation corrections one
has to take into account the type and thickness of the container
wall, the collimator geometry, and the type and the geometry of
the gamma detector as well. It is expected that the effective
photon attenuation is higher for wide collimators than for
narrow ones, that it is higher for large-area detectors than for
small detectors, and that it is higher for thin detectors than
for thick ones. Some more details are given in Appendix A. In
this section we first discuss the particular case, in which the
photon attenuation in the container wall is comparable to that
of the Reference Samples, and in which a cylindrical collimator
and a large-area detector is used. Then, an example of an ex-
perimental procedure is given which is generally applicable to

attenuation corrections.




Fig. 4.4 shows the calculated tolerance limits for varia-
ticns of the bottom thickness of a standard aluminium container
that correspond to a change of the gamma response by 0.1 %. The
tolerance limits are displayed as a function of the collimator
geometry given by the ratio collimator diameter/collimator

height assuming a thick large-area detector.

30u Fig. 4.4

Tolerance values for the
aluminium container wall
5@1 thickness as a function
of the collimator geome-
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It can be seen from Fig. 4.4 that for most collimators the
wall thickness of aluminium containers must be known with an ac-
curacy of about 0.02 mm in order to keep the assay error below

0.1 %.

Table 4.1 shows approximate tolerance values for variations
of the container wall thickness and linear attenuation coeffi-
cients for some typical sample container materials, assuming a

maximum effect of 0.1 % on the measured 186 keV gamma response.

Table 4.1 Linear attenuation coefficients and tolerances of the

wall thickness for typical sample container

materials.
Container Linear attenuation Tolerance for
material coefficient at 186 keV container wall
thickness
Polyethylene 0.14 cm_1 0.05 mm
Aluminium 0.34 cm | 0.02 mm

Steel 1.28 cm“1 0.005 mm




- 74 -

These very tight tolerance limits necessitate a careful
determination of the container wall thickness of unknown samples.
The bottom thickness of the set of Reference Samples and of the
empty reference can is specified within the given tolerance

limits.

‘The wall thickness of an unknown container can be measured
with the required degree of accuracy using a high-precision ultra-
sonic thickness gauge. Thickness measurements should be performed
at several positions on the container surface, which is seen by
the gamma~ray detector. If the wall thickness is found to be uni-
form within a few units of the tolerance limits given in Tab. 4.1,
its mean value should be used for the gamma attenuation correction.
Non-uniformities of the wall thickness far outside these limits
will imply complicated correction calculations. Small scratches
on the container surface, however, will not affect the accuracy
of an enrichment measurement, if their cumulative volume can be
considered as very small compared to the total volume of the con-

tainer wall viewed by the gamma detector.

When only aluminium containers are used for the enrichment
assays, and when the difference between the wall thickness dref
of the Reference Samples and the mean wall thickness d of the
unknown sample exceeds the tolerance limits defined above, then
an attenuation correction is required. Eq. 4.2 gives the cor-

235

rection factor C that has to be applied to the U enrichment

WA
value obtained from a measurement in a counting set-up calibrated
with the Reference Samples:

A » DK « (d-d )
C - e Al abs ref (4.2)

xAl is the linear attenuation coefficient of aluminium at 186 keV
(see Table 4.1), d and dref are the wall thicknesses of the un-
known sample and of the Reference Samples, respectively, and

DK
abs
difference of the photon path lengths in the two sample container

walls. DKabs
detectors as a function of the collimator geometry. Note that

is a correction function that accounts for the effective

is given in Fig. 4.5 for two types of large-area
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the correction function CWa is normalized to the reference con-

tainers, i.e., CWa = 1 for the Reference Samples.

15+

| large-area Ge detector
M Loem thick
13

1.2 d
: //Q

- ¢ large - area Nal detector -
11 - > 2cm  thick N

1 2 3 b 5

collimator diameter Dc
collimator height He

differential wall - thickness correction Dkabs

Fig. 4.5 Differential correction function DKabs versus colli-

mator geometry for two types of large-area detectors.

The relative error of the attenuation correction CWa is
i i A
derived from the relative errors ADKabS/DKabS and AXAl/ AL’ and
from the error Ad of the wall thickness determination of the un-

known sample

AC

Wa _ . -
c = DkabS xAl //(d d
Wa

ADkabS)

)29[( A>\Al
ref Dka

2
+ ( )
bs xAl

210y % . (4.3)

The uncertainty in the wall thickness of the Reference Samples is
neglected here. Note that for large corrections the error term
given in eq. 4.3 is dominated by the stated uncertainty [9] of

+ 2 % to + 5 % for the linear attenuation coefficient xAl‘

©
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Therefore, it is recommended to restrict the application of

Eg. 4.2 to small variations of the container wall thickness,
e.g., 1.5 mm to 2.5 mm for aluminium cans, in order to avoid
systematic errors greater than 0.1 %. In this case the error of

the attenuation correction is approximately given by

c = AAl . DKabS e Ad . (4.3a)

If the gamma attenuation in the container wall is signifi-
cantly different from the value found for the 2 mm aluminium
bottom of the Reference Samples, then the attenuation correction
should be determined experimentally by transmission measurements
using appropriate layers of material which is representative for
the material of the sample containers to be assayed. Care must
be taken to provide the "infinite-sample" geometry in any case.
If this condition cannot be met for the Reference Samples (e.g.,
when using thick absorbers), one may utilize a suitable bulk

2350 bearing material in a thin-walled container

quantity of
(e.g., in a plastic bag) as a gamma source, that provides the

"infinite-sample" condition. The use .0of conventional point gamma
sources may lead to erroneous results due to their different an-
gular radiation characteristics (isotope radiation versus cosine

radiation!).

To give an example for an experimental determination of the
attenuation correction in case of a thick container wall: we as-
sume a counting set-up for which the "infinite-sample" condition
for the Reference Samples is violated when a thick absorber is
inserted between collimator and Reference Sample. In this case
the "bulk gamma source" mentioned above may serve as a suitable
radiation source. The transmission measurements are performed by
placing appropriate layers of container material between this
gamma source and the collimator, and by Qetermining the corres-
ponding 186 keV net peak counting rates N from the measured spec-
tra (see Section 5.3). If the thickness of the container wall
for the samples to be assayed is expected to range from dl to
du’ then the measurements should be performed using three differ-

ent layers:
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1. A 2.00 mm thick aluminium layer. This measurement is re-
quired to normalize for the gamma attenuation within the
bottom of the reference cans. N1 denotes the 186 keV gamma

counting rate observed from this measurement.

2. A layer of container material whose thickness dl represents
the lower limit of the expected wall thickness of the sam~-

ples under assay. The observed 186 keV counting rate is N2.

3. A layer of container material whose thickness du corresponds
to the upper limit of the expected wall thickness of the

samples under assay, or a layer in addition to dl whose

thickness corresponds to the range of expected wall thickness

variations. The observed 186 keV gamma counting rate is now

N3.

When the assay system has been calibrated using the Refer-
ence Samples, then eg. 4.5 gives the attenuation correction re-
quired for a sample container made of material X with a wall
thickness d, varying within the range dl < d g du:

N1 eDA . (d—dl)

C (d) = = e v (4-5)
Wa N2
where D)\ is obtained from measurements 2 and 3:
DY = In N2 = 1n N3 . (4.6)
da -4d
u 1

The experimentally determined value DX is only valid for
this particular counting geometry, for this particular container
material, and for this particular range of the wall thickness.
DX corresponds to

DA = A » DKabS

given for the standard aluminium cans in eq. 4.2.

It is recommended to devote great care on these measurements,

because the errors propagate to all following enrichment assays.

The uncertainty of the attenuation correction is derived from
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the relative errors AN/N of the measured counting rates, and

from the uncertainty Ad of the wall thickness measurements:

AC y d-d ‘
Wa AN

ool /(——1 2 =2 1322 L 52 ag)) 2
Wa N1 u 1 N2

a-d '
b (=) 2 B33 2,572 (8a )2 + DR2. (Aq) 2
u N3 : (4.7)

4.3 Container wall deformation and sample positioning
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The considerations given in this Section 4.3 are not intend-
ed to serve as a basis for quantitative corrections. They only de-
scribe the order of magnitude to which variations in the posi-
tioning of the samples, and deformations of the container wall
can be tolerated without introducing a significant loss of assay
accuracy. Note that for "quasi-infinite" samples the spatial dis-
tribution of the sample material will not affect the assay re-
sult, sc that the effects considered here are exclusively caused

by the different gamma attenuation within the container wall.

The tolerance values for variations the container wall thick-
ness given in Tab. 4.1 can be used to arrive at a rough esti-
mate of the maximum tolerable inclination angle between container
wall and collimator surface with reference to a systematic error

< 0.1 %.

If the container wall is inclined by an angle relative to
the collimator surface, then the effective wall thickness to be
penetrated by the 186 keV gamma rays in forward direction in-

creases from d to 4 + Ad (see Fig. 4.6).
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a) b)

Fig. 4.6 Container inclination relative to the collimator

surface.
Thus, using the tolerance value Admax of the wall thickness varia-
tions described in the previous section, the following estimate
holds:
d

emax = arc cos ('aTA—d-——) . (4.8)
max

From this relation we get the approximate inclination angle that
can be tolerated for‘a container with a 2 mm thick aluminium wall
(at the level of 0.1 % relative error):

r\} [e]
emax n 57

provided the "infinite-sample" geometry of the counting set-up is

not violated by inclining the container.

From the tolerance value for the container inclination we get,
in turn, a simple estimate of the maximum tolerable deformation
of the container bottom, as shown in Fig. 4.6 for a container of
7 cm diameter and a container wall of 2 mm aluminium. The toler-
able bottom deformation fmax at the 0.1 % error level becomes in

this case:

v 3 mme.
fmax n

This estimate holds for both convex and concave deformations.
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N A Fig. 4.7

Maximum tolerable deformation
of a 2 mm thick aluminium con-
tainer bottom.

fmdx ~ 3mm

A variation of the distance between container and collima-
tor (sample lifting), as well as a shift of the container par-
allel to the collimator surface will not influence the observed
186 keV counting rate provided the "infinite-sample" geometry
of the counting arrangement is preserved in ény case, and the
thickness of the container wall is uniform in the regions view-

ed by the gamma detector.

Although careful sample positioning is not required for very
large samples, this aspect becomes very important when minimum
"infinite-thickness" samples or maximum collimator geometries are
used for enrichment measurements (as discussed in Chapter 3). In
order to assure a proper sample centering with respect to the
collimator axis in those cases, it is useful to insert the sam-
ples to be assayed into a guide ring which is fixed at the colli-
mator surface and which fits closely to the sample diameter, as

shown in Fig. 4.8.

le— ~ 81mm —— Fig. 4.8

guide Guide ring for sample

//,,;——L—ﬁ\\\\ Hng positioning.

Vg

\
collimator




5. COUNTING EQUIPMENT AND DATA ANALYSIS

This chapter describes in a short form the hardware compo-
nents required for enrichment assays, and possible errors aris-
ing from this part of the measurement. It is assumed that the
reader is familiar with the fundamentals of gamma-ray spectrome-
try regarding the electronic equipment and the techniques for
data evaluation techniques. Informations on this subject may be

found in many review articles, e.g., in references [5], [13]1, [14].

A short summary of equipment specifications is given in Sec~-
tion' 5.1 of this chapter. It may assist the user in selecting
the hardware components required for the enrichment-assay sys-
tem. In Section 5.2 the errors are discussed that are caused by
system dead time and pulse pile~up effects, and possible count-
ermeasures are described. Without claim for completeness, Sec-
tions 5.3 and 5.4 give some examples of techniques for net peak

area evaluation and calibration procedures.

5.1 Basic counting equipment

Two examples of a counting equipment suitable for enrich-
ment measurements are given in Figs. 5.1 and 5.2. Fig. 5.1 shows
the minimum configuration, as realized in some commercially avail-
able assay systems. Fig. 5.2 displays an equipment that is close
to the optimum choice for high-accuracy gamma spectrometry. The

user may select his own equipment in between these two extreme

examples according to his needs.

Some criteria for the selection of the various hardware com-

ponents are summarized here in a condensed form:

- Background radiation shielding

Necessary. A shielding of a least 2-3 cm lead around the
detector is recommended. Radiation shielding is particularly

important for in-plant measurements at high ambient gamma-

radiation levels.

- Cadmium filter

Optional. A 0.5 = 1.5 mm thick cadmium sheet between
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sample and detector serves as absorber for low-energy
gamma rays < 100 keV without significantly affecting
the 186 keV photons. The cadmium filter is used to
reduce the total detector counting rate and the asso-
ciated errors (dead time, pile-up). Note: Both the
calibration measurements and the assays of unknowns
should be performed using the same cadmium filter. The
correction factor for bottom-thickness variations dis-
cussed in Section 4.1 requires a slight modification

when a cadmium filter is used (see Appendix A3).

Collimator

The diameter and the height of the collimator must be
selected according to size and material density of the

samples under assay (see Chapter 3).

Caution: The collimator position with respect of the de-

tector must be invariably fixed (see Section 4.3).

Detector (Nal, Ge)

High resolution Ge detectors are recommended for highly
accurate measurements. NaI detectors should not be used,
1f the sample material is suspected to contain recycled
uranium. Detector_area: If possible, the active area of

the detector should be larger than the collimator cross

section.

o s St s ey ¥ o s e M et I D W D A

to be selected for high photon efficiency at 186 keV
and low compton background from high-energy gamma rays.
Rough estimate of optimum detector thickness: 2-3 cm
(lower value for NaI detectors - higher value for Ge

detectors) .

Preamplifier for Ge detectors

Caution: Pulsed feedback preamplifiers contribute to

system dead-time (see Section 5.2).
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- Stabilizer

Necessary for NaI detectors due to instabilities of the
photomultiplier. Possible reference peaks: Internal a-par-
ticle emitter, internal optical pulser, internal gamma lines

of the measured spectrum, or external gamma source.

Optional for Ge detectors. Reference peaks: Internal gamma
lines of the measured spectrum, external gamma source, or
precision pulser. Preferably digital stabilizer in connec=
tion with the ADC.

Alternative: Software correction for lona-term insta-
bilities, if the gamma spectrum is accessible by a com-

puter for analysis of the peak position.

- Pile-up rejector

Recommended in case of high counting rates, particular-
ly for Ge-detector systems. The pile-up rejector re-
duces counting-rate losses due to pulse pile-up.
Alternative pile-up correction techniques are des-

cribed in Section 5.2.

Caution: Pile-up rejectors contribute to system dead-

time (see Section 5.2).

- Multichannel analyzer (MCA) with spectrum display

Recommended for Ge detectors, useful for Nal detectors. A
MCA allows a more sophisticated evaluation of the acquired
spectral data as compared to single-channel analyzers (SCA).
Moreover, the display is very useful for visual checking

of the measured gamma spectrum, and it facilitates the

setting the counting windows.

The FWHM of the 186 keV peak should be 6-10 channels
minimum. Thus, the recommended conversion gain of the
ADC is > 2 K channels for Ge detectors.

Note: The user should follow strictly the advices for ad-
justments of the electronic instruments given by the manufacturer.
This concerns parameters as pole-zero cancellation, baseline
restoration, DC-level adjustment, lower-level discriminator

settings etc.




5.2 Counting losses introduced by system electronics

Both system dead-time and pulse pile-up effects cause
counting losses in the 186 keV gamma-ray peak. Since the gamma-
spectrometric 235U enrichment assay is based on the determina-
tion of the 186 keV gamma counting rate, we have to consider
the problem of counting losses in some more detail. In this sec-
tion some hardware-oriented countermeasures are described that
will help to reduce the problem of dead-time and pulse pile-up.
Also various methods are discussed that allow to correct the

measured 186 keV net peak counts for counting losses.

5.2.1 Dead~time effects
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Counting losseg due to dead-time effects are observed when
the counting system is not ready to accept incoming gamma pulseg
while it is busy with the processing of a previous event. The-
se losses increase with increasing total detector counting rate.
Therefore, dead-time effects must be corrected for in order to
avoid a dependence of the measured enrichment value on the total

detector cbunting rate.

The main components of the electronic equipment that con-

tribute to the system dead-time are:

- the preamplifier (only pulsed feed-back preamplifiers!),
- the pile-up rejector, and
- the ADC.

The counting rate is defined as the number of events per
unit time. To determine a counting rate, one normally registers
the number of events in an event counter, and, simultaneously,
the number of pulses derived from a stable high-frequency clock
in a separate time counter (timer). Since the time distribution
of the incoming gamma events is random in nature, the simplest
and most effective way to eliminate system dead-time effects is
to switch off the running measurement timer during all time in-
tervals in which the various components of the measurement

system are not ready to accept incoming gamma pulses.




As shown in Fig. 5.2, this can be achieved by feeding the
"busy" signals of all components contributing to the system dead-
time into an appropriate input at the MCA, that gates off the
MCA’s measurement timer in the high frequency part of its timer
clock (use, e.g., the anti-coincidence input at the ADC). Note
that in most cases a pulse conditioning of the busy pulses is
necessary (time delay and/or pulse stretching) depending on in-
dividual characteristics of the electronic equipment used. Re-
quired information can be taken from the manuals of the respec-
tive electronic components, or may be obtained from the manu-

facturer of the instruments.

When a complete elimination of system dead-time effects is
not possible, we recommend to correct for these effects by nor-
malizing the measured 186 keV counting rate to the counting rate

in a reference peak as described in the following Section 5.2.2.

Note: In most MCA’'s two operation modes are available: real-
time counting and live-time counting. In the latter case the
"ADC busy" signal is gated automatibally to the system timer.
This eliminates dead-time effects introduced by the ADC. There-
fore, it is recommended to operate the MCA always in live-time

mode .

5.2.2 Pulse pile-up effects
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Pulse pile-up (or random pulse summing) occurs, when the time
interval between two or more succeeding pulses is so short that
the pulses will partly or totally overlap, and the sum of the
pulses is treated as one event by the analyzing system. This
results in incorrect pulse heights being analyzed and register-
ed in the measurement system. Thus, pile-up events involving 186
keV gamma pulses reduce the counting rate within the 186 keV peak,

and consecquently falsify the measured 235U enrichment wvalue.

The distribution of the length c¢f time intervals between suc-
cessive events in random processes is described by Poisson
statistics. According to this distribution the probability of

observing a random coincidence of pulses within the finite pulse-
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pair resolving time T of the system is given by

~2°T*N,

= 1 - e (5-1)

Ppile-up
where N is the total detector counting rate. P gives the frac-
tional loss cf counting rate in the 186 keV peak as a function of
the pulse-pair resolving time and of the total detector counting
rate. In a first order approximation, P will linearly increase

with increasing total detector counting rate N:

Ppile—up = 27N (5.2)
In typical counting arrangements with solid state detec-

tors using Gaussian shaped pulses, the pulse-pair resolving time T

corresponds approximately to the pulse peaking time. This peaking

time is typically by a factor of 2 to 2.5 larger than the shaping

time selected at the main amplifier. As a rough estimate, we ex-

pect from eq. 5.2 that at a shaping time of 2 ps (corresponding

1!

to T = 2¢2.5 us 5 us) the peak counting rate will decrease by
approximately 1 %, if the total detecter counting rate is in-
creased by 1000 counts/s. Counting rate differences of this order
of magnitude may occur, e.g., if freshly separated and aged sam-

ple materials are measured.

Note: The effective pulse-pair resolving time relevant for
pile-up effects with 186 keV gamma pulses depends critically on
details of the shape of‘the main-amplifier pulse, and on the
discrimination power of the ADC for double pulses. The latter,
in turn, is influenced to some degree by the amplitude ratio
of the summing pulses. Therefore, the effective pulse-pair re-
solving time is not an invariable instrument’s constant, but
depends glightly on the form of the measured gamma spectrum,
and on the position of the photo peak of interest in the

spectrum,

There are several possibilities to correct for pile-up

effects in actual measurements:

1. Use of a pile-up rejector

A pile-up rejector supervises the incoming pulse train and

rejects a pulse whenever it detects more than one event in a
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pre-selectable time interval. Because the rejector normally uses
the fast preamplifier pulses as input, it exhibits a much smaller
pulse-pair resolving time (typically 500 ns) than the ADC. There-
fore, when a pile-up rejector is integrated into the analog pulse
processing chain, and its busy signal is properly gated to the
system timer (see Fig. 5.2), the pulse pile-up effects in the mea-
surement system can be reduced to a negligible level. No further
pile-up correction is required in this case. Pile-up rejector mo-

dules are commercially available.

Note: Due to its own finite resolving time the pile~up rejec-
tor does not completely eliminate the random pulse summing. This
should be observed at very high detector counting rates. It should
be considered also that pile-up rejectors can deform the measured
spectrum when they are improperly adjusted. It is therefore re-
commended to test the operation of the pile-up rejector prior to

the final installation using one of the methods described below.

2. Normalization to a reference peak

This technique uses a reference pulse scurce as a counting
rate monitor. Pile-up correction is done by normalizing the net
peak area of the 186 keV peak to the net peak area of the refer-

ence peak.

Note: Similar energy windows for peak- and background-inte-
gration should be used for the 186 keV peak and for the reference
peak, respectively, in order to assure a similar pile-up behaviour
for both peaks. The reference peak can be also used for the pur-

pose of spectrum stabilization.

a) Use of an external gamma_source_with _constant_emission_rate.

When selecting the reference gamma source one should take
care that the energy of the reference line is not too far away
from 186 keV, and that the compton background below the 186 keV
peak is not unduely increased by the external gamma source. The
gamma source shculd be sufficiently intense to keep the error
additionally introduced by the normalization procedure low, i.e.,
the reference peak should preferakly receive more counts than the

186 keV peak.
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Note: A correction for the radiocactive decay of the reference
source 1is required, when a gamma emitter with a short half-life
is used as a long-term stable reference. Extreme care must be
taken to keep the source-to-detector distance fixed (see Sec-

ion 4.3).

Prior to the enrichment measurements the net peak counting rate

N° of the reference peak is determined from the accumulated

ref
gamma spectrum (measurement without uranium sample). In any ac-

tual 235U enrichment assay both the net peak counting rate NTS?S

of the 186 keV peak and that of the reference peak N?i?s

evaluated. From these three counting rates the 186 keV net peak

are

counting rate N185 corrected for pile~up can be derived

N - Nmeas

« C
186 186 Bl ° (5.3)

Note, that the net peak counts N and the net peak counting rate N,

and their respective errors, are related by

N AN AN

Nzn-..—,—-f-:m—-,
LT N N
where LT is the live-time of the measurement. The live-time is
defined as the real measurement time minus the cumulative system

dead=time.

The pile-up correction factor CE1 and its associated error

are given by:
o

- i Nref ] rpneas (5.4)

El 1 T° ymeas '

ref
AC o) meas
AN 2 AN 2

e /(——Efi)» P e < 2 (5.4a)
C (o] Nmeas

ELl Nref ref

where Ngef and N?i?s are the net peak counts in the reference
peak measured without and with an uranium sample during the

meas . o
measurement live-times LT° and LT , respectively. ANref and

AN???S are the associated errors introduced by the net peak area

evaluation.




b) Use_of _an _electronic pulser
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Suitable electronic pulsers with periodic or random trigger-
ing are commercially available. Since the pulse shapes of pulser
pulses usually differ slightly from that of real gamma pulses
generated in the detector, the user should assure himself that
the pileQup behaviour of the pulser pulses is not very different
from that of detector pulses. Pulsers with adjustable rise- and
fall-time are better suited in this respect. A stable pulser fre-
quency and, of course, a highly stable pulse amplitude are re-
quired when the pulser peak is used as a reference peak. It is re-
commended to test these two parameters of a pulser for stability
prior to its installation in the measurement system. Frequency
instabilities of a pulser, or the use of a randomly triggered
pulser, necessitate, in general, the determination of the actual
mean frequency of the pulser. This can be done by counting the
number of pulser pulses during the measurement time in a separate
counter, and by recording the real measurement time. The position
of the pulser peak in the spectrum should be not too far away from
the 186 keV peak (e.g., at V175 keV in case of high resolution
spectroscopy with a Ge detector).

Note: A small error is introduced by the fact that, unlike gamma
pulses, pulser pulses do not sum with each other. This error is
neglected here. In case of switched feed-back preamplifiers the
use of a randomly triggered pulsér may help to avoid possible in-
terference effects between the pulser frequency and the "FET-

reset" frequency.

The pile-up correction (see eq. 5.3) and the associated relative

error are given by:

Lfmeas
CEl =V e ;EEEE_ ’ for a periodic pulser, or
pulser
(5.5)
Ncounted meas
CEl = —E%%EEE— o ngggg , for a randomly triggered pulser,
RT pulser and
AC meas
El AN
C - _ pulser ] (5.5a)
El N eas

pulser




counted
pulser is the
number of pulser events recorded during the measurement real-

time RTMEES

v is the fixed frequency of a periodic pulser, N

in a separate pulser counter. (The corresponding
meas meas

pulser and ANpulser
net peak counts in the reference peak and the associated error,

counting error is neglected here.) N are the

respectively, which are obtained from the spectrum accumulated

during the measurement live-time LTe3s,

3. Correction using total counting rate and pulse-pair re-

solving time

Pile-up effects can be also corrected for according to
eq.5.1, provided both the pulse-pair resolving time of the count-
ing system and the total detector counting rate are known. The
effective pulse-pair resolving time T must be determined prior
to the actual 235U enrichment assays. For that purpose, the
186 keV net peak counting rate and the total detector counting
rate of a representative uranium sample (e.g., of a Reference
Sample) are measured without and with an additional external

gamma source.

The effective pulse-pair resolving time T is calculated from

eq. 5.1¢
NO Src
1n 186 LT
0 SRC
LT Nige
QeT= (5-6)
Src 0
Ntotal Ntotal
LTorC 10
0 Src . d with
N186’ N186 are the 186 keV net peak counts without and wi
external gamma source registered during the measurement
live times LTO and LTSRC, respectively, and
0 Src
detector counts accumulated
Ntotal’ Ntotal are the total detecto ace

S . 0
during the measurement live-—times LT  and LT .

As a practicable approximation of the true total detector
counting rate, the total number of events registered in the MCA

spectrum during the measurement live-time LT may be used.
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Note: When selecting the gamma source, care should be
taken not to appreciably disturb the overall pulse height
distribution of the uranium gamma spectrum by the external
gamma radiation. Furthermore, it is essential that the counting
geometry for the 186 keV gamma rays is not changed between the
measurements. One possible solution to this problem is to apply
the additional gamma radiation through a hole drilled into the

background gamma shielding of the detector.

Once the effective pulse-pair resolving time T is known, only the
186 keV net peak counts and the total detector counting rate must
be determined in an actual 235U enrichment assay. The pile-up cor-
rection according to eq. 5.3 is then given by:

meas

Neotal

‘ 20t pieas
CE1= e ’ (5.7)

with similar notation as in eqg. 5.6.

An error is not given in this case because the uncertainty
of the pile-up correction is dominated by the systematic error
introduced by the determination of the effective pulse-pair re-
solving time T (eqg. 5.6), which is, in general, much larger
than the error due to counting statistics. The author has ob-
served relative deviations of up to 20 % for the T values, de-
pending on the type of the external gamma source used, on its
position relative to the detector, and on the shape cf the mea-
sured gamma spectrum. It is therefore recommended to apply this
pile-up correction technigque only if both the changes of the
total detector counting rates and the variations in the overall

shapes of the measured gamma spectra are moderate.

Which of the above methods for the pile-up corrections is
preferably applied in practice has to be decided according to
the equipment available to the user. It should be mentioned that
the methods discussed under 1.) and 2.) in this sub-section re-
quire additional hardware equipment as, e.g., pile-up rejector,
gamma source or electronic pulser. The technique given under 3.)
needs only the evaluation of the total detectcr counting rate,




which may be easily obtained from the gamma spectrum accumulated
in the MCA. However, due to the difficulties in determining the
effective pulse-pair resolving time, its application should be
restricted to those cases in which the pile-up corrections are

small.

5.3 Net peak area determination

The "enrichment-meter" principle requires the precise deter-
mination of the 186 keV gamma counting rates from the samples
under assay. In order to evaluate the true number of 186 keV
photons from a measured gamma spectrum, one has to remove the
background continuum below the peak, which is mainly caused by
the scattering of higher-energy gamma rays from the 238U decay .
A large variety of methods is available for this purpose, rang-
ing from simple two-window integration up to very complex non-
linear least-squares fitting procedures. The latter techniques

are in general not required for the 233U enrichment assays be-

235

cause in most applications the major U gamma peaks are well

isolated in the gamma spectrum, and no significant interference
is expected from gamma emitters other than 235U, so that complex
unfolding procedures of gamma multiplets are not necessary. How-
ever, this argument is not true for Nal detectors, when recycled
uranium or other ¢gamma contaminants are présent in the sample ma-
terial. The use of high-resolution Ge detectors is strongly re-

commended in these cases.

It is outside the scope of the manual to give a thorough
discussion of the various methods of background subtraction. We
will describe here only three commonly used, simple techniques
for the evaluation of the net-peak area and of the associated
errors due to counting statistics. Prior to this, some general
rules are outlined that apply to the selection of the counting

windows.
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5.3.1 Selection of peak- and background windows
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The fact that we use always "quasi-infinite" samples in 235U

enrichment measurements exhibits an important aspect that is not
generally given for other types of gamma sources: the "infinite-
sample" condition is not only fulfilled for 186 keV photons, but,

235

obviously, also for U photons with lower energies, and it is

approximately satisfied for the few weak gamma lines from 235U
with energies above 186 keV. Moreover, since the "saturation" of
the gamma activity from thick samples discussed in Section 2.2 com-
prises both the gamma peaks and the continuum due to inelastic
gamma scattering, we can expect that the entire gamma spectrum
originating from 235
al to the 235

be noted, however, that with decreasing photon energy the

U (not only the 186 keV peak) is proportion-
U enrichment in case of infinite samples. It should
235

U
gamma counting rate becomes more sensitive to variations of the

sample matrix, and of the container wall.

As background we define that portion of the total gamma spec-
trum (peaks and continuum) which arises from gamma emitters other.
than 235 235U

enrichment. The photons causing background originate from the de-
238

U, and which is therefore not proportional to the
cay of U, from minor uranium isotopes, from gamma contaminants
present in the sample, or from the ambient background radiation.
The amplitude of the background spectrum and, to some extent, its
shape may vary as a function of the sample age, of the sample
size, of the isotopic composition of the sample etc. In order to

arrive at a "true" 235

U gamma counting rate, the background por-
tion must be removed from the total number of events registered

in the gamma spectrum.

In our particular case of thick samplés it is, in principle,
not necessary to restrict the evaluation of the 235U gamma count-
ing rate to 186 keV photons only. Any suitable energy window in
the 235U gamma spectrum may serve for the purpose of enrichment
assays. However, the optimum choice will be an energy region in
the gamma spectrum that provides likewise the best "signal-to-back-

ground" ratio for 235U gamma radiation and the lowest sensitivity

to changes of secondary measurement parameters. In most applica=-




tions both requirements are met only for an energy window around
the strongest 235U gamma peak at 186 keV. Note, that no detailed
peak analysis is necessary. The 186 keV peak just marks the energy
window that provides the lowest counting error. In this modified
sense the terms "net peak"” area and "net peak" counting rate

should be interpreted here.

Simple methods for the evaluation of the net area of the
186 keV gamma peak use only the gross counts measured in two or
three selected energy windows: one window is set around the
186 keV peak, and one or two windows are placed outside the peak
region in order to get an estimate of the background portion
within the peak window. The resulting error of the net peak area
depends on uncertainties of the gross counts in the selected

counting windows.

When selecting the width and the position of the counting

windows, the following criteria should be considered:

1. Minimization of the error due to counting statistics.

2. Low sensitivity to electronic instabilities (gain
shift, zeroc shift, change of spectral resclution).

3. Low sensitivity to changes of the shape of the back-

ground spectrum.
4, Minimization of gamma interference effects.

Which one of these factors will have the strongest effect on
the assay accuracy depends on the properties of the counting
equipment used, and on the sample material under assay. Therefore,
only some general rules for the selection of the width and of the
position of the counting windows are given (the numbers in brack-

ets refer to the afore-mentioned objectives).

Background windows

The width of the selected background windows should be at
least of the same size as the width of the peak window, prefer-
ably larger (1). ’

The position of the background windows should be clearly
outside the peak region in the flat part of the gamma spectrum
(2), but not too far away from the gamma peak of interest (3).

Special care must be observed to avoid gamma interference from
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2
35U (4) (see Section 3.4 and Tables in

isotopes other than
Appendix B).

235U photons in the background

Note: The presence of
window(s) will not introduce a systematic error into the enrich-
ment assay. It only increases the random error in the determina-
tion of the net peak area. In particular, when using a Nal detec-
tor it may happen that no suitable background window can be found
on the high-energy side of the 186 keV peak due to strong gamma
interference effects. In this case one may use a background win-
dow at the low-energy side of the peak at the expense of an in-

creased random error of the net peak counts.

Peak window

The position of the peak window in a set-up using an MCA
should be selected in such a way that the channel contents at
the window boundaries are approximately equél (2) . For symmetric
peaks the window limits are then centered around the 186 keV

peak maximum.

The selection of the width of the peak window is always a
compromise between optimum "signal-to-background" ratio P/B (1)
and low sensitivity to electronic instabilities (2). When using
NaI detectors, possible gamma interference effects (4) must be
also taken into account. Table 5.1 shows the tolerance limits for
electronic instabilities at various window widths that must be ob-
served to keep the impact on the assay result below 0.1 %. The
Table also provides error factors for some typical "peak-to-back-
ground" ratios P/B. The error factors describe the increase of
the random counting error as compared to a background-free measure-
ment using a wide peak window. The values given in Table 5.1 are
derivéd from a simple model assuming a purely Gaussian peak form,
a constant background, and equal width of peak- and background

windows.

It can be deduced from columns 5, 6 and 7 in Table 5.1
that the best choice for the width of the peak window with re-=
spect to the lowest random counting errcor would be a width cor-
responding to 1.3 to 1.8 units of FWHM. However, this windéw
setting makes the assay result very sensitive to small drifts
of the peak position and to variations of the energy resolution

(see columns 3 and 4 in Table 5,1). We therefore recommend to
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use a window width of about 2.5 to 3 times the FWHM for the peak.
In case of high-resolution Ge spectra one may consider to include
the 182.7 keV satellite peak from the 2350 decay in the peak

window.

Note: It is a good practice to monitor the position and the
FWHM of the 186 keV peak during the measurements in order to in-

crease the reliability of the assay results.

Table 5.1 Tolerance values for peak shifts and FWHM variations
at the level of 0.1 % assay error, and error factors
given for different widths of the peak window and
different peak-to-background ratios P/B

Widths of peak % of total Tolerable peak Tolerable va- Error factors

window in units net peak shift riation of relative to a
of FWHM area (in % of FWHM) FWHM (%) background-free
measurement

pP/B=0,1 P/B=1 P/B=10

1 76.16

% + 2.4 % + 0.15 % 5.81 2.14 1.28
- 0.17 %

1.5 92.26 % + 3.4 % + 0.29 % 5,85 2.10 1.19
- 0.33 %

2 98.15 % + 5.5 % + 0.80 % 6.33 2.22 1.19
- 0.87 %

2.5 99.68 % + 11 % + 2.92 % 6.95 2,38 1.21
- 3.67 %

3 99.96 % + 23 % + 10.6 % 7.58 2.58 1.25

4 99.999 % + 68 % + 43.2 % 8.73 2,92 1.32

5.3.2 Background subtraction

In this section three simple methods are discussed which
model the background in the peak window from the counts registered
in the background window(s). In contrast to the more elaborate
peak fitting procedures, these methods do not require any know-

ledge about details of the peak form.
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a) Two-window counting

This is the simplest method to evaluate the net peak area
of the 186 keV peak. The "two-window" technique uses only the
gross gamma counts registered during the measurement time LT in
two selected energy windows, one window for the 186 keV peak, and
one window which is representative for the background. The gross
counts can be obtained either from two single-channel analyzers
connected to two counters (as realized, e.g., in the SAM-=2 unit),
or by integrating the channel contents in two energy regions of
the MCA spectrum. In order to get the true 235U signal, we have
to subtract the background portion from the gross counts in the

peak window.

Counts/Channel

Channel

Fig. 5.3 Two-window counting.

As a model for the background part in the peak window we
assume that the background portions in both counting windows are
always proportional to each other (see Fig. 5.9).

Bp = b * B, (5.8)

Note, that the background window needs not necessarily be located

at the high energy side of the 186 keV peak, as given in Fig. 5.3.
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The peak counts are then calculated from

N85S - p - p . B, , (5.9)

where P and B denote the gross counts in the peak~ and background

window, respectively.

When we further simplify the model assuming a constant back-

ground, then the proportionality constant b is given as the ratio
of the widths of both counting windows (see Fig. 5.3):

b Pp By ] (5.10)
r, - r, + 1
The standard deviation of the net peak counts is given in this
case by
ANTS2S = /' p 4 p2 . B, , (5.11)

with same notations as used above.

It must be stressed that the assumption of a constant back-
ground is not a good model for many observed gamma spectra. There-
fore, instead of using eq. 5.10, we recommend to derive the con-
stant b from a calibration run using the Reference Samples. The
constant b is then obtained along with the other fit parameters
a and ¢ from a least-squares fit of the gamma counting rates to

the enrichment values enr according to :

enr = a ° (P - b e Br) + C . (5.12)
Details are given in Section 5.4. The counting rates P and B.
are related to the gross counts P and Br by

. B
P

- = L
P _']T_‘—,:'[" ’ Br - LT [

where LT is the measurement life time, i.e., the real measure-

ment time minus the cumulative system dead-time (see Section 5.2).

Note, that the "two-window" technique described in this
paragraph is based on the assumption that the background por-
tions in both counting windows are proportional to each other,
or, in other words, that the shape (not the amplitude!) of the
background spectrum within the region of interest remains in-
variant for all samples under assay. This condition may be not
fulfilled in case of strong differences with respect to
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- sample size (scattering of 1 MeV photons),
- container wall (photon attenuation),
- gamma contaminants in the sample material, and

- ambient background gamma radiation.

The "three-window" methods discussed in the following are less

sensitive to variations of these parameters.

b) Three-window counting, linear background

This procedure uses the gross counts acquired in the peak
window and in two adjacent background windows on both sides of
the peak (see Fig. 5.4). The gross counts are obtained either by
using three single-channel analyzers and three counters, or by
integrating the channel contents o0f the measured MCA spectrum in

the three regions of interest.

Counts/Channel

Channel

Fig. 5.4 Linear background.

As a model for the background in the peak window we assume
here that the background portions within the three counting

windows are related by a linear function

B = @ ¢« B +f‘0B (5-13)

For notations see Fig. 5.4.
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When we approximate the background by a straight line going
through the midpoints of the two background windows, then we can
calculate the constants e and f from the widths and the rela-
tive positions of the counting windows. Using the notation of
Fig. 5.4 we get

Py ~ Py * 1 Iyt Ty, - Py - op

e = —S— . S (5.14a)
SR H PP PR

g P2 " P VPt Ry T Ty (5. 14p)
Ly ~5yp v mp -yt

The net counts of the 186 keV peak and the standard deviation

are then given by

Nreas - p - p

(5.15)

i
hv)
i

0]
w
i
Fh
o

and

A]_\]meas = ‘/ P + e? o ‘B,Q, + £2 e Br v (5.16)

where P, BQ and Br denote the gross counts in the three count-
ing windows.

Alternatively, the constants e and f can be also obtained
from a calibration procedure using the Reference Material. The
calibration equation that relates the enrichment values and the

observed gross counting rates is given by

enr = a ° (é - e o é% - f o Br) + c ’ (5.17)

with similar notation as used in eq. 5.12.

c) Smoothed step-like background

In gamma spectra obtained from thick samples one observes
that the background at the low-energy side of a gamma peak is
higher than the background at the high-energy side. This effect
is mainly caused by small-angle scattering of the "peak photons"
within the sample material. Gunnink [15] has described a method
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that removes also this portion of the background from the gamma

peak so that only unscattered photons are remaining in the net

peak.
|
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Figs. 5.5a and 5.5b Smoothed step-like background

In general, the small-angle scattering effect has to be taken

into account when peak multiplets are to be analyzed, or when small

samples with varying sizes are measured resulting in varying con-

tributions to the scattering effect. Both conditions are not given

in the particular case of enrichment measurements: the 186 keV
peak is normally well isolated in the gamma spectrum, and the
quasi-infinite sample size causes the height of the "scattering
step" to be always a fixed fraction of the "true" net-peak area.
Therefore, the removal of the scattered 235U photons from the
186 keV peak is, in principle, not necessary for enrichment
analyses. However, the technique for background subtraction des-
cribed in this paragraph makes the resulting net peak area less

sensitive to electronic shifts and less dependent on the posi-
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tion of the counting windows,as can be seen from a comparison
of Figs. 5.3, 5.4 and 5.5b.

In contrast to the methods described before under a) and b)
this technique requires the use of a MCA and of a computer to
perform the necessary calculations and the channel-by channel

background subtraction.

As shown in Figs. 5.5a and 5.5b the underlying model as-

sumes in its simplest form that

- the background continuum is constant, and

- any - still unknown - net counts registered in channel i
scatter a small, constant fraction of its amplitude Nj
into any lower channel j < i, as indicated in the in-

sert in Fig. 5.5a.

The "scattering amplitude" is adjusted in such a way that the sum
of the scattering events plus the constant background fit to the
background in the low-energy window (see Fig. 5.5a). The result-
ing total background appears as a smoothed step below the peak
with a step height proportional to the integral net counts (see
Fig. 5.5b). Since both the scattering amplitude and the net counts
Ni are unknown, the solution of the problem is to be obtained
from an iterative procedure. The iteration equaticn for the net

peak counts Ni is given by

By Br i
‘ B L -2 417 r_-r,+t v
N(\)+1)(i)=Y(i)-2’_%’+1+ 27 2717 . n® ()
21 INT( (x,+r, )/2) L%
1752 . 1 2
> N (x)
2+ 5.18
k=INT( 12 2 +1) ( !
52414.52/ r1+r2

2
for all channels i = INT( 5 +1) oo+ » INT ( 5 ).

Y (i) denotes the content of channel i, B& and Br are the inte-
grated channel contents in the background windows
%
2

r
B = % Y (i = o :
[) i=21 (i), B Z Y (i)
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With window limits 21, 22 and Tqs r2, respectively (see Fig.
5.5b). The function INT returns the integer number closest to
the argument.

When we use the somewhat arbitrary starting condition
N ) =1, (5.19)

then the first iteration step delivers the solution for the
linear background discussed under b). Usually, sufficient con-
vergence of the net count values N(v)(i) is obtained after three

to four iteration steps.

as

The net peak counts NTE are calculated from the net counts

N(m)(i) in the peak window after m iterations

P
yreas _ 5 N(m)(i)

i=p1

(5.20)

with peak window limits Py and P, - Denoting the gross counts in
the peak window by P
P,
P = .E Y (i) '
l=p1

and introducing the following abbreviations

.- L)*y"P17P, . P1*tPy~4=4,
- — ’ - . ’
Qz 21+1 r, r1+1
we get an estimate of the standard deviation of the net peak
counts Nmeas
(%« B, + n* - B )
ANTSES < /é/+ (p - N"€35)2 . 2 4 , (5.21)
(goBQ‘-}-n ° Br)2

with notations given above.

Summary s

The user may select one of the techniques for net peak area
evaluation described in this section, or he may apply more elaborate
evaluation procedures according to his available equipment for data ]

evaluation. It should be mentioned that even very simple methods
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for net peak evaluation can yield highly accurate assay results,
provided the model used for the background below the peak is ade-
quate to the "true" background, and the counting-window parameters
are carefully selected. In many applications the stability of the
counting set-up and the appropriate setting of the width and the
position of the counting windows will enter more critically into
the accuracy of the assay result than the choice of a particular

procedure for the net peak evaluation.

Some MCA's are equipped with programs for net peak area eva-
luation. Care should be taken in this case, when the background
windows are selected automatically, e.g., when only one channel
or a few channels directly adjacent to the peak window are used
for the background determination. This is possibly not the best
evaluation procedure with respect to counting precision and

measurement accuracy.

Note: The various techniques for net peak evaluation dis-
cussed in this section will, in general, result in different net
peak counting rates obtained from the same gamma spectrum, because
the "net peak" areas contain different portions of the total 235U
gamma spectrum, e.g9., including (method a) or excluding (method c)
the small-angle scattering portion of the 186 keV photons. Also
the choice of the counting windows will influence the resulting
net counting rates. However, once a particular evaluation technique
is selected and the window settings are fixed, then we can expect

that the net peak counting rates obtained from the samples under

235

assay are always proportional to the "pure" U gamma counting

235U enrichment. Obviously, the calibra-

rates, and, thus, to the
tion constants will differ for various methods and various windows
settings. Therefore, any change of the data evaluation technique

and/or counting parameters requires a recalibration of the count-

ing systemn.
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5.4 Calibration

D i e R o b G

It has been shown in Section 2.4 of the manual that gamma -
spectroscopic measurements of the 235U enrichment cannot be per-
formed at the desirable accuracy level on an absolute basis.

235

Therefore, highly accurate U enrichment measurements are usual-

ly made relative to reference samples with well known 235U en-
richment values. The calibration of a measurement system is de-

fined as a procedure consisting of four steps:

1. The measurement of the reference samples in the counting

setup that is to be calibrated.

2. Formulation of a mathematical model that relates the response

of the measurement system (186 keV gamma counting rate) to

the parameter of interest (235U enrichment) .

3. Determination of the parameters of the model from the mea-
surements.

4. Determination of the standard deviations of these para-
meters.

With the set of calibration parameters it is possible to
determine the 235U enrichment of an unknown sample from a gamma-
spectroscopic measurement, using additional informations about
wall thickness, matrix composition etc. It is essential, that
also the error limits of the predicted enrichment value can be
obtained, gince, in general, a measured value given without an

error estimate is only of limited value.

In this section a calibration procedure is described that
assumes a linear relation between the 186 keV gamma counting

235U enrichment. The calibration constants and

rate and the
their standard deviations are derived from a least-squares fit
taking into account that both the gamma counting rates and the
enrichrent values are subject to errors. Also some hints are

given how to test the quality of the fit.
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5.4.1 The calibration equation

Under well defined conditions, as described in the previous
chapters, the relation of the 186 keV gamma counting rate Nmeas

and the 235U enrichment enr can be expressed by

_ . .gleas | . .
enr = a°N CMa CWa CEl + CInt (5.22a)

where the C’s denote the correction terms for matrix attenuation,
container wall attenuation, counting rate losses and gamma inter-
feren?e; respectively, described in Sections 4.1, 4.2, 4.4 and
5,2, NTeas is the observed 186 keV net peak counting rate, and

a is a proportionality factor that is determined from the cali-

bration experiment using the Reference Material.

When the "two-window" technique is used for the determina-
tion of the 235U enrichment, the 186 keV net peak counting rate

is not evaluated explicitely. Eq. 5.22a is then modified to

enr = (a.Pmeas

meas _ .
) CMa CWa CEl + CInt' (5.22b)

+ beB
émeas and émeas are the observed gross counting rates in the
peak- and background window, respectively. In this case the
parameters a and b are determined from the calibration run using
the Reference Material. Note that in eq. 5.22b the same photon
attenuation corrections CMa and CWa are used for both windows.
This approximation is acceptable if the mean energies of the

two counting windows are not very different, and/or if the at-

tenuation corrections are small.

The correction factors CMa and CWa’ as defined in this
manual, are equal to 1 for the Reference Material, i.e., for

U308 samples contained in the reference cans with 2 mm alumini-

um bottom. The calibration equations for the Reference Samples

are then given by

enr = a.Nmeas . CEl + CInt ; (5.23a)

and . .
meas .Lmeas, |

(aeP + beB ) CEl + CInt' (5.23b)

Il

enr
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To further simplify the notation, we define the counting

rates corrected for electronic losses by

N = : N'%% . ¢

El !
S - . pheas |
P=2:P CEl ’
~ - . plieas |
B=:B CEl ’

and change the notation for the enrichment and for the gamma inter-

ference term to

Int

Then we finally arrive at the equations

{]

E a*N + C ’ (5.24a)
and

E a*P + beB + C , (5.24Db)

il

which present in a compressed form our assumed linear model for
the relation between the 186 keV gamma counting rate and the

enrichment value.

An estimate of the gamma interference term C can be ob-
tained from eg. 3.26 in Section 3.4 using the Tables in Appendix
B, provided the relative abundances of the isotopes producing
the interference are known. This requirement is met for the Re-

ference Material.

The interference term C can be also treated as a free pa-
rameter in the fit procedure. The comparison of the fitted val-
ue and the expected value of C may then serve as an indicator
of the goodness of the fit or of the validity of the underly-

ing linear model (see Section 5.4.4).

Once the gamma interference term C is known (or, if it can
be forced to zero by a suitable selection of the counting win-
dows (see section 3.4)), we arrive at the homogeneous form of

the calibration equations

E'" = E - C = aN P (5.24c¢c)




and . .
E' = E - C = a*P + beB ., (5.244)

If the parameters of the "three-window counting" technique
are determined from the calibration procedure (see eq. 5.17),

then the corresponding calibration equations are given by

E = a*P + e*B,+ f*Br + C ’ (5.24e)

2

and .

L L = -. o
Ef= E C asP + e Bz + f Br . (5.24f)

We restrict the further discussion on eqgs. 5.24a and 5.244.
However, the considerations outlined in the following sections

can be easily transferred to other cases.

5.4.2 Observation errors

The corrected counting rates N, P, B of the Reference Sam-

ples are products of the form

gy - glmeas |
N =N Coar, P (5.25)

In the more general case of samples with a matrix composition

and a container wall which differs from that of the Reference
Samples we get

v - gmeas | . .
N =N CMA CWa CEl . (5.25a)

It should be noted that besides the random error ANmeas introduced

by the random nature of the radioactive decay, also the uncertain-
ties of the various corrections will contribute to the total error

of the net peak counting rate N. Therefore, the standard deviation

of N is given by

. . g C 2
N ° //(Aﬁfiii)z + (A;El)

AN = \ , and (5.26)
Nmeas El
. . ‘meas 2 \C.. 2 A C 2 C 2
AN (A™M (2 fa
AN = N e ‘/(—,—rn—é—ag) + ( C a) + (_C_WE) o+ (A_CE) ’ (5-26&)
N Ma Wa B,

respectively. The various error components are discussed in the
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Previous sections of the manual. We have assumed here that the
individual error contributions are not correlated, which is a
reasonable approach, since the varioﬁs corrections are based on
independent cbservations. Similar equations apply to the stand-
ard deviations of the counting rates ﬁ and é, which are omitted
here.

We have to consider that also the enrichment values of the
reference samples determined by mass spectrometry are subject to
errors. When using the Reference Material EC~-NRM-171/NBS-SRM-969
as calibration standards these errors are negligibly small, but
in general they must be included in the error analysis. Note
that the enrichment uncertainties of the RM are given in the cer-
tificate at the 20 level or 95 % confidence level. Since in our
data analysis we refer to the standard deviation AE or its
square, the variance var (E), those values must be divided by a

factor of 2.

It should be noted that the stated enrichment uncertainties
comprise random and systematic errors as well. That porticn of

235

the systematic deviations between the true U enrichment and

the quoted mass-spectrometric values which appears as offset or

235

which is proportional to the U enrichment, is not recognized

in our error analysis,since we fit the data to a general linear
relation between gamma counting rate and 235U enrichment. This
part, if identifiable, should be removed from the stated en-
richment error prior to entering into the data evaluaticn pro-
cedure described below, and should then be added to the final

enrichment error.

We assume that a set of n reference samples has been mea-
sured in the counting set-up to be calibrated, and that the
necessary corrections have been applied to the counting rates.
The result of the calibration measurements is then a set of n
pairs of cbservations (Ei, ﬁi), or, in case of the "two~window
?ounFing" technique, a set of n tripels of observations (Ei,

Pi’ Bi)' Each of these observations has its own individual error.
In our data analysis we make the following assumptions for the

structure of the observation errors;
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1. The errors of each observation are randomly distributed

with zero mean around its (unknown) true value,

2, The errors in all observations are independent and not
correlated.
3. The standard deviations (or the corresponding variances)

of all observations are known:

var (Ei) = (AEi)2
var (&i) - (A&i)z
var (éi) - (Aéi)z
var (Bi) = (ABi)2

Note: This approach does not account for systematic errors
and those random errors that have not been identified, or that
cannot be easily quantified in real applications, as, e.g., en-
vironmental conditions, sample positioning, inhomogeneity of sam-

ple enrichment, etc.

When determining the gamma counting rates one should try

to eliminate, whenever possible, known systematic deviations by

a careful experimental design and by using the various correc-
tion terms that are to be applied to the measurements with both
the reference samples and the unknown samples. This procedure
should be preferred to the introduction of non-linear terms in

the calibration equation.

In order to assess unidentified random errors of the cor-

rected gamma counting rates it is useful to repeat the cycle

of calibration measurements several times, to calculate the
standard deviation of the measured counting rates for each re-
ference sample, and to compare it to the error estimate obtained
from a single measurement. A disagreement between the two values
may indicate that the error estimates are wrong. Comparing the
counting rates obtained from calibration runs performed at dis-
tinct times will also help to check the correctness of the as-
sumed errors. Though time-consuming, the validation of the error
estimates is strongly recommended, in particular, when a new count-
ing set-up is used, or when relevant measurement parameters are

changed.
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5.4.3 Solution of the linear least-squares fitting problem

Several solutions to the problem of linear least-squares
fits are reported in the literature for our case that all ob-
servations are subject to errors. Two recent publications are
related to this problem [16, 18]. Also the FORTRAN program

"COMFIT'’ [19] is available for use on main-frame computers.

The solution given in this section is a simple linear ap-
proach that will run on small computers or even on programmable
pocket calculators. For the user’s convenience a program examp-
le written in ’'BASIC’ language is added to the manual in Ap-

pendix E.

The calculation of the fit parameters and their associated
errors 1s demonstrated in this section only for the calibration
egs. 5.24a and 5.24d discussed in Section 5.4.1. The other cases

can be derived following the same procedures as given below.

We recall the assumptions required for the validity of our

data evaluation model:

1. The relation between observed counting rates and 235U enrich-
ment is linear
E=a-°+*N+2C ' (5.24a)
E=ae+«P+b B . (5.244)
2. The observations E, N, and E, P, B, respectively, are made

with independent errors.

3. The variances of all observations are known.

In éase that one of the conditions is not satisfied, a more
elaborate data evaluation will be necessary. A thourough dis-
cussion of these problems is given in [17]. Note that the so-
lution described in this section is identical to the "maximum
likelihood" estimate, when the errors follow the normal distribu-

tion.
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a) Solution for the calibration equation E = a « N + C

We assume that n calibration measurements have been per-
formed using n different reference samples i. We then have n
pairs of observations (Ei, ﬁi) and'the estimates for the cor-
responding variances var(Ei), var(Ni). We define the residuals
A, as

1

Ai = 3 Ei - a ° Ni - C ’ (5.27)

and the generalized weight factors [18] G, as

1

2, .
var(Ei)+a var(Ni)

G, = ¢ (5.28)

1

According to the principle of least-squares fitting the fit
parameters a and C are determined in a way that the sum of the
weighted squares of the residuals becomes a minimum:

n 2 .

121 G, ° Ai = min ’ (5.29)
where the summation is performed over all n measurements. In the

following equations we omit the summation limits.

Setting the partial derivatives with respect to the para-

meters a and C equal to zero:

3G, | 843

) 55 o A v 16 530 (5.30)
3A2

LG » =55 =0 . (5.31)

delivers a system of linear equations for a and C:

i

‘ o . . . . . | ..' .
a*[Z GiNi )y var(Ni) GI Ai] + CeZ GiNi n GlElNl (5.32)

i

ae % GiNi + C*T Gy Z GE, . (5.33)

Introducing the abbreviation DET for the determinant of

the coefficient matrix of the parameters a and C:

- ._ N 2A27 o .2 .4
DET = % G; [Z G;Ni - % var(N;) GjAjl (2 G;N,)* (5.34)
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the solution of the system can be written as

= 1 N, -  2G.N
a = ggg (2G;E;N,*XG, - IG,E, *LGN,) (5.35)
:—.1_..»“ .2_ y 2A2).6 - .. g -
C = pgr [(2G;N] - Ivar(N,)GiA})<IG,E, LG E,N, *IG,N, ] (5.36)

Note that Ai and Gi still depend on the unknown parameters
a and C. Inserting a and C will lead to a system of high order
equations in a and C which cannot be solved analytically. Instead
of this one can get the solution from an iterative approach. The
iteration procedure is given below in a schematic form. Simple

arbitrary starting values are used.

1) Start values Gy and Ai:
el -1, a0 oo (4 = 1,..., 0). (5.37)
i i
2) Solution for a and C (Iteration steps v = 0, 1, ....)

DET(V44)=: ZGiv)'{ZGiv)& - Zvar(N )[G(v)] [A(v)] b - [Zciv)&ilz

(5.38)
(V1) 1 o . V) _ gaW My 5.39
a vt EE}75:73 [Zci E;N; Zci ZGi Eg Zci Ni_ ( )
(\)+1)__ 1 (\)).2 - (V) A(\))] )e ZG(\)) -
C = EEETGITS-[(ZG' N, Zvar(N )[G ] [
(5.40)
- ZG( )E N N °ZG(V)N‘}
3) Refined values Gi and Ai
VD | 1 (5.41)

i ! .
var(Ei) + [a(”+1)]?fvar(Ni)
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_ a(\)+1) ﬁ _ C(v+1) (5.42)

alv¥1) g .
1 1 1

Iteration steps 2 and 3 are repeated until convergence is
achieved. Under normal conditions the iteration converges

quite rapidly, three to four iteration steps will be sufficient.

Estimates for the variances of the fitted parameters a and
C are obtained from the reduced cofactors of the coefficient

matrix of the parameters after m iteration steps:

(m)
T G,
var (a‘™y = e (5.43)
pET '™
(m), _ 1 [ (m) %, y (m) ;2 <m)z]
var (C ) = ————— |2 G, N2 = % var(N,)I[G., "1 [A7]
DET(m) i i i i i )
(5.44)

Note, that the parameters a and C are correlated. We have there-
fore a non-vanishing covariance term:

(m) . (m) -z o™ Ny

m)octmy o (5.45)

(m)

covi(a
DET

The quantity w? may be used as an indicator of the quality
of the fit (see Section 5.4.4). It is the xz value devided
by the degrees of. freedom (DOF):

. 2 2
2 X - 9 {(m) (m) . 5.46)
w* = 56F T gmz T G (AT - (
\ 235 .
The best estimate of the U enrichment of an unknown

sample from the measured 186 keV peak counting rate NU and its

associated variance var(NU) is then given by

Foalm g v : (5.47)

and the estimated standard deviation of this value is
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AE = //%(m)z-var(ﬁU) + ﬁuz-var(a(m)) + Z-QU-cov(a(mz C(m)) + var(C(m)),

(5.48)
where the first term in eq. 5.48 represents the error intro-
duced by the measurement of the unknown sample, and the re-
maining three terms represent the calibration error. Note that
the variance of the counting rate comprises the error due to
the net peak area evaluation as well as the errors introduced
by the wvarious corrections (matrix, container wall, counting

rate losses).

b) Solution for the calibration equation E = a<P + b+B

We assume again that n calibration measurements have been
performed using n different reference samples. Then we have a

set of n obkbservation tripels (Ei, P Bi) with the associated

il
variances var(Ei), Var(Pi) and var(ﬁi). We proceed as in case
a) discussed above, giving only the main equations and suppres-

sing corresponding comments.

Residuals Ai:

Ai = Ei - a°Pi - b~Bi (5.27a)

Generalized weight factors Gi:

G, = - e : :  (5.28a)
1 var(Ei)+a -var(Pi)+b 'var(Bi)

Least-squares fit principle:

n 2 ) )
X G,°A = min (5.29a)
i=1 * 0t

Setting the partial derivatives with respect to the para-

meters a and b equal to zero

' 2
3G, A"
— i 52 i _ (5.30a)
PTaa b v PGt 0




e AV + & Gi o =0 ' (5.31a)

delivers a system of linear equations for a and b:

° °

. 2 . 5 2 . .
ae (2 GiPi z Var(Pi)GiAi) + beX GiPiBi GiEiPi’ (5.32a)

il
™

GiEiBi’ (5.33a)

I
[Na

- "5 . 5 9
e ¥} ® o 3 -
aey GiPiBi + be (3 GiBi X var(Bi)CiAi)

Since both Gi and Ai still depend on a and b, the system of

equations is solved by iteration:

1) Start values Gy and Ai:
=2 1, 2/ =i 0 4= 1,00 (5.37a)
2) Solution for a and b (v = 0,1,...)3s

(v+1) (v)] [A(v)] .

DET =: [z G(V) ? -5 var(P ) [G

. (V)52 . (V) 2., (V),2
« {2 G, 'B] - % var (B,) [G] ] [Ai 14}

iz cMp B.12 (5.38a)
1 1 1

1 , V) M2 _ 5 (v),2 A\» 2y _
a(v+1) _;§33177‘[? G Ey P «{z Gy var(B )[G 171

M) g F ™ p g 5.39
-G BB LGy PiB;} ( a)

(v+1) _ 1 AV) IR V2 _ (v)2 hn 2

_ (V) o 2 Vg -
I G, o
i ByPieI G;UVP B, . (5.40a)
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3) Refined values Gi and Ai

(v+1) _ 1
Gy B (Vv+1) .2 . (v+1),2 .
var(Ei) + [a 17 evar(P,) + [b ] evar (B,)
i i
(5.41a)
T O LT (5.42a)

Repeat iteration steps 2 and 3 until convergence is achieved

(normally three to four iteration steps will be sufficient).

Variations and covariance of the fitted parameters a and b
from the reduced cofactors of the coefficient matrix of the

parameters after m iteration steps:

var (a ™= SE%TET i% Gim)éf'— p var(éi)[Gém)]z[A;m)]%_ (5.43a)
(m),_ 1 L (m)o2 - (m) 2, (m) 2]
var (b )= EE;TET L? Gi Pi T var(Pi)[Gi ] [Ai ] | (5.44a)
-z cm™p p
covia ™ pmy - i 14 (5.45a)
per (™

Indicator of the quality of the fit w? (see sub-section 5.4.4):

o ox* .01 (m) (m) 2
w? = %= = ——= 3 G} (a7

DOF n-2 (5.46a)
(DOF = degrees of freedom)
, 235 .
The best estimate of the U enrichment of an unknown

sample from the measured counting rates PU in the peak-, and
BU in the background window with corresponding variances
Var(PU) and var(BU) is given by:

E = a(m)-PU + b(m)-BU , (5.47a)
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and the estimated standard deviation of this value is

AE= Vg(m)zvar(éu)+b(n02var(gﬁ)+§§var(a(hu)+2§UéUcov(a(mZ (m))+ﬁévar(b(m))
(5.48a)

The first two terms of eq. 5.48a represent the errors introduc-
ed by the measurement of the unknown sample, the remaining three
terms represent the calibration error. Note that the variances
of the counting rates comprise the errors due to the counting
statistics as well as the errors introduced by the various cor-

rections (matrix, container wall, counting rate losses).

Remark:

The solution of the least-square fit problem for the other
calibration equations discussed in Section 5.4.1 is left to the
user. Note that, in general, all fit parameters are correlated to
each other. Therefore, besides the variance terms, three or six co-
variance terms will appear in the egquation of the error estimate

cf the 235U enrichment (corresponding to egs. 5.48 and 5.48a) in
case of three or four calibration parameters, respectively.

5.4.4 Test of the quality of the fit

The quality of the fit can be tested by various statistic-
al methods. The measure mz, as defined in egs. 5.46 and 5.46a,
may serve as a suitable test statistics. It tests the hypothe-
sis that the deviations of the data from the fitted straight
line are in agreement with the estimated standard deviations
of the observations. The w?2-test statistics is tabulated in
Table D1 in Appendix D for various degrees of freedom at se-
lected probability levels. If the measured data and the as-

sociated errors are consistent with the assumed linear model,

2

then we expect w” values around 1 (see Table D1). w? values

which are significantly smaller than 1 indicate "too good"
data, i.e., the deviations from the straight line are smaller
than the quoted uncertainties. The error estimates may be

too large in this case. Unlikely high w? values indicate
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that either the assumed linear model is not adequate, or that

the quoted errors are underestimated.

Numerical examples of two calibration runs are given in Ap-

pendix E. The w? values of the two data sets are:

Data set I Data set II

w? = 0.64 w? = 15.76

The first data set is in good agreement with the assumed linear
model within the quoted error limits. In contrast £o this the
very high w? value of the second data set indicates that our
model is highly suspect in this case. This may be caused by non-

linear effects or by unrealistically low error estimates.

In order to further investigate the structure of the devia-
tions it is very useful to make a plot of the residuals or,
equivalently, of the relative deviations from the fitted
straight line, so that one can inspect visually the distribu-
tion of the deviations. Figs. 5.6a and 5.6b display the rela-

tive differences between the stated mass-spectrometric 235U en-
richment values enr?M and the fittedv235U enrichment values
Fit
enr, " ":
Fit RM
enry - enry
lefI g = M e 100 , (5.49)
enr

for the two sets of calibration data given in Appendix E as a

235

function of the U enrichment. The error bars represent the

assumed relative error of each measurement

Err, % = 100, V 1 (5.50)

with the generalized weight factor Gy defined in eq. 5.28. The

Figs. 5.6a and 5.6b also give the confidence limits of the re-
lative calibration error at the 10 level. Note that here and in
the program example given in Appendix E the final variances and
the covariance are multiplied by w?, and that, accordingly, the
confidence limits of the fit are multiplied by w. Though this

approach is not justified by our model which assumes known va-

riances in all observations, it may provide more realistic error
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estimates in case of a bad fit, as, e.g., for the calibration
data set II.

\
06% | 0.6%[ \ :
a) data set 1 \ b) data set I
g 04% | 04%f |
02% |- 02%F N0 *

relative deviation from fitted

—02% Y -02% | | //’ +
!
-04% F ~04%
/
_06% | -06% ||
[ 1 ] L { ] i i i 1 1 }
0% 1% 2% 3% L% 5% 0% 1% 2% 3% L% 5%

235 enrichment

Figures 5.6a and 5.6b
Relative deviations of measured 235U enrichment values
from the fitted straight line. The dashed lines indicate
the confidence limits of the relative calibration error
at the 10 level.

The visual inspection of the relative deviations and of the
associated relative errors plotted in Fig. 5.6a gives no indi-
cation that our assumed linear model is suspect or that the
error estimates are wrong. In contrast to this, Fig. 5.6b demon-
strates an unsatisfactory calibration, as expected from the w?
test. The pattern of the deviations suggests that the linear
model is not in a good agreement with the measured data in this
case. There seems to be a non-linear component in the relation
between the 186 keV net peak counting rate and the 235U enrich-
ment. Such non-linearities may arise, e.g., from uncorrected
pulse losses (see Sections 5.1 and 5.2), or from a non-adequate

technique for net peak area evaluation (see Section 5.3). Note
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that strongly underestimated random measurement errors may also
be responsible for a bad calibration result with abnormally high
w? values. A careful check of the counting equipment, a thorough
examination of the data evaluation procedures, and repeated cali-
bration measurements may help to identify and to remove the
sources of the systematic deviations. The user should be warned
not to try to remove the deviations by introducing non-linear
terms into the calibration equation. This may lead to erroneous
enrichment measurements when the non-linearity is not a unique

function of the 235

U enrichment, but is caused, e.g., by varia-
tions of the total counting rate, which can be significantly dif-

ferent for the Reference Samples and the unknown samples.

In case of inhomogeneous calibration equations (see Section
5.4.1) the comparison of the fitted offset C with the predicted
gamma interference term C can serve as an additional test of the
quality of the fit. The predicted value of C for aged sample ma-
terial measured with a high resolution detector is about -0.001
(in units of % 235U enrichment, see Section 3.4). The fitted C

values of the two sets of calibration data given in Appendix E

are:
Dataset I Data set II
C=(-0.0018 + 0.008) ’ C = (-10.0042 * 0.0023).

The measure

. - / (Cpit ~ Spredicted)?
)

(5.51)
var(CFit
follows a t- distribution and may be used as a method to test
the hypothesis that the true offset of the calibration line is
- 0.001. The test statistics of the t-test is tabulated in
Table D2 in Appendix D. For our particular calibration examples
both t-values

tI = and | tII = 1.4

will not reject this hypothesis (see Table D2). Though this
test is much less sensitive to deviations from the linearity
than the w? test, it may be useful as a rapid quality check

when unlikely offset values will result from a calibration run.
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Note, that the predicted value of the interference term C
is based on nuclear data [12] which are not known very precise-
ly. Therefore, a careful experimental verification of the gamma

interference effect would be desirable.
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6. USER'S GUIDE: A SUMMARIZING SURVEY

Applications of the 235

U enrichment assay technique are re-
stricted, for principal and practical reasons, to relatively large
samples. From materials presented in Chapter 3 we deduce, for ex-
ample, that about 250 g of low enriched uranium oxide powder are
required for the enrichment analysis, when reasonably dimensioned
collimater sizes are used in order to achieve a high measurement

accuracy within acceptable counting times.

The disadvantage of requiring larger samples, however, is com-
pensated by the benefits of the technique: the response of the en-
richment assay system is almost completely independent of the sam-
ple geometry, the sample density, and the amount of sample material
used, provided the sample is thick enough. In additiqn, the en~
richment is measured non-destructively, requiring no chemical pre-

paration and only minimum handling of the sample material.

The measured enrichment is susceptible to a number of factors.
Possible gystematic errors that may arise from properties of the
sample material, of the sample container and of the gamma counting
arrangement are thoroughly discussed in this user’s manual. When-
ever possible, quantitative correction terms have been given for
the various measurement parameters affecting the enrichment assay
accuracy. In the following Table 6.1 the salient points are sum-

marized for the user’s convenience in a tabulated form.

Three major prerequisites for accurate enrichment measure-
ments deserve to be mentioned specifically. They should be care-

fully observed before starting a measurement:

1. The sample must be thick enough to be opaque for 186 keV

gamma radiation.

2. The sample material must be highly uniform with respect

to the 235U enrichment.

3. The wall thickness of the sample container must be
known precisely to allow an accurate correction for

gamma attenuation.




Table 6.1 Sources of systematic errors in gamma-ray measurements of the

235

U enrichment

(tolerance values are given with reference to a relative error of 0.1 %).

Parameter Effect on'enr}chment Co;rect}on Remarks
determination given in
1. Interfering gamma radia- Small to negligible Sections Effect depends on
tion from uranium isotopes for Ge detectors, 3.3.3 and time after chemical
and their descendants. crucial for Nal 5.4 separation.

detectors.

Nal detectors should
not be used for ana-
lysis of recycled
uranium.

2. Chemical composition of
the sample:

Different U compounds
and stoichiometry

Sample Impurities

Water content

Up to a few %,
usually ccrrection required

Correction required if
impurity mass fraction

> 1 % (matrix of low Z)

or > 0.1 % {(matrix of high 2Z)
cf uranium content

Correction required if

mass fraction > 1 % of
uranium content

Section 3.3.1

Section 3.3.2

Section 3.3.3

3. Sample density

111

No effect for "quasi-infinite
samples.

SZl




Table 6.1 (continued)
Parameter Effect on_enr}chment Co;rect%on Remarks
determination given in
4. Sample inhomogeneities:
Enrichment Assay result is very sensi- Not given in an Correction would re-

Matrix composition

tive to this parameter.
Local variations must be
< 0.1 % relative.

Small influence. Neg-
ligible if local varia-
tions < 1 wt% of uranium
for low Z matrix

analytical form.
(see Section
3.2)

guire exact knowledge
of absclute value and
distribution of the re-
spective inhomogene-
ities. Difficult to
treat mathematically.

9¢zl1

Density No effect for "gquasi”-

infinite" samples

5. Sample size No influence for "quasi- - Recommendations for
infinite" samples. minimum sample size
Significant effects for Not given in an and maximum cocllimator
non-infinite thickness analytical form. dimension given in
geometry (samples too small, Section 3.1 for dif-
collimateors too large, ma- ferent material den-
terial density too low) sities.

6. Sample positioning No effect for "quasi-infinite" - Proper positioning

samples.

required when samples
of minimum size are
used.




Table 6.1

{continued)

Parameter

Effect on enrichment
determination

Correction
given in

Remarks

Sample container:
Wall thickness

Wall deformation

Significant influence.
Thickness must be

known with accuracy

of 20 pm for aluminium
and ~5 um for steel.

Negligible in most applications.

Angle between surface

of collimator and container
not to exceed a few degrees

(v3° to 5°).

Section 4.2

Container wall thick-
ness must be uniform
over area viewed by
the detector.

(see Section 4.3)

Distance wvariations
between collimater and
detector

No effect if detector
diameter >> collimator
diameter. Otherwise
distance variations not
to exceed 20 - 30 um.

Not given

in an analy-
tical form.
{see Section
4.1)

Collimator to be
rigidly fixed with
respect to detector
cap, or large detec-
tors to be used.

Ambient background
radiation

Significant effects for
in-plant applications.

Careful shielding of
detector against back-
ground radiation re-
guired.

10.

System dead-time and
and pulse pile-up

Significant effects.

Section 5.2

Countermeasures by
electronic hardware.
Pile—-up rejector re-
commended.

Lk -
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Derivation of basic formulae

for gamma-spectrometric

235U enrichment assays
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Appendix A

Appendix A comprises the derivation of the basic formulae
used in the present manual. In particular, it describes the sur-
face gamma radiation of large absorbing radioactive samples
(Section A1), the photon transmission through cylindrical and
conical collimators (Section A2), and the influence of cladding
materials and of the size of the gamma detector on the observed

gamma ccunting rate (Section A3).

A.1 Surface gamma radiation of large 235U-bearing samples

For gamma-spectroscopic 235U enrichment assays the parameter
of interest is the flux of 186 keV gamma rays at the surface of

235U-bearing samples. The 186 keV gamma radiation may in-

large
teract with the sample matter (and also with the materials of
the sample container)in several ways. Here we summarize by defi-
nition all interaction processes, regardless of their physical
nature, as "attenuation", which do change the enerqgy of the

186 keV gamma quanta and thus remove them from the 186 keV peak
observed in the gamma spectrum. Coherent gamma scattering, which
changes only the direction of the scattered gamma quantum but
not its energy, can be ignored for the photon energies consider-

ed, because

1) the angular distribution of the coherently scattered
gamra quanta is strongly forward peaked, i.e. the di-
rection of the photon is not significantly changed in
most of the coherent scattering events [20], and

2) the probability for coherent scattering is low compared
to the gamma attenuation defined above. Hence, larger
scattering angles due to multiple coherent scattering

are very unlikely.

For the above reasons we can in fact neglect the contribution
of coherent scattering to the total scattering in the applica-
tions considered here. Therefore, the attenuation cross sec-
tion for 186 keV gamma rays that has to be used in our case is
given by:

Total narrow-beam cross secticn minus coherent cross section.
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The same arguments apply to the mass attenuation coefficient and
the linear attenuation coefficient, which are related to the

photon attenuation cross section (see Appendix C).

For the quantitative determination of the gamma flux and its
angular distribution at the sample surface we consider a half-
space filled with 235U-bearing material. Then we calculate the
number of 186 keV gamma rays, which penetrate the surface ele-
ment dF through the differential solid angle df per unit time

(see Fig. A1)

N

resin O de

\

x|

Fig. A 1 Gamma fadiation at the surface of a thick sample.

The radiation S emitted from the volume element dV at location r
per unit time is given by

) , | .
a3s(r,0,4) = N235U(r)°n186 + x® + sin® - 40 - d¢ - dr
A4

or av

(A1)

. . 5
dZS(r,Q) = N235U,(r)°n186 e r” ¢ dr » dQ ,

235

where N235 (r) denotes the number of U atoms per volume unit

at location r, and n186 is the number of 186 keV gamma quanta




235

emitted by a single U atom per unit time (see Chapter 2.1).

The surface element dF is seen from 4V under the angle 6.
Its visible area is thus cos0¢dF. Without absorption the number
of 186 keV gamma rays emitted from dV penetrating 4dF would be
3 cosf

_ 12 . .
d IY = d°s(r,) Inr? ar . (A2)

On the way through the sample matter to the surface the gamma

radiation is attenuated. The attenuation factor is given by

-\
Bopg = © r, (A3)

or in the more general case of heterogeneous sample material by

r ,
/A (s)ds

Babs =e 0 ; (A3a)

where A(r) denotes the linear attenuation coefficient of the ma-
terial at location r. A(r) is connected to the particle density
Ni(r) of the chemical element i and its associated attenuation
cross section oy by

Alr) = ; Ni(r)-oi . (A4)

i

Summation has to be performed over all different elements
present in the sample. Using NU(r) for the particle density
of uranium atoms, eq. A4 can be transformed to

N.l(r)-o.l

Mr) = N_(r)eo (1 + I = ) (A5)
r 't "% i1y N, (£) <oy

summing now over all elements of the sample matrix, i.e., over

all elements other than uranium. We define a correction factor

for the matrix attenuation as

1
B(r) =: T (A6)
1+ 3 L
itu Ny (x) = oy

Since the matrix composition is often given as mass fraction of

uranium, eq. A6 can be also expressed in terms of element density




0y (in units of mass per volume unit), and of mass attenuation

coefficients ui (in units of area per mass unit). Using the
identity

Ni(r)'di = Dl(r) ° U'l ’ (a7)

the matrix attenuation factor can be written equivalently
B = . A
(r} G (n8)
E O ———
ifu Pulf) oy

1 +

Note, that the mass attenuation coefficient p of an element

0.

varies with its isotopic composition (e.g. for uranium by -1.3 %
from pure 235U to pure 238U), whereas the product pep is inde-

pendent from the isotopic composition.

To simplify the calcultion we assume a uniform sample matrix

composition, i.e., constant ratios Ni/NU of matrix atoms to uran-
ium atoms throughout the sample volume. Then the matrix attenua-
tion factor B8 becomes a material constant. The linear attenuation

coefficient given in eq. A5 takes the form:

N..(r)eo
AMr) = —Y (a9)
B
We define the 235U enrichment enr in terms of atom fraction as
the ratio of 235U atoms to total uranium atoms in a unit volume:
N235U‘r)
enr (r) = N (A10)
U
If we assume a constant 235U enrichment in the sample, then the

total uranium particle density NU(r) can be expressed in terms
of the 235U particle density:
N235  (T)

U
N.,(r) = ————— . (A11)
v enr

The linear attenuation coefficient becomes then

Alr) = . (2a12)

Combining egs. A2, A3a and A12 we arrive at the number cf 186 keV




gammas emitted by the volume element @V going through the surface

area dF:
: - _SE__ ?N (s) °ds
3 n Beenr 235
d°1_(x,,F) = —l§§°N (r)-e © U ecose0dredQedrF
Y rabe 47 235U :
(A13)
235

Now,; only the U particle density N235 depends on the loca-
U

tion variable r.

We can perform the integration of eq. A.13 over r using the

following relation for the fundamental function of the integrand:

r r
—-aSff(x)edx ~aff (x)dx
%—E(e o ) = —asf(r)ee ©° (A14)

We finally get the contribution of all volume elements from 0 to R

to the 186 keV gamma radiation penetrating dF through df:

R
-/A(s)eds
2 Nigg "B o
d°I_(R,Q,F)=enres——>= ¢ {(1-e YecosBedQe-dr. (A15)
Y 4n~cU ‘

For infinitly thick samples (r*«) the exponential term in eq.
A15 vanishes, and the differential gamma-ray flux at the surface

can be written in a very simple form:

n
2 186 1 . 0 A0 e
d IY(<><>,Q,F)=enr°4ﬂ.o N5 cosf+4Q-dF,
U 14 L i1
itu Ny oy
or (A16)
dzly(m,Q,F) = enr ¢ A ¢ cosbh  4Q » d¥ |,
where the proportionality constant
A . 186 1
" dT7o N, o (Ar16a)
U
11U N, oy

is determined by nuclear and atomic constants, and by the matrix

composition of the sample material.
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Eq. A16 forms the basis of the '"enrichment meter" principle.
It shows that in case of an infinite sample the 186 keV gamma-
ray flux at the sample surface is directly proportional to the
235U enrichment. Only the influence due to sample matrix ma-
terial, which is small in most applications, has to be correct-
ed for. The angular characteristic of the surface radiation of

thick absorbing samples follows a cosine law (Lamberts law).

The only restrictive assumptions we have made in the deriva-
tion of the above equation were:

1. uniform matrix composition, and

235

2. uniform U enrichment

throughout the sample. Note in particular, that the 186 keV gamma-
ray flux at the surface of a large sample is completely independ-
ent of the physical distribution of the material within the sam-

ple. Thus, local density variations in the material, even cavi-

ties in the sample, do not affect the observed 186 keV gamma
counting rate, provided the sample is thick enough in direction
of observation, and the uniformity requirements with respect to

235

sample matrix and U enrichment are met.

It should be notized that gamma-spectrometric enrichment mea-

235

surements deliver the U enrichment values in units of atom

fraction, and not in units of mass €fraction.
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In order to translate the gamma-ray flux of 186 keV photons
at the sample surface into counting rates observable in a measure-
ment set-up, one normally uses a collimator for the definition of
a fixed viewing solid angle. A collimator can be considered as a
hole in a strongly gamma absorbing material, usually made of lead
or tungsten. The collimator material must be thick enough to be
opaque for 186 keV gamma rays. Particularly for measurements with
ldw—enriched uraniuﬁ samples, it is desirable to protect the gamma
detector also against the highly penetrating gamma radiation ori-
ginating from the 2380 decay to reduce the Compton background be-
low the 186 keV peak. This leads to a recommended minimum thick-
ness of about 2 cm for a lead collimator, and of about 1.5 cm for

a tungsten collimator.



The considerations are restricted here to the most commonly
used collimator types with cylindrical and conical shaped colli-

mator holes (see Fig. A.2).

As shown in Appendix A1, the differential gamma radiation
penetrating a surface element dF of an infinitely thick sample

is described by
d IY = enr » A e cosO e« dQ e 4F , (A17)

where 6 is the angle between the differential solid angle dQ and
the axis normal to the sample surface, and A is the number of
186 keV gamma quanta penetrating the unit surface area per time
unit and per steradian in forward direction 6 = 0° in case of a

pure 235U sample.

b )} ]

= De - D2

T
4

Fig. A2 a) cylindrical and b) conical collimator.

The total number of 186 keV gamma rays passing through the
collimator (see Fig. A2) per unit time is expressed by the in-

tegral
I =-enr ° A * J/ cos® « dan « dF , (A18)
Y . ,
F Q
where the integration is to be performed over all surface ele-
ments dF of the collimator entrance area F, and over all possible

differential solid angles dQ seen from each differential area 'dF.
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dF
d ~ -
Ew m_r 0 -
dg
\ K}
h g
/ ————————— <L
3 <ds
¢ dy

Fig. A3 Radiation penétrating a cylindrical collimator.

Using the relation aq = coge ar’ (A19)
g

from Fig. A3, we can substitute the integration over the solid

angle @ by an integration over the collimator exit area F'.

One can easily see in Fig. A3 that the integration over
the collimator exit area is not depending on the éngle ¢. In-
serting eq. A19 and executing the integration over ¢, eq. A18

becomes:
" o2m 0526

5 eresedipedsedr (A20)
C

I, = °Ae2
y enr i

0-X
0w
O =N

Q

Here R and R’ denote the radii of the collimateor entrance- and

exit areas, respectively. h denotes the collimator height.

Having ;
g = /h2+r2+s2—2°r~s-cosw and cosf =

[T

(see Fig. A3) we finally obtain:



r27

hz'r°s

I, = enreAe27n

v diedsedr (A21)

O -w

R" 2
7
o o (h2+r2+sz—2-r-s-cosw)

This integral can be solved to a closed form.

For a cylindrically shaped collimator with a diameter Dc
and a height HC, we get the number of 186 keV photons penetrat-

ing this collimator per unit time:

2 2 2 2
D 2H D D
1Y eenremeA. (172) o |-—= (1 + = = /1 + =) (A22)
Y 4 D 2 2H2 H2
/———J\—'—\ C C C
collimator-
entrance
area

For a conical collimator form with D1c and ch being the
diameters of the collimator entrance~ and exit areas, respecti-
vely, and with the collimator height Hc, the resulting number of
186 keV gamma rays passing the collimator per unit time is given
by

2 2 2 2
D1 2HT - D1 D2
Icone = enreTe® A° (’IT——C) o __c (1 + C + C -
Y 4 D12 au2 au?
/__.__I\___\ C C C
collimator-
entrance .
area (A23)

// p12  p22 2 D1%:D2?

- V(1 + ——% + ——% ) - __g__ig_
4H 44 4H
c c c

Egs. A22 and A23 represent the maximum 186 keV counting
rate that could be ideally obtained using these collimators.
However, they do not account for the photon attenuation due to
material between sample and detector (sample container wall, de-
tector cover, etc.), and for the limited detection efficiency of
the gamma detector (detector size, type of detector material,
detector positioning, etc.). These effects are discussed in the
following Section A3. It should be also mentioned that minor

effects have been neglected here, such as penetration of the
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186 keV gamma rays through the collimator edges and coherent

gamma scattering at the inner walls of the collimator.

A.3 Gamma absorbing material between sample and detector

In a real gamma counting set-up one will always find some
gamma—-absorbing material between sample and detector, as, e.g.,
the sample containment or, at least, the detector cover. It is
of interest here to quantify the influence of such absorber ma-
terials on the observed gamma counting rate. We assume that it
is possible to combine all absorbers to a layer of uniform thick~
ness, which is oriented in parallel to the collimator surface. As
can be seen from Fig. A4, the path length of an 186 keV photon
through the absorber layer depends on the inclination angle 8§ be-
tween the direction of the radiation and the collimator axis.

The photon attenuaticn increases with increasing angle 9.

777

d Fig. A4
Cosv 3d Path length of gamma rays

through an absorber layer.

The mean path length through the absorber with respect to
the photons, which are observed in the gamma detector, depends
on the angular distribution of the radiation source and on the
angular acceptance of the counting geometry. It will be shown
below that the effective gamma attenuation is not solely deter-
mined by the thickness and the type of the absorbing layer, but

also by the properties of the counting set-up.

When an absorbing layer is present in between sample and
collimator, then the number of 186 keV gamma rays penetrating

the collimator per unit time is given by

>

od.-
©o%0.qg « ar (a24)

=

I?bs = enr «A o f [ .cosh e e
. . F srz .
where d is the thickness of the abscrber layer, and X is the

linear photon attenuation coefficient of the absorber material
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at 186 keV. For notations, integration limits and further eva-

luation of the integral see the previous Section A2.

No closed form has been found for the integral in eq. A24.
The calculations have been performed by numerical integration.
In this manual eg. A24 has been used to calculate the 186 keV
photon flux at the collimator exit for the Reference Samples
with a 2 mm thick aluminium container wall (see Fig. 3.7 in
Section 3.1.5).

Eg. A24 describes the maximum 186 keV gamma counting rate
that could be ideally obtained from a detector with 100 % peak

detection efficiency. However, in a real counting arrangement the

limited detection efficiency of the gamma detectcr must be taken
into account. This comprises the "geometrical" efficiency (i.e.,

size and position of the detector) and the intrinsic efficiency

of the detector. A schematic cross section through a typical gamma

counting setup is shown in Fig. A5,

..... . ..-d ) :..':._.:.."..-....':-'.:.‘,': :_': ..“- .::‘-.
.Cos g v iy sample
S e

) J container
5 ¥

ot te
" e
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collimator

.

detecth

|

Fig. A5 Schematic cross section through a typical gamma counting

set-up.

We use here a very simple model for the intrinsic efficiency

e of the gamma detector, described by
AT

e =¢. (1 -¢e ) , (A25)

o]
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where A’ is the linear photo-absorption coefficient of the de-
tector material, &' is the unscattered path length of the in-
cident photon within the detector (see Fig. A5), and €5 is the
peak efficiency of an infinite detector of this type for 186 keV
photons. Photon scattering effects are neglected. Note that &’ is
dependent on the incidence angle and on the incidence location of
the incoming photon at the detector surface.

Using eqgs. A24 and A25 we finally arrive at a formula that
describes the 186 keV gamma counting rate observed from a detector
in a real counting arrangement:

Aed

R N ro7 .y
Nigg = enrc-a/ J cosbee e (1-e MA ) ce 088 g0ar . (A26)

F Q

The integration is to be performed over all elements dF of the
collimatcr entrance area F and over the solid angles dQ defined
by the collimator exit area seen from each areal element dF (see
Section A2). Note, that the efficiency becomes zero, when the
photon doesn’t strike the detector (&' = 0). We omit here the
further evaluation of the integral. The solution normally re-

quires the application of numerical integration techniques.

When we ask for photon attenuation by an absorbing layer in
context with gamma-ray measurements, we are primarily interested
in those effects which influence the gamma counting rate really
observed from the detector, rather than in the transmission
through the collimator. It can be deduced from eq. A26 that the
effective gamma attenuation in an absorbing layer is not only de-
termined by the thickness and the type of the layer alone, but
also by the collimator geometry (integration limits!) and, in ad-
dition to this, by the size, the‘position and the intrinsic ef~-
ficiency of the gamma detector (A’ and 2'!). To give an example:
it can be seen from Fig. A5 that the range of accepted "pene-
tration" angles 6 decreases with decreasing detector size, which
will result in a lower effective gamma attenuation for small de-

tectors as compared to large-area detectors.

The photon attenuation in an absorbing layer is usually
given as the ratio of photon counting rates observed with and

without the absorber. In order to simplify the presentation of



- A 13 -

the attenuation correction required for varying container wall

thickness d, we define a wall thickness correction factor

Kabs by:
.&186(d) o o MEaps™d
or N1gg (470) | (A27)
o Nygg (3=0) = In N g (d)
abs Aed :
Then the term
Kabs d = deff

describes the effective mean path length deff of the photons
through the absorbing layer with a thickness d. It should be
noted that the value of Kabs
of the particular counting geometry and on properties of the

depends on the specific parameters

canning of the samples under assay.

To allow a more simple calculation of the effective gamma at-
tenuation, at least for a limited range of absorber thicknesses d
around a mean thickness do in a given counting set-up, we further

define a differential wall thickness correction factor DKabS by

aKabs(d)

DK pg (dg) =¢ 5d d=d_ . (A28)

The gamma attenuation within an absorbing layer of thickness d
is then given by

-AeRy (d )edy  =AeDK_ (d_)-(d-d_) (329)

voe ° e

Aabs v

Here K (d ) and DK (d_) can be considered as constants for a
abs ' o abs ' o .

limited range of absorber thickness around d ., being valid for a

particular absorber material and for a particular counting- arran-

gement. The differential wall thickness correction factor DKabs

defined in eq. A28 has been used in Section 4.3 of the manual.
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It is of interest to examine the range of variations of
Kabs as a function of the various measurement parameters. For
this we have first calculated the dependence of Kabs on the
detector size, assuming an absorber layer of 2 mm aluminium
(as given for the Reference Samples). Three extreme types of

gamma detectors have been considered:

1. a large—area, infinitely thick detector,
2. a large-area, infinitely thin detector, and
3. a point detector.

)
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Fig. A6 Fractional increase of the effective absorber thickness

(K
abs
function of the collimator geometry, given for three

- 1) relative to a very narrow collimator as a
types of gamma detectors.

Fig. A6 gives the calculated values of (Kabs - 1) as a function
of the collimator geometry in a double logarithmic scale. For
very narrow collimators Kabs reaches values near unity. For broad
and flat collimators the values of Kabs increase to about 1.5,

indicating that in these cases the effective mean path length of
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the photons in the absorber layer may be about 50 % higher than
in case of a narrow collimator. Further, it can be seen in Fig.
A6 that the effective gamma attenuation is highest for thin

large-area detectors.

on the thick=

as a function

In order to demonstrate the dependence of Kabs

bs
of the absorber material and of the absorber thickness, expressed

ness of the absorbing layer,we have calculated Ka

by the product A¢d of the linear attenuation coefficient A and
the thickness d of the absorber, assuming here a thick large-area
detector. The results are displayed in Fig. A7. The upper scale
shows the linear photon transmission (1 - exp (-Ae<d)) that cor-

responds to the Ae¢d values given on the lower scale.
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Fig. A7 Thickness correction factor Kabs versus thickness d and
linear attenuation coefficient ) of the absorber,
given for selected cylindrical collimator geometries:

Dc = collimator diameter, Hc = collimator height.

Fig. A7 shows that the thickness correction factor K bs de~
creases with increasing absorber thickness. This can be under-

stood considering the fact that the angular distribution of the
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observed photons becomes more forward-peaked with increasing
absorber thickness: in case of an extremely thick container wall
only those gamma rays are observed from a sample which penetrate

the wall approximately perpendicular tc its surface.

Fig. A7 also shows that the dependence of Kabs on the con-
tainer wall thickness is higher for broad and flat collimators
than for narrow ones. The arrows in Fig. A7 indicate the A°d val-
ues of a 2 mm thick aluminium absorber (representing the wall
thickness of the reference cans) and of an 1.5 cm thick steel ab-
sorber (typical for UF6 containers). It can be seen that the cor-
responding Kabs values may differ by up to 10 % for wide colli-

mators.

Note: the use of calculated corrections according to the
formulae given in this section should be restricted to small at-
tenuation corrections. In case of large attenuation corrections
non-negligible errors may result from uncertainties of the linear
attenuation coefficients used and from uncertainties in the cal-
culation of the detector efficiency. Therefore, it is strongly
recommended to determine the attenuation correction experiment-
ally, if the wall thickness of the samples under assay deviates
significantly from that of the samples used for the calibration
of the measurement system. A procedure serving for this purpose

is described in Section 4.3 of this manuel.




APPENDIX B

Characteristic gamma rays from the decay of

uranium isotopes

(Energies, gamma emission probabkilities and

half~lives from references [7], [8]1, [121)
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235

Table B1 Characteristic gamma rays from the decay of U in
the energy range 120-300 keV. Emission rates of 231Th
are given for secular equilibrium, i.e. >1 week
after separation.

Gamma energy Emitting Photons / s

[keV] Isotope per initial g 2BSU
124.9 237, 4.7 10"
134.0 230y 2.0 10"
135.7 230, 6.5 10
140.8 235y 1.9 102
143.8 235y 8.7 10°
145.9 23, 2.8 10"
150.9 235y 6.5 10
163.1 23T, 1.3 102
163.4 235y 4.0 103
174.2 23y 1.5 10"
182.1 235y 3.4 102
183.5 230y, 2.8 10"
1857+ 235y 4.6 10°
194.9 235y 5.0 10°
198.9 235y 3.2 10"
202.1 235y 8.5 102
205.3 235y 4.0 10°
215.3 235y 2.3 10"
217.9 23y 3.3 10
233.5 235y 3.4 10
240.9 235y 6.8 10
246.8 235y 5.1 10"
275.3 235y 4.2 10

+++ 235

This

line is used for the determination of U enrichment




Table B2 Characteristic gamma rays from the decay of 238U

in the energy range 120 - 300 keV. Emission rates
238
of

brium, i.e. >3 months after separation.

U descendants are given for secular equili- -

Gamma energy Emitting Photons / s
[keV] Isotope per initial g 238U
( 49.507 ;giu 40 )
( 63 Th 9160 )
125.4 ggZPa 0.16
131.0 234Pa 3.25
137.7 234£a 0.02
140.1 234 Pa 0.11
140.3 234Pa 0.16
143.6 234Pa 0.06
152.7 234Pa 1.1
159.1 234Pa 0.1
170.7 234Pa 0.08
174.6 234£a 0.03
184.7 + 234 Pa 0.15
186.0 + 234£a 0.32
193.4 234 Pa 0.06
193.6 23472 0.10
196.4 234ga 0.01
199.9 234 Pa 0.05
200.6 234Pa 0.18
203.0 234£a 0.19
209.9 234 Pa 0.11
226.4 234Pa 0.96
227.2 23433 0.89
243.7 934 Pa 0.05
245,2 234£a 0.15
247.7 534 Pa ‘ 0.08
248.9 23408 0.46
257.9 534 Pa 7.01
267.1 93408 0.03
272 234%3 0.21
275.5 534 P8 0.02
277.9 234Pa 0.11
286.1 93452 0.02
289.6 53402 0.02
293.6 23402 0.06
299.0 Pa 0.06
(1001.2++ 234mPa 73
Possible interference with 185.7 keV line from 235U

* Given for additional information
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Table B3 Characteristic gamma rays from the decay of 234U in
the energy range 120 .- 300 keV. Emission rates of
234U descendants are given for different time
periods after separation.

Gamma energy Emitting Photons / s per initial g 234U

[keV] Isotope T=0 T=1y T=5 vy T=10 y
( 53.3%" 234y 2.8 10° )

120.9 234y 9.4 107

185.8 + 2300y, 0 0.2 0.9 1.8
186.2 + 226p4 0 0.02 0.4 1.6
241.9 214Pb 0 0.04 0.8 3.3
253.5 230y 0 0.2 1.1 2.1
295.2 214pp 0 0.1 2.1 8.2

+ Possible interference with 185.7 keV line from 235U

++ Given for additional information
: 4t d 236

Table B4 Characteristic gamma ray from the decay of U.

Gamma energy Emitting Photons / s per g 236U

[keV] Isotope
112.8 236y 4.5 102
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Table B5
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Characteristic gamma rays from the decay of 232U in
the energy range 120 - 300 keV. Emission rates are

232

given per initial gram U for different time

periods after separation.

232

Gamma energy Emitting Photons / s per initial g U
[keV] Isotope T=0 ‘ T=1 vy T=10 y
( 57.87%8 2324 1.6 10° 1.6 100 1.5 107 )
129.1 S 232y 5.4 108 5.3 108 4.9 108
141.0 232y 2.6 104 2.5 10% 2.3 10*
191.0 232y 2.4 10° 2.4 10° 2.2 10°
209.5 232y 8.4 107 8.3 10 7.6 107
270.2 5 232y 2.3 107 2.3 107 2.1 10’
131.6 2280 0 3.0 108 8.9 10°
142.0 228y, 0 3.2 10° 9.6 10°
144.0 21254 0 2.3 107 6.9 107
164.0 212y 0 1.1 107 3.2 10’
166. 4 228y, 0 2.3 108 6.9 108
176.7 2125y 0 1.2 108 3.6 108
182.2 + 228y, 0 1.3 10% 3.7 10*
205.9 228y, 0 4.4 107 1.3 108
211.4 208, 0 1.4 108 4.2 108
216.0 228y, 0 5.7 108 1.7 10°
228.5 228, 0 4.4 10 1.3 10°
233.4 208y, 0 2.5 108 7.7 108
238.6 5 212py, 0 1.0 10" 3.1 107
241.0 2244 0 9.4 102 2.8 109
252.6 208y, 0 6.5 105 2.0 10°
277.4 208, 0 5.6 10° 1.7 100
292.7 2245, 0 1.4 107 4.2 10’
300. 1 212p, 102 2.4 100
( 588.1%7S 208y 1019 2.1 107,
(2614.5%*S 208y, .2 1010 2.5 101"
* Possible interference with 185.7 keV line from 235U
T Given for additional information
§ These strong lines may be used to detect 232U or its

descendants present in a sample




Table B6 Characteristic gammma rays from the decay of

_B5_

233

U in

the energy range 120 = 300 keV. Emissions rates of

233

after separation.

U descendants are given for different time periods

Gamma energy Emitting Photons / s per initial g 233U
[keV] Isotope T=0 T=1y T=10 y

120.8 233, 5 5 103

135.3 233y 7.9 10°

145.4 233y 5.5 10°

146. 3 233y 2.2 10%

164.5 233y 2.2 102

184.5 7 233y <5 102

188.0 * 233y 7.1 10°

208.2 233y 8.6 10°

217.1 233y 1.2 10%

245.3 233y 1.4 10°

248.7 233y 5.4 10°

278.1 233y 4.3 10°

288.0 233 3.3 10°

291.3 233y 2.0 10°

(317.2 ** 233y 2.8 10% )

124.5 2290y 0 1.2 10° 1.2 10%
137.0 2290y, 0 5.4 102 5.4 10°
148 229 0 3.7 102 3.7 10°
150. 1 225,¢ 0 2.2 102 2.4 10°
156.5 2290y 0 7.4 102 7.4 10°
157.3 2256 0 1.0 10 1.1 10°
186.1 * 225p¢ 0 6.1 10° 6.7 10"
188.0 " 2256 0 1.6 10 1.8 10°
193.6 229, 0 1.5 10° 1.5 10%
211.0 2290y 0 1.1 10% 4.1 10%
216.2 22550 0 1.0 102 1.1 10°
218.0 221py 0 3.8 105 4.2 104
292.3 213p4 0 1.1 102 1.2 10°

++

Possible interference with 185.7 keV line from 235U

Given for additional information
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Characteristic gamma rays from the decay of

237

the energy range 120 - 300 keV. Emission rates are

given per initial gram

periods after separation.

237

U

for different time

U in

Gamma energy Emitting Photons / s per initial g 237U
[keV] Isotope T=0 T=1 m T=1vy
( 59.9++§ 231y 1.1 102 4.8 103 < 0.1)
164.6 237 5.9 1015 2.6 10]] -
208.0 § 237U 6.9 1011 3.1 1010 < 0.05)
221.8 237U 6.6 1011 2.9 1010 -
234.4 237U 6.3 1013 2.8 1012 -
267.6 237U 2.3 1010 1.0 109 -
292.7 U 8.5 10 3.7 10 -
( 86.5++§ 23740 0 3.3 10°)
131.1 237Np 0 2.5 104
134.2 537NP 0 2.0 10;
143.3 537NpP 0 1.2 10
151.3 537Np 0 6.6 10,
155. 2 537NP 0 2.6 10,
162.5 5375P 0 1.1 10,
169.1 537NpP 0 2.1 10,
170.6 537NP 0 4.8 103
175.9 537Np 0 6.1 103
180.7 537NP 0 6.1 10,
186.8 + 5374p 0 8.6 105
191.3 537NP 0 6.1 10,
193.0 537NP 0 1.3 10
194.7 5374P 0 15.7 10°
194.9 537NP 0 3
196.8 Np 0 6.5 10
237 4
201.7 237Np 0 1.2 103
212.3 237Np 0 4.3 104
213.9 237Np 0 1.2 103
229.8 237Np 0 3.3 104
237.9 Np 0 1.9 10
233 4
271.6 Ra 0 8.2 10
(300.2++ 233ra 0 1.3 102)
(312.9++§ Ra 0 9.7 10°)
. . 235
+ Possible interference with 185.7 keV line from U
++ Given for additional information
§ These strong lines may be used to detect 237U or its

descendents present in a sample
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Physical constants used in the calculation

of the 186 keV gamma counting rate




APPENDIX C

Physical constants used

- C 1

in the calculation
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Avogadro constant

Atomic weight of 235U

235

Half-1life of U [8]

Emission probability of a
185.7 keV photon per decay
of a 235y atom [7]

Attenuation cross section

for 185.7 keV photons in U
(narrow-beam cross section
minus coherent cross sec=-

tion [9])

Derived values

g €t D D et S Ve D s

Number of 185.7 keV photons

emitted per second per

235U atom

Number of 185.7 keV photons

emitted per second per
gram 434y

D186

186

i

1

it

il

il

6.022 1023 [mol™ ]
235.0 [gemol™ 1]
(7.038+0.007) 10° [a]
(2.220+0.002) 10 ° [s]
0.575 + 0.009

(582 + 30) 10724 [cm?]
Pige"1n2/Ty /y

(1.80+0.03) 1077  [s™"
Nqge A My3s

(4.60+0.07) 10% [s77eg™"]

Number of 185.7 keV photons emitted per cm? surface area of an

infinitely thick U metal sample into the halfspace (27) per second
per % 235U isotope abundance (atom %), neglecting coherent photon
scattering and assuming uniform 235U isotcpe abundance in the sam-
ple:
. _Mge |, 1
186 4°0U 100
= (77+4) [em 2es™Te (s 2357

Note: The uncertainties of the photon cross sections and of

the related attenuation coefficients given in Tables

c1,

oo

C2 and C3 are about + 5 [9].
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Table C1 Photon cross sections for 185.7 keV gamma rays and

related constants given for selected elements.

Photon cross Mass attenuation Metal Linear
Element section 1) coeff%cifgt 2) densit¥33) attiggaFiog
(barn) (cm®eg ) (gecm ) coe lg#en
(cm ')
H 0.415 0.248
Be 1.66 0.111 1.85 0.205
B 2.07 0.116
C 2.49 0.125
N 2.90 0.125
0] 3.31 0.125
F 3.74 0.119
Mg 5.02 0.124
Al 5.47 0.122 2.70 0.329
Si 5.91 0.127
Cl 7.36 0.125
Ca 9.03 - 0.136
Ti 10.3 0.129
v -11.0 0.130
Cr 11.7 0.135
Mn ' 12.5 ’ 0.137
Fe 13.3 0.144 7.86 1.13
Co 14.3 0.147
Ni 15.3 0.157
Cu 16.3 0.155 8.92 1.38
7n 17.5 0.161
Zr 34.9 0.231
Mo 40.1 0.252
Ccd 60.0 0.321 8.64 2.78
In 64.1 ~ 0.336
Sn 68.6 0.348
Sm 143. 0.572
Eu 152. 0.601
Gd 160. 0.613
Dy 178. 0.661
W 269, 0.882 19.4 17.1
Pb 389. 1.13 11.3 12.8
Bi 405, 1.17 . 9.80 11.4
Th 540. 1.40
U 582. 1.47 19.0 28.0
Pu 629. 1.56

1)

2)

3)

Narrow-beam cross section minus coherent cross section inter-
polated to 185.7 keV from values given in [9]

Conversion factors from photon cross sections to mass attenu-
ation coefficients taken from [9]

Metal densities taken from [21].
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For a uniform chemical compound ¢ the photon cross sections o4
of the elements i in the compound, the mass attenuation coeffi-
cient uc, and the linear attenuation coefficient Ac are re-
lated by the following equation:

A*L n;e0;

>\ :u pc= -—-—-lT-——_—op
C

= Avogadro constant

o]
I

Number of atoms of element i in the compound molecule

i (stoichiometry)
o, = photon cross section of element i
m, = molecular mass of the compound
P = density of the compound
b = mass attenuation coefficient of the compound
Ac = linear attenuation coefficient of the compound.

Table C2 Mass attenuation coefficients for 185.7 keV photons

for scme uranium compounds.

Molecular mass Mass attenuation
Uranium compound (g-mol-1) [21] coefficient (cm2°g_1)
U metal 238 1.473
UO2 270 1.313
U308 842 1.268
UF4 314 1.145
UF6 352 1.034
Uranyl nitrate 502 0.767

uo (NO3)2'6H20
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Table C3 Linear attenuation coefficients for 185.7 keV photons

for some absorber materials.

Absorber Density Linear attenuation
material (g-cm-3) cdoefficient (cm_1)
Polyethylene (CHZ)n 0.95 0.14
Aluminium 2.70 0.329
Steel 7.9 1.25
Copper 8.92 1.38
Brass (61.5 % Cu 8.5 1.58

35.5 % Zn

3.0 % Pb)
Cadmium 8.64 2.78
Lead 11.3 12.8

Tungsten 19.4 17.1
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APPENDIX D

Tables of test statistics
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Table D1 Confidence limits x for the modified chi-square distri-

bution w? = x?/DOF at various probability levels P

(DOF = degrees of freedom).

P(w? < x) 12 5 % 10 % 50 % 90 % 95 ¢ 99 %
P(w? > x) 99 ¢ 95 % S 50 % 10 ¢ 5 %2 1 2
DOF

1 0.0002 0.004 0.02 0.46 2.71 3.84 6.63

2 0.01 0.05 0.11 0.69 2.30 3.00 4.60

3 0.04 0.12 0.19 0.79 2.08 2.60 3.78

4 0.08 0.18 0.27 0.84 1.94 2.36 3.32

5 0.11 0.23 0.32 0.87 1.85 2.21 3.02

6 0.15 0.27 0.37 0.89 1.77 2.10 2.80

7 0.18 0.31 0.41 0.91 1.72 2.01 2.64

8 0.21 0.34 0.44 0.92 1.67 1.94 2.51

9 0.23 0.37 0.46 0.93 1.63 1.88 2.41

10 0.26 0.39 0.49 0.94 1.60 1.83 2.32

20 0.41 0.53 0.62 0.97 1.42 1.57 1.88

30 0.50 0.62 0.69 0.98 1.34 1.46 1.70

bt o e D s et W e WD WY I R G G e e e e e D s e D e s S e G G Sk e N e ey e R e B s i e S e M S oy e M O s

Table D2 Confidence limits x for the t-distribution at various

probability levels P (DOF = degrees of freedom).

P(t < x) 50 % 90 % 95 % 99 3
P(t > x) 50 % 10 % 5 % (i
DOF

1 1.0 6.4 12.7 63.7
2 .82 2.9 4.3 9.9
3 .76 2.4 3.2 5.8
4 .74 2.1 2.8 4.6
5 .73 2.0 2.6 4.0
6 .72 1.9 2.5 3.7
7 .71 1.9 2.4 3.5
8 .70 1.9 2.3 3.4
9 .70 1.8 2.3 3.3
10 .70 1.8 2.2 3.2
20 69 1.7 2.1 2.9
30 68 1.7 2.0 2.8
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A BASIC program for the calibration

of 235U enrichment assay systems
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FEM
REM FROGEAMM E R 2 F I T YERS MAY 1224
REM
FEM LIMEAR LEAST SOUARES FIT WITH IMDIMIDUAL ERROREZ
REM IM BOTH CESERWATIONS AME GIVEM WARIAMCES FOR ERACH
FEM OBESERVATION, FIT FUMCTION E = AxF +
REM
RE™M B MATUSESER

FET bFE » Ik TIT

FEM Fooo B Zedi

FEM [=7EEE FKRARLSRUHE

FEM GERFAMY

FEM
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AOTHER GOTO 418
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BOTHER GOTD S
FidR I = 1 TO M
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FRIMT 185 EEWN MET-FEAE GRMMA COUMTING BATE =" IMPLUT FOI
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REM ... . READ TEST DETF. ..ot
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