n o
o B c € 26

M~ O
< ™ a.m.m
. O EX5
K P
- 0 ] ] e.mn
v O £ =
S g £
< -d b7
o ; =%
X S
o
o.

Institut fiir Reaktorentw

Kernforschungszentrum Karlsruhe

NET Remote Workstat

s







KERNFORSCHUNGSZENTRUM KARLSRUHE
Institut fiir Reaktorentwicklung
Projekt Kernfusion

KfK 4785

NET Remote Workstation

K. Leinemann

Kernforschungszentrum Karlsruhe GmbH, Karlsruhe



Als Manuskript vervielfaitigt
Fur diesen Bericht behalten wir uns alie Rechte vor

Kernforschungszentrum Karlsruhe GmbH
Postfach 3640, 7500 Karlsruhe 1

ISSN 0303-4003



Preface

The goal of this report was to set up a framework for the development and a first design
proposal of the NET Remote Handling Workstation (NRWS). The NRWS represents the
only interface for the tele-operator to the remote handling equipment and the working
environment. Additionally the NRWS provides high level support software modules for
operator assistance during the planning and preparational phase and during mainte-
nance execution.

The first section of the report reviews the JET Remote Handling Workstation as the pro-
totype of workstation for remote handling in fusion maintenance.

The second section covers the ongoing work in related areas of telerobotics. Newest
trends in the area of general purpose workstations providing advanced operator support
are reviewed to point out future developments which should be integratable into an
open NRWS architecture.

In the third section the possible design alternatives of a NRWS are discussed.

The main section, the fourth section, presents a design proposal of a general purpose
NET Remote Handling Workstation for fusion plant maintenance adaptable to different
applications and designed as an open system with a modular architecture and clear
interfaces guaranteeing incremental growth by stepwise integration of new man-
machine interface modules and advanced high level operator support modules. This
section defines a set of standard functional modules (features) supporting the operator.
A set of additional interfaces facilitates software design, development, validation, and
tests, and makes possible the integration of modules from a variety of sources.

The requirement definition document for the NRWS is found in the appendix A.

The backmatter includes a glossary of terms from telerobotics, data processing, and
data communications.

This work has been performed in the framework of the Nuclear Fusion Project of the
Kernforschungszentrum Karlsruhe and was supported by the European Communities
within the European Fusion Technology Program as a study contract for NET.
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Abstract

For fusion plants fully remote maintenance concepts are favoured for costs as well as
for safety and availability reasons. A remote handling workstation will be the only inter-
face for the operator to the remote handling equipment and the working site. Based on
the experiences at JET and review studies in related fields where workstations are used
to control various kinds of processes a concept for a remote handling workstation pro-
viding an advanced tele-operator support tailored to NET/ITER needs was worked out.
The goal of this NET study was to define the functionality of a remote handling work-
station and its hardware and software architecture.

The remote handling workstation has to fulfill two basic functions: (1) to provide the
man-machine interface (MMI), that means the interface to the control system of the
maintenance equipment and to the working environment (telepresence) and (2) to pro-
vide high level (task level) supporting functions (software tools) during the maintenance
work and in the preparation phase.

Concerning the man-machine interface, an important module of the remote handling
workstation besides the standard components of man-machine interfacing is a module
for graphical scene presentation supplementing viewing by TV. The technique of inte-
grated viewing is well known from JET BOOM and TARM control using the GBsim and
KISMET software. For integration of equipment dependent MM| functions the remote
handling workstation provides a special software module interface.

Task level support of the operator is based on (1) spatial (geometric/kinematic) models,
(2) remote handling procedure models, and (3) functional models of the equipment.
These models and the related simulation modules are used for planning, programming,
execution monitoring, and training. The workstation provides an intelligent handbook
guiding the operator through planned procedures illustrated by animated graphical se-
guences. For unplanned situations decision aids are available.

A central point of the architectural design was to guarantee a high flexibility with re-
spect to hardware and software. Therefore the remote handling workstation is designed
as an open system based on widely accepted standards allowing the stepwise inte-
gration of the various modules starting with the basic MMI and the spatial simulation as
standard components.
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Zusammenfassung

NET Fern-Arbeitsstation

Fur Fusionsanlagen werden vollstdndige Fernwartungskonzepte bevorzugt, um Kosten
zu sparen und um die Sicherheit und Verfigbarkeit zu erhthen. Eine Fern-Arbeitsstation
(remote workstation) wird dabei die einzige Schnittstelle zwischen dem Operateur und
den Arbeitsgerdten bzw. der Arbeitsumgebung sein. Ausgehend von den Erfahrungen
bei JET und einer Studie Gber vergleichbare Arbeitsstationen anderer
Anwendungsbereiche wurde das Konzept einer Arbeitsstation ausgearbeitet, die dem
Tele-Operateur fortgeschrittene Arbeitshilfen bietet. Das Ziel dieser NET-Studie war es,
die Funktionalitat und Architektur einer Arbeitsstation fir die Fernwartung zu definieren.

Die Arbeitsstation fur die Fernwartung hat zwei Aufgaben zu erfillen: (1) Sie
reprasentiert die Mensch-Maschine-Schnittstelle (MMS), d.h. die Schnittstelle zum
Steuersystem der Wartungsgerate und zur Arbeitsumgebung (Teleprdsenz) und (2) sie
stellt wéahrend der Wartungsarbeiten und in der Vorbereitungsphase Software-
Werkzeuge bereit, die den Operateur bei aufgabenbezogenen Tatigkeiten unterstitzen.

Ein wichtiger Modul der Fernwartungs-Arbeitsstation beziglich der Mensch-Maschine-
Schnittstelle (neben deren Standardkomponenten) ist ein Modul zur graphischen
Szenendarstellung, der die Beobachtung der Arbeitsszene mit Hilfe wvon
Fersehsystemen erginzt. Diese Technik des integrierten Beobachtens ist vom
JET-BOOM- und JET-TARM-Kontrollsystem bekannt, sie wurde dort mit den Systemen
GBsim und KISMET realisiert. Fir die Integration von gerdtespezifischen
MMS-Funktionen ist in der Arbeitsstation eine spezielle Software-Modul-Schnittstelle
vorgesehen.

Die aufgabenbezogene Unterstitzung des Operateurs bezieht sich auf die Planung, die
Programmierung, die Ausfihrungsaberwachung (Monitoring) und das Training. Die
Hilfen basieren auf (1) raumlichen (geometrisch/kinematischen) Modelien, (2) Modellen
der Fernhandhabungs-Prozeduren und (3) funktionellen Modellen der Arbeitsgerdte und
zugehorigen Simulatoren. Die Arbeitsstation stellt ein intelligentes Handbuch dar, das
den Operateur durch die geplanten Wartungsprozeduren fuhrt, wobei diese Fihrung
durch bewegte Graphiksequenzen unterstitzt wird. Fir ungeplante Situationen stehen
Entscheidungshilfen zur Verfigung.

Ein zentrales Ziel des architektonischen Entwurfs war es, eine hohe Flexibilitat
beziglich Software und Hardware zu garantieren. Daher wurde die Arbeitsstation als
offenes System konzipiert, das auf weithin akzeptierten Standards basiert und so die
schriftweise Integration der verschiedenen Module erlaubt, wobei die MMS und die
raumliche Simulation den Kern der Arbeitsstation bilden.
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List of Abbreviations

JET related

AB Articulated Boom

AC Access Hall

AH Assembly Hall

CAMAC  Computer Automated Measurement and Control

ccry Closed-Circuit TeleVision

CODAS  JET Control and Data Acquisition System

GWS Graphic Workstation

HC Hot Cell

1viIs In-Vessel Inspection System

JET Joint European Torus

JRWS JET Remote Workstation

KISMET Klnematic Simulator, Monitor, and programming Environment for Telemanip-
ulation

LCU Local control unit

MSM Master Slave Manipulator

PoR Point of Reference

RH Remote Handling

RHCR Remote Handling Control Room

RHCS Remote Handling Control System

RHICS Remote Handling Integrated Control System

RHWS Remote Handling Workstation

ROLLT Remotely Operated Low Level Transporter

SM Servo Manipulator

SMMS Servo Manipulator Master Station

TARM Telescopic Arm (at JET)

B Tool Box

TP Touch panel

IT Turret Truck

Vv Vacuum Vessel

NET related

ABS Articulated Boom System

ABT Articulated Boom Transporter

BCS Base Coordinate System

BHU Blanket Handling Unit

BMM Bridge Mounted Manipulator

BMS Basement Manipulator System

BMT Bridge Mounted Transporter

CCTvV Closed-Circuit TeleVision

CTUM Contained Transfer Unit Manipulator

DHU Divertor Handling Unit

EDITH Experimental Device for In-Torus Handling

IVHU In-Vessel Handling Unit

T In-Vessel Transporter

Ivvs In-Vessel Vehicle System

LCU Local control unit

LEC Local Equipment Controller

LHM Lower Hall Manipulator

LPHU Lower Plug Handling Unit

LPM Lower Plug Manipulator

MSM Master Sfave Manipulator

NCS NET Contro! System

NRWS NET Remote Workstation

OIF_ M operating interface for module

OIF_W operating interface module for window access

RH Remote Handling '
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RHCR
RHCS
RHM
wu

General

c

CAD*I
IRDATA
1SO
1SOIDIS
1SO/0SI
FDDI
MAP
MMI
MMIM
MMS
BD
UNIX
UIMS
2D

3D

Remote Handling Control Room
Remote Handling Control System
Reactor Hall Manipulator

work unit (z.B. divertor handling unit)

C Programming Language

CAD Interface (Data Format for CAD Data Transfer)
Industrial Robot DATA transfer format
International Standardization Organisation
ISO Draft International Standard

ISO Open System Interconnection

Fibre Distributed Data Interface
Manufacturing Automation Protocol
Man-Machine Interface

Man-Machine Interface Management
Manufacturing Message Specification

to be defined

Workstation Operating System from AT&T
User Interface Management System
two-dimensional

three-dimensional
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1.0 Introduction

JET remote maintenance is based on a "man-in-the-loop” philosophy using bilateral,
force reflecting, master/slave servo-manipuiators. The MSM slaves and the various
task suited end-effectors and special tools are positioned at the working sites by trans-
porters. The remote handling operator, sitting in a control room, is linked to the work-
ing site by a camera system (enhanced by acoustic channels), graphical scene and data
presentations, and various input devices. The central component in interfacing the op-
erator to the remote handling system is the general purpose remote handling work-
station which may be attached to the various remote handling equipment, providing a
uniform standard interface.

The following chapters shall give a general overview over the tasks to be done and the
available equipment to be controlled via the remote handling workstation. The section
is based on personal communication with JET and related literature [1] [2] [3] [4] [5]

(6] [7] [8] [9] [10][11].

1.1 RH Tasks

All tasks are classified as follows:

1. Certainly needed during JET lifetime and essential to continued operation or safety.
RH equipment wili be fully prepared.

2. Not expected, but necessary to continued operation of JET if need arises. Prepara-
tion cost balanced against probable saving in JET operation time.

3. Not essential to JET operation but continued use of component preferred. RH equip-
ment will be developed only when required.

4. RH positively not needed.

The main tasks listed below are broken down in subtasks which are not subject of this
chapter.

1.  In-vessel

belt limiter exchange

antenna exchange

tile exchange

inspection (e.g. protection tile inspection)
others

L ® ® e o

2. Ex-vessel

Neutral beam injection system maintenance
octant removal/reassembly

inspection {e.g. vacuum vessel leak detection)
diagnostic system maintenance

opening of vessel

removal/reconnection of supply lines

others

1.2 RH Equipment

To perform these tasks several end-effectors and tools are provided which are carried
to the work site by various transporters.

Introduction 3
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1.2.1 Transporters

An overview over the different JET transporters and their environment is given in
Figure 1 on page 4.

1. 150t crane

e 31tJiBcrane

* telescopic mast with articulated and telescopic arm (TARM)

articulated boom (BOOM)

turret truck

tracked sUpport vehicle

o B W

low level transporter

1.2.2 End-Effectors and Special Tools

The real maintenance work is done using various special purpose and general purpose
end effectors and tools.

1. MASCOT-4 master/slave manipulator

bolt wrenches

bolt locking tab removers & fitters
tile handiing tools '
protection plate handling tools
bellow retractors

cutting tools (pipe)

welding tools (pipe)

alignment tools {pipe)

cutting tools (windows)

pulling tools (windows)

leak test tools

hand held camera

water wash tools

® © © 6 © ©6 © © © © 0 © o

2. Grabber

* AT housing shield
e AT screen shield
o Belt limiter shield

3. others

1.2.3 Viewing Equipment

In-vessel inspection system (1VIS)

Reactor hall fixed cameras

Transporter mounted cameras

L 4

MASCOT camera

Introduction 5






2.0 Remote Handling Workstation and its Environment

The purpose of this chapter is to present all control system components with which the
operator interacts directly performing remote handling tasks. This is needed because at
JET the remote handling workstation is not the only interface to the control system. In
so far this chapter describes all RH control system components related to the task con-
trol level of the control system.

2.1 The Remote Handling Control Room

In this chapter the direct environment of the JRWS is presented and discussed. The
equipment of the room is shown in Figure 2 on page 8.

*» 2 Servo-manipulator master stations mainly for controlling the boom MSM and the
TARM MSM Each station is equiped with a RHWS to control the directly related
equipment (e.g. cameras) and one GWS.

° 2 General Purpose RHWS which are intended to be used for various equipment.
. 1 supervisory RHWS

¢ Video equipment (e.g. recorder)

° Data base terminal

A very important problem which is still in discussion at JET is the problem-adapted se-
lection of communication channels between operators and, if installed, the supervisor
and the operators. Control room layout should be done in the light of communication
needs between operators working in related areas.

The communication alternatives in discussion are:
. Direct communication between the operators, sitting near each other

° fndirect communication between operators completely separated using artificial
communication channels as: microphone/head-phones, computer channels like
keyboard/display/graphics. An operator may have access to the state of the related
work via computer display.

2.2 Remote Handling Workstation (RHWS)

The JET requirement of providing a rationalized type of man-machine interface through
which any piece of RH equipment (except the Mascot MSM) is controliable leads to the
design of the JET remote handling workstation. The general operating procedure is
identical for all remote handling equipment being controlled. The workstation software
guides the operator in configuring the MMI interface for a selected equipment. The
RHWS is a general purpose workstation designed at JET using mostly existing software
and hardware this means software and hardware primarily chosen for data acquisition
and control. This general purpose workstation provides:

*  Control and monitoring of any RH equipment in real time.

° A general operating procedure identical for all equipment thus minimizing the oper-
ator’s training and errors.

The basic ideas which lead to this general purpose remote handling workstation were:
® One operating procedure and one type of interface for all RH equipment.

° Minimize the number of control devices in the control room.

Remote Handling Workstation and its Environment 7



&TER

N O

TMANOP™ TCAMOP” “MANOP™ “CANOP”

'S.M.MS S MMS
(in—vessel) (ex—vessel)
B
] [

FULL HEICHT
PARTITION
FOR NOQISE
REDUCTION

YIDEQ TERAM.
CUBICLE

EQUIP.

NASCOT
.t

MASTER

CLASS PARTITION MASCOT

no. 2
fon , WASTER
S.
RH COMM.

RECORDSS q ?ggf.t D CUBICLE
DaTA q D RH J CODAS

PROCEDURES
DATABASE CUBICLE

| [ B

Source: JET

Figure 2. Remote Handling Control Room layout

2.2.1 User Interface Hardware

As shown in Figure 3 on page 9 the interface consists of the following building blocks:

e 220" VDU for TV and graphics

° 2 9” VDU for TV, text, and graphics

o 1 9” touch panel for menu selection and control device re-use
° 1 computer terminal

° 20 programmable rocker switches

J 1 3-axis analogue joystick

8 NET Remote Workstation
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Figure 3. Remote handling workstation. Layout

2.2.2 Functionality

The user support functions of the RHWS are, at the moment, limited to the following
basic functions:

° Allocation of control devices (rocker switches, joystick) to RH equipment, especially
cameras. This allocation is done via a hierarchical touch panel menu (Figure 4 on
page 10).

] Monitoring of various information (e.g. welding current)

. Display of text instructions (schedules) to guide the operator through a procedure
(planned)

Figure 5 on page 11 and Figure 6 on page 12 show a command overview available via
the touch screen. At the end of each selection “tree” traversal the function keys are
attached to the selected basic control functions. For example, if the operator wants to
control the RF screen grabber by single joints he has to pick the touch panel fields
BOOM, RF_SCREEN_GRABBER, SINGLE_JOINT one after the other and then he can con-
trol the motion of the equipment by the rocker switches and the joystick: with the rocker
switches he selects the joints A0 to EE and with the joystick he then controls the motion
of the selected joint (see also Figure 4 on page 10).

Remote Handling Workstation and its Environment 9



ROLLT TARM BOOM SUPPORT RF
/ / VEHICLE HOUSING
g CRABBER ‘
TURRET | TURRET [RF/ S/
TRUCK.] | TRUCK.2Z ,ggﬁggﬁéR
50T HOT CE.
CRANE CRANE'LL MASCOT
BELT-
LIMITER
CRABBER
(a) (b)
SINGLE
?/011«/7*7 A3
RESOLVED
MOTION @
TEACH -
&
REPEAT \\ @ [ EFE]
SIMULAT- .
{40 s\
| 2
(c} (d)
Source: JET

Figure 4. Menu sequence on touch panel. Successive TP pages for the control of the articulated
boom.

2.2.3 Remote Handling Workstation Software Architecture

Figure 7 on page 13 shows the software architecture of the RHWS. The operation of
the RHWS is based on the NORD-100 RH computer and special Crate Auxiliary Control-
lers (CAC) in the RHWS. For the control and monitoring of each RH equipment there is
an RT-program which runs on the NORD-100 RH computer and configures the RHWS
accordingly (attaching input devices to local controllers) using standard JET software
(e.g. MIMIC software for generating graphics).The communication software for the serial
links runs on the CACs, so that commands from the input devices of the RHWS are
transmitted directly to the appropriate RH equipment local controller within the required
fransmission time.

2.2.4 Process Interface

The process interface of the JRWS consists of three different types:
1. Serial Fiber Link (LWL)

2. CAMAC-Link

3. ETHERNET

This variety is due to the history of the RH development and decisions of non-RH areas,
especially data processing for experiments.

For the proiocols no standard exists.

10 NET Remote Workstation



ROLLT (Roemotly Operatable Low Level Transporter
VEHICLE_CONTROL #MP_YAW_ROTATION #MP_PITCH #MP_RAISE/LOWER
#MP_EXT/RETRACT #CRANE_RAISE/LOWER
#BEAM_F/R GMOTION(L/R/F/R)
CAMERA_PICTURE_CONTROL
TARM
BOOM
RF_HOUSING_GRABBER
RF_SCREEN_GRABBER
' SINGLE_JOINT #AO#AL#AZHASHALEASHFAGHEEBMOTION
RESOLVED_MOTION #AO#A1#A2#A3#A4#A5#A6#EEGMOTION(X/Y/Z)
Coordinate_System Definition
TEACH&REPEAT
SIMULATION
MASCOT
BELT_LIMITER_GRABBER
TURRET_TRUCK 1
TURRET_TRUCK_2
RADIO_CONTROLLED_SUPPORT VEHICLE
VEHICLE_CONTROL #L/R-BRAKES#LIGHTS#MICROPHON/DATAGMOTION
MANIPULATOR CONTROL #GRIPPER#LIGHTS#MICROPHON/DATABMOTION
CAMERA_PICTURE_ALLOCATION
CRANE_150t
MAINS_MODE
CRANE_CONTROL #SPEED_SETTING#MAIN_AUX _HOIST#PRETENSION
#LOAD#LIMIT_OVERR#INCHING/NORMAL
®MOTION(WEST/EAST/NORTH/SOUTH/RAISE/LOWER)
CAB_CONTROL ~ OMOTION(LEFT/RIGHT/UP/DOWN/ROT)
CAMERA_PICTURE_ALLOCATION
BATTERY_MODE
CRANE_HOT CELL
JC_1...3

Resulting allocations: # ---> rocker switch
@ ---> joystick

Figure 5. RHWS commands. Basic command tree overview

—— Comment

The general strategy of using a general purpose remote handling workstation is
favoured by KfK too and proposed for NET as well, the functionality should be en-
hanced, the implementation (hardware components, software architecture, inter-
faces) has evolved in the specific JET environment and has to be redesigned.

2.3 Graphics Workstation (GWS)

The Graphics Workstation (GWS) is basically used as a monitoring attachment to the
JRWS. The GWS provides three-dimensional views of the RH scene based on a geomet-
ric model of the RH equipment and the working environment. The model is continuously
updated by sensor signals from the RH equipment (e.g. local boom control and MSM
control) via an ETHERNET link. The GWS especially provides views in critical areas of
work where camera views are limited. The facilities available to view scenes from any
vantage point and without the inherent real problems of lighting gives the operator addi-
tional significant information and more confidence in controlling.

Remote Handling Workstation and its Environment 1




CAMERA_PICTURE_CONTROL
TORUS_HALL

HOT CELL

VIS
CONTROLLED_EQUIPMENT_CAMERAS
OTHER_EQUIPMENT CAMERAS

ROLLT #PAN#TILT#ROLL#FOCUS#IRIS#Z0OM#LIGHTS
TARM #PAN#TILT#ROLL#FOCUS#IRIS#ZOOM#LIGHTS
BOOM #PAN#TILT#ROLL#FOCUS#IRIS#ZOOM#LIGHTS
1T 1 #PAN#TILT#ROLL#FOCUS#IRIS#Z00OM#LIGHTS
172 #PAN#TILT#ROLL#AFOCUS#IRIS#Z00M#LIGHTS
CRANE_ 156t #PAN#TILT#ROLL#FOCUS#IRIS#Z0OM#LIGHTS
CRANE_HC #PANFTILT#ROLL#FOCUS#IRIS#Z0OOM#LIGHTS

Resulting allocations: # ---> rocker switch
@ ---> joystick

Figure 6. RHWS command overview. Camera Picture Control Partition

The GWS is used in off-line mode for operator training. In times where the real boom is
not available for the operator it is possible to feed the LBC signals into the GWS to get
a simulated boom movement.

in addition to this usage of the GWS as training means, the GWS may also be used for
planning and programming purposes. In off-line mode the operator can try out a new
path for the boom and this path may be downloaded to the LBC for execution. This kind
of usage is still in the experimental phase. For planning studies the GWS simulation is
being used.

A special application of the GWS, which was not preplanned, was commissioning and
installation support especially by showing and logging of motion paths.

— Comment

The GWS should not be seen as an appendix to the control system but as an essen-
tial, integral part of it. In that case graphics could be used for supporting various
subtasks the operator has to do. In the NRWS proposal a graphics simulator will be a
main component of the remote handling workstation.

2.4 Servo-Manipulator Master Station

There are two Servo-Manipulator Master Stations (SMMSs) in the control room as
shown in Figure 2 on page 8. A SMMS supports the control of the Bi-lateral Mascot
including its advanced robotics functions (teach/repeat), the cameras associated with
the RH task, the RH tools and the transporter on which the MSM is deployed. The oper-
ational work is done by two operators: the manipulator operator (Manop) and the one
operator for cameras and general duties (Camop).

r‘ Comment

This division of labour between two operators is recommended for NET as well, es-
pecially because the functionality (support functions) of the remote handling work-
station will be enhanced. This division of labor seems to be natural because the
skills needed for the whole tasks are very different: (1) usage of computerized sup-
port tools, (2) manual motion control.

12 NET Remote Workstation
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Figure 7. Remote Handling Workstation Software Architecture

The SMMS (Figure 8 on page 15) consists of:

Mascot master station with PC type console,

2 fixed 20” monitors in front of the operator,

13
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* foot switches for special tools and msm brakes,

° 2 movable 20” monitors mounted on a curved track,
d 1 Remote Handling Workstation,

° 1 Graphic Workstation.

According to the work phase the position of the TV screens may be positioned freely on
a sphere sector. The operator is sitting on a special chair, has foot pedals and the
master arms.

2.5 Supervisor Station

Until now it is not decided whether a supervisory workstation will be provided. The
function of a supervisory workstation and the special functions of the supervisor are still
in discussion.

—— Comment

The specific tasks of the NET RH control room supervisor will be proposed in the
NRWS proposal.

2.6 Video-Recorders

For logging of work sequences U-matic video recorders are used which are fed through
the TV crossbar matrix.

14 NET Remote Workstation
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3.0 JET TV System

The surveillance of remote maintenance work is based on colour TV feedback informa-
tion complemented by real time 3D graphics (GWS). The TV signals of approximately 60
TV cameras is fed into a video/audio crossbar matrix so that any camera signal could
be connected to the TV screens in the control room (SMMS, RHWS) or into video re-
corders. Each TV camera is equiped with a microphone, most of them with a light spot.
The operator controls the viewing equipment via the RHWS. Figure 9 on page 18 lists
the camera locations, the number of cameras at each location, the camera accessories,
and the control possibilities. Figure 10 on page 19 shows the architecture of the view-
ing equipment including the graphics workstations for artificial viewing.

For the future an integration of graphics and camera viewing is planned by implement-
ing a graphics (GWS) based camera control ("Remote Handling Viewing System” or “in-
tegrated Viewing” in the KfK proposals) [4].

—— Comment

integrated viewing that means the combination of TV viewing and synthetic viewing
(graphics) should be a central subsystem of the NRWS.

JET TV System 17
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4.0 JET IVIS System

For the inspection of the inner torus wall the In-Vessel inspection System (IVIS) was
developed providing four telescopes for looking into the torus, under vacuum. The
telescopic cameras are controlled by a special camera control system newly based on
the GBsim graphics to make the control more operator friendly. Besides the integration
of graphics the operator is supported by slides archive which is also controlled by com-
puter.

—— Comment

This is a further example of integrating camera viewing and TV viewing calling for a
flexible integration of TV and graphics in the NRWS. The second important aspect of
this IVIS control system is the demonstration of the usefulness of a multi-media
workstation. The NRWS should at least be prepared for integration of multi-media
means e.g. for operator guidance/advice and operator training. As shown at actual
engineering workstation exhibitions multi-media support using CD-ROM memories is
a developing approach.

JET IVIS System 21






5.0 Control System

As a base for the description of the control system concept at JET the TARM control
system is used because it is the latest JET development (Figure 11 on page 24).

The overall control system distinguishes three levels of control each of which is
equiped with one/several special purpose computers and operating systems. Each con-
trol system level is dedicated to a specific class of subtasks of controlling the TARM
system

1. Workstation (RHWS/GWS)
2. High Level Control (HLC)
3. Low Level Control (LLC)

The workstation level of control is not considered as a part of the proper control system
and was therefore discussed separately in: (2.0, “Remote Handling Workstation and its
Environment” on page 7).

5.1 High Level Control

The high level control is only defined for the TARM control system not for all the other
control systems. The TARM HLCS is implemented on a DEC-VAX running the VMS op-
erating system and a C compiler. The functions implemented on this HLCS are:

° Command validation and arbitration. for controlling all TARM equipment directly or
indirectly

. Teach & repeat (including a local library)
¢ System’s command interfacing for handbox, RHWS, GWS
° data collection and processing associated with the LLCS

— position of TARM, crane, and camera arm

— velocity of all axis

— hook positions and loads

— status of TARM equipment (e.g. brakes,lights, load cells)
— fault condition information

® Camera tracking (planned)

The complete command set (functionality) available for the RHWS and GWS is found in
Appendix C, “TARM Control System Command List” on page 137.

The TARM HLCS takes over functions which are implemented in the older boom control
system on the Nord-100 or the Local Boom Controller, to make the control system more
flexible, maintainable, adaptable, extensibie.

The HLCS has two Ethernet links, one to the GWS (using TCP/IP protocol) and one to
the LLCS (using ISO/0OS! protocol software iNA960). The links to the NRWS and the
handbox (a personal computer based system) serial links providing the same
functionality as the GWS-Ethernet link.

Control System 23
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Figure 11. Architecture of TARM Control System

5.2 Low Level Control

The local controllers or LLCS except the TARM LLCS are mostly based on PCs. The
number of local contro!l units is at about 15. The LLCS of the TARM system is based on
SMP/AMS-cards using the 8086 microprocessor.

All local controllers have their one MMI especially for tests and commissioning. All
functions are available for the super-ordinated control system level (e.g. workstation,
TARM high level control)
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The TARM LLCS functions are:
° Functional tests

o Closed loop servo-control of all motions, with programmable PiD gains and other
constants

° Open loop velocity control of J4-joint motions
° Operational monitoring functions for

— status circuits

— sensor data consistency
— uncontrolled motion

— software position limit
— limits

— etc.

° Low level command interface

o Kinematic functions to translate PoR motion commands into appropriate set point
for axis servos

During execution of taught-in procedures the operator may be provided with advice re-
questing execution of manual subtasks. This textual advice has to be programmed dur-
ing the teaching process as operator messages.

T—— Comment

The basic structure of the control system is in accordance with the KfK NET proposal
{hierarchical architecture).

Control System 25






6.0 Communication System

The backbone of the so-called Remote Handling Integrated Control System (RHICS) is a
communication system which is shown in its relation to the JET buildings in Figure 12
on page 28. The communication system connects the various RH control system com-
ponents in the various rooms to form the RHICS. The planned functional status of the
RHICS communication facilities is shown in Figure 13 on page 29. Figure 14 on
page 30 especially points out the integration of the GWS intoc the RHICS.

6.1 Architecture

The backbone of the communication system is the CAMAC serial highway (5 MBit seri-
al). The speed of this channel is reduced by the NORD-100 computer which manages
the message transfer in the RH control system. Therefore, because the system can not
guarantee response times < =250 ms, it is not usable for real-time message trans-
mission. Thus dedicated serial links have been provided for message transmission to
the local control units (L.CUs). RS232 standardized links are us+d running at 19.2
KBaud, with a link layer protocol defined by JET. The communication software runs on
Crate Auxiliary Controllers {CACs) based on the TMS99000. Data gathering for the GWS
and parts of camera control are done via an ETHERNET network run by the TCP/IP pro-
tocol. The raw data load on this channel is about 70 kBaud.

—— Comment

The architecture of the communication system is not the result of a design study but
it is due to a historical growth process. The basic decision was to use the available
CAMAC highway for RH too. The other communication channels where implemented
later on to overcome the communication probiems which appeared in using a link,
designed for data acquisition and control in an application with special response
time restrictions (< =250 ms).

A main problem in establishing the RHICS was the communications problem (the
cabling). A thorough analysis and design of this basic subsystem is ‘highly recom-
mended for future work [4] [3].

Communication System 27
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7.0 Auxiliaries

7.1 CAD System

To support the generation and management of the geometric model for the GWS the
CAD system IBM-CATIA is used. The data will be transformed to the GWS format by a
special processing software provided by KfK in conjunction with the GWS software.

7.2 General RH Data Bases

For the planning phase JET has established two databases the RH procedure database
which contains all information about the preplanned RH procedures and the RH equip-
ment database which contains data about the complete RH equipment.

7.3 RH Procedure Database

The designer of any equipment to be attached to the machine must make sure of re-
mote handling compatibility. For all components which have to be handied remotely for
maintenance purposes a remote handling procedure has to be worked out. These pro-
cedures contain informations about

o preparational work, needed state of the machine
° needed RH equipment and tools,
° site requirements,

° additional information about special geometric restrictions mostly in form of
drawings,

. general description of the procedure and boundary conditions,

* detailed description of the procedure in form of elementary steps or standard (com-
mon) procedures which are described in detail elsewhere.

An example of such a procedure description is contained in the enclosed material:
Fogg, P.A.: A1 Antenna Screen Installation.

Based on this documents the time dependence of the procedures is investigated using
a standard PC based project management system. On the base of the stepwise de-
scription of the procedure, the time needed for a single step, and the availability of
needed resources the system computes the total duration of the procedure and a sum-
mary of the resource allocation over the time. An example of a result of the computer
based procedure planning is contained in the enclosed material: GANTT CHART for
Screen replacement.

If RH tasks do not proceed as planned in the procedures then an analysis of the prob-
lem will be made by in-situ inspection and comparison to video recordings of the task
mock-up previously made. The solution of the problem will then be tried and tested us-
ing spare equipment in the mock-up areas [8].
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7.4 RH Equipment Database

The basic resources for execution of RH procedures are the remote handling equipment
and tools. As a first approach for resource management JET has established a RH data-
base using a PC based bill-of-material system called CIMTEL. This database is hierar-
chically structures and contains all relevant information about RH equipment and tools.
This database is used for planning RH procedures and for maintenance of the remote
handling equipment. ‘

—— Comment

There are a group of RH subsystems which are used on the operator support or
tasking level of the control system and which therefore should be seen as compo-
nents of an Advanced Remote Handling Workstation or which should be accessible
from such a workstation:

1. Remote Handling Workstation (RHWS)
2.  Graphic Workstation (GWS)

3. RH procedure database
4

RH equipment database

7.5 Computers

The centralized RH computer (NORD-100) is mainly used as an extension of the RHWS,
to give the RHWS computing power. It has to be seen as an integral component of the
RHWS which itself has only limited computing power used especially for input bypass-
ing functions.

Another function of the RH-computer is to serve a data base for taugbt-in (learned) mo-
tion programs for the RH-equipment (e.g. boom control programs).

The NORD-100 computer and the basic CAMAC equipment of JET are supplemented by
a group of various types of computers used for special control purposes:

e microVAX for TARM-HLCS
° AMS/SMP-8086/87 microprocessors for TARM-LLCS
¢« SPS-(memory programmable controller)-hardware for boom control system

o PC based systems especially for Local Control Units controlling limited degrees of
freedom

—— Comment

The implementation of a RH workstation should not be based on a central computer.
For the NRWS so-called workstations should be used, such that a NRWS is com-
posed of several special purpose workstations which will be integrated to the NRWS
by a state-of-the-art communication concept.
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8.0 Introduction

The JET Remote Handling Workstation is the basic reference system for a NRWS. But in
addition to the JET state-of-the-art report Section 1, “State of the Art: JET Workstation”
on page 1 this report reviews shortly workstations and workstation development trends
in related application areas. Of coarse, the design of an operator workstation depends
on the kind of application, but basic concepts in workstation architecture and
functionality should be transferable because the basic tasks of operator support in con-
trolling complex systems is the same. Especially the successful introduction of comput-
ers on the operating or task level of the control system for JET remote maintenance lets
expect additional intelligent support for the operator as known from related applications.

The general direction of the development in operators workstations in all application
areas is to support the operator not only in providing a good information display, but to
support him in his basic tasks and to put him stepwise more and more in the role of a
planner and supervisor who only has to select automated subfunctions, to bridge gaps
in automation, and to intervene in case of malfunction. All papers emphasize the sup-
port of the operator by high level mostly interactive tools which are by far not state of
the art, but which are under development. This demands for an open architecture of the
NRWS.

fn all reported work the workstation with its “intelligence” is the basis for the man-
machine cooperation and the goal is to enhance this cooperation and the abilities of
both partners.
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9.0 Application and Development Reports

9.1 General Concepts of Man-Machine Cooperation

Based on investigations on controlling manipulators and vehicles for remote inspection
and work in the deep ocean at the MIT a general framework for such a class of work
was defined as Supervisory Control [12][13] [14]. A supervisory control system organ-
izes and supports the man-machine cooperation. Supervisory control systems are
semi-automatic control systems where control is shared between man and computer.
Sheridan presents a scheme by which human activities in supervising physical proc-
esses are categorized. For each function of the operator doing remote work, the com-
puter will have to play a role in aiding the human operator. The basic functions of the
operator are:

1. planning,
2. teaching (giving orders to the computerized system),
3.  monitoring,

4. intervening,

5.  learning.

The related computer aids for the operator are:

1. physical process training aid, goal setting aids, procedure training and optimization
aids, procedure library, action decision aid (in-situ simulation);

2. aid for editing commands;

3. aid for calibration and combination of measures, estimation aid, detection and diag-
nosis aid for failure or halt;

4. abort execution aid, normal completion execution aid;

5. immediate record and memory logger, cumulative record and analysis.

9.2 Man-Robot Symbiosis

The related work at ORNL [15], [16], [17], [18]., [19]has the fundamental objective to
bridge the gap between fully autonomous and fully human-controlled systems to
achieve full man-robot cooperative control and intelligence. such a cooperative system
merges advantages of fully autonomous systems (e.g. efficient repetitive task execution
and immunity from fatigue) with those of fully human-controlled systems (e.g. expertise
in wide task domains and the ability to cope with unexpected events) to improve the
performance of current systems. The ultimate function of the symbiotic system is to dy-
namically optimize the division of work between the human and the robot to facilitate
their cooperation in decision-making and the control of tasks in a complex, dynamic
environment. The basic modules of the proposed and partly implemented system are:

s job planner,

. dynamic task allocator,
o presenter/interpreter,
. automated monitor,

° learning system.
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First experiment where done with simple but typical remote handling tasks like trans-
ferring a wrench from a table to a toolbox.

9.3 Fuel Reprocessing Plant Maintenance

The remote maintenance control room layout of a nuclear fuel reprocessing [20]is
based on the following steps:

1. function list development,

2. function organization,

3. crew requirements determination and function allocation,

4. conceptual design of control panels,
5

panel integration into workstations, workstation into team, and teams into control
room layout.

Each team includes an operator responsible for the manipulation and transporter move-
ment and a support operator responsible for crane motion and television control. The
control room will include three two-person teams, one single-person team (crane), and
a supervisor. For each team there will be a workstation, the supervisor workstation has
a different layout, suited to the collision prevention task. The workstations do not con-
tain enhanced support features.

9.4 NASA Research and Development for Space Telerobotics

The general research objective is the fusion of robot sensing and manipulation, teleop-
eration, and human and machine cognitive skills into an effective architecture for super-
vised task automation [21]. The first demonstration will be a laboratory demonstration
of grappling, docking, and servicing of a satellite taskboard. A typical task sequence
may be:

1. find task coordinate frame

open thermal blanket, secure

acquire power driver

loosen captive screws with power driver while holding cover
stow power driver

remove and stow cover

release module retention clamps

withdraw and stow module

© ® N o o A W P

acquire and insert replacement module

—
o

tighten module retention clamps

—
—

acquire cover

-_—
N

align and hold cover

—
@

acquire power driver

—
>

tighten captive screws with power driver

—
o

test screws
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16. stow power driver

17. release, grasp thermal blanket
18. drape blanket

19. fasten blanket

20. inspect

The performance of those tasks is tackled with an basic control system that can log-
ically evolve with future technology advance. The engineering development objective is
fo first establish a baseline operational capability for teleoperation; later technology up-
grades will incorporate automated task sequencing modes into a preexisting telerobotic
architectural framework that is a proposed hierarchical control system called NASREM
(NASA Standard Reference Model for telerobotic control system architecture) [22] [23].
As basic information for the task allocation problem and task planning in [24] a perform-
ance metric for elementary tasks was developed. This work relates to each elementary
task {e.g. peg-in-the-hole, turn a crank, remove a bolt, place module into latches) a
complexity measure

The basic modules of the overall system in the field of high level control (operator’s
workstation functionality) are:

° Task planning and reasoning: Logical reasoning and spatial planning of alternative
task activity sequences leading to efficient task completion (sequence planning,
monitoring and diagnosis, spatial planning, causal modelling, reasoning with uncer-
tainty). The planning system is an interactive system [25].

° Operator interface: Human factors considerations and display/control interface re-
quirements enabling smooth and efficient transition of control between operator
and machine; usage of graphics and stereo TV. The graphics interface provides
windows to look into models used by the interactive task planner. Through this
graphics interface task planning and execution can be controlled.

*  System architecture and integration: computing architecture enabling real-time exe-
cution of autonomous functions, system architectures enabling smooth integration
of these functions under operator supervisory control {network architectures, task
control and complexity analysis, database design and management, system simu-
lation and programming).

¢ Teleoperation subsystem: functions necessary to control a high-fidelity, dual-arm,
six-degree-of-freedom teleoperator with a universal hand controller.

A hierarchical human-machine interface provides a flexible supervisory control, which
allows the operator to enter the robot sensing and control hierarchy at any level neces-
sary, for purpose of task planning, monitoring, or direct execution.

In the experimental setup of remote handling the motion controllers are mostly standard
robot control systems with VAL Il programming language which are subordinated to the
operator workstation (HP workstations). Using a layered communication standard as
ISO/0SI is helpful for integration of a growing system [26].

In [27] the usability of the different input devices were tested in a docking and tracking
experiment. The input devices were integrated in the Advanced Space Cockpit Work-
station, which also provides support functions with graphic and touch-sensitive displays:
docking and tracking reticles are superimposed on the related TV images from the end-
effector camera. The experiments shows only minor differences between a 6-DOF and
3-DOF input device. A hand-controller technology overview is given in [28]with respect
fo

1. hand-grip design,

2. control input devices, and
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3.

control strategies.

14 hand-grip designs are reviewed and evaluated in the light of human factor consider-
ations. 12 input devices were

® ®© © 6 © o © ¢ ©® o © ¢ © ©o © o o o

evaluated in terms of

task performance,

configuration and force
feedback,

controller/slave correspondence,
operating volume,

operator workload,

human limitations,

cross coupling,

singularities,

anthropomorphic characteristics,
physical complexity,
control/display

interference,

accuracy,

technological base,

cost, and

reliability.

9.5 Telerobotics with Master-Slave Manipulator

As reported in [29] and [30] at CEA good results were achieved performing telerobotic
tasks with a master-siave system integrated into a supervisory control system. The op-
erator may work as a planner, supervisor or executor. The supporting tools which are
or will be available for him at the workstation are:

task planning system,

control sharing between system and operator,
decision support system,

graphic scene presentation, graphic indicators,
stereo TV (with spectacles), standard TV

standard 6 DOF master arm, universal force reflecting mini master arm

9.6 Telerobotic Maintenance of Power Lines

At the high level of the control system for maintenance of power lines the operator will
have available [31]:

Unified user interface, facilitating the integration of robotic and teleoperator modes,
and a uniform front-end for the various knowledge-based modules;

Tools for aiding in planning, programming, and monitoring task execution;
Tools for error handling (detection, analysis, and recovery);

Tools for advising ( in the simplest case by texts provided by the human task pro-
grammer).

The implementational basis for the telerobotics workstation are some SUN workstations.
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9.7 Inspection of Offshore Platforms

Basic operator supports in a supervisory contro! system for offshore platform in-
spections [34]:

1. motion planning support,
2. execution monitoring,

3. manual intervention with computer controlled geometric constraints to manual ma-
nipulator control.

9.8 Workstations for Ship Machine Control

As an central components in an operator’s workstation for controlling a ship’s drive in
[45] are proposed, based on simulation experiments: (1) a meaningful information dis-
play using computer graphics based on information preprocessing and (2) a knowledge
based fault diagnosis system.

9.9 Flexible Manufacturing

The supervisor of a flexible manufacturing system has to do tasks comparable to the
maintenance supervisor. Both have to guarantee the exact performance of plans and
schedules. For the supervisor in manufacturing plants [33] proposes a workstation,
through which the operator can monitor the process, tune the parameters, and effec-
tively compensate for the deficiencies of the current performance. This calls for special
tools for state presentation of the manufacturing (maintenance} process and for special
monitoring and replanning tools.

9.10 Man-Machine Interface for Supervisory Workstations

As pointed out in [32], traditionally, control rooms and operator workstations are de-
fined at a very complex level of representation. Display information is hardware ori-
ented and depends on the one-sensor/one-indicator technology. Thus the operator are
confronted with a large number of electro-mechanical displays and computer-based dis-
play pages. In such workstations, for example in satellite control, only one level of in-
formation is available, the most detailed, which does not support operator’s decision
making. As an effective design alternative model-based workstations using a model of
the operator function and representing the system by means of qualitative icons and
dynamic.windows is proposed and tested successfully for NASA tasks. Such an inter-
face is dynamic, adapting to the current operator function. This type of workstation is
likely to have high visual momentum and facilitate rapid transition from passive moni-
toring functions to active fault detection, identification, and compensation functions. Ex-
periences were gained with supervisory control systems where decision making is in
real-time and where low-level operations are primarily automatic. The interface design
is so important because the complexity of the interface determines, for the operator, the
complexity of the system, and the effectiveness of a supervisory system depends on the
means for coping with the complexity of the system.

Application and Development Reports 41



9.11 Workstations as Information Processor

In supervisory or semi-automatic control systems the operator efforts are shifted to co-
ordinating lower level subtasks and towards decision making and problem solving. This
demands for an environment for storing, generating, and manipulating information. This
means that workplaces will take on the form of workstations, a subsystem with access
to information of several sources and related information processing to assist the oper-
ator in his information processing task. This is for exampie done by displaying the in-
formation in different levels of abstraction suited to the current needs [35]. General
guidelines for man-machine interface design in the light of the special human abilities
are discussed in [36]and [37].

For the implementation of a flexible and high performance man-machine interface the
dialogue and presentation task is separated from the application and defined as a gen-
eral task. To support the implementation of this subtask the user interface management
systems (UIMS) were defined as an implementation and unification aid for user inter-
faces [38], [39], [40]. The basis for UIMSs are so-called window systems which deter-
mine the final appearance of the man-machine interface. A quasi standard in this area
is the X window system developed at MIT [41]. The main features of this window sys-
tem are:

° workstation independent

d support of different application and management interfaces

° network transparent

e support of multiple applications concurrently

° support of overlapping windo