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Motivation

o Computerization: Speech is key technology

=» Mobile Devices, Ubiquitous Information Access

® Globalization: Multilinguality

=» More than 6900 Languages in the world

=» Multiple official languages
= Europe has 20+ official languages

=» South Africa has 11 official languages

— Speech Processing in multiple Languages

®» Cross-cultural Human-Human Interaction

=® Human-Machine Interface in mother tongue
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Challenges

e Algorithms are language independent but require data
~ Dozens of hours audio recordings and corresponding transcriptions
-~ Pronunciation dictionaries for large vocabularies (>100.000 words)
-~ Millions of words written text corpora in various domains in question
-~ Bilingual aligned text corpora

e BUT: Such data are only available in very few languages
~ Audio data < 40 languages, Transcriptions take up to 40x real time
-~ Large vocabulary pronunciation dictionaries < 20 languages
-~ Small text corpora < 100 languages, large corpora < 30 languages
-~ Bilingual corpora in very few language pairs, pivot mostly English

e Additional complications:
-~ Combinatorical explosion (domain, speaking style, accent, dialect, ...)

- Few native speakers at hand for minority (endangered) languages
-~ Languages without writing systems
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Solution: Learning Systems

= Intelligent systems that learn a language from the user

e Effizient learning algorithms for speech processing

e Learning:

- Interactive learning with user in the loop

- Statistical modeling approaches

o Efficiency:
-~ Reduce amount of data (save time and costs): by a factor of 10

- Speed up development cycles: days rather than months

= Rapid Language Adaptation from universal models

e Bridge the gap between language and technology experts

~ Technology experts do not speak all languages in question

-~ Native users are not in control of the technology
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SPICE

Speech Processing. Interactive Creation and Evaluation toolkit

* National Science Foundation, Grant 10/2004, 3 years
 Principle Investigators Tanja Schultz and Alan Black

 Bridge the gap between technology experts — language experts

« Automatic Speech Recognition (ASR),
* Machine Translation (MT),
» Text-to-Speech (TTS)

» Develop web-based intelligent systems by
« Interactive Learning with user in the loop N, X
* Rapid Adaptation of universal models to unseen languages

» SPICE webpage http://cmuspice.org
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eation and Evaluation Toolkit for New Langnages

Phone Selection IAcnustic Model Language Model Dictionary TTS

F Y

Welcome to SPICE homepage. In this page. you can develop the speech system (including Automatic Speech Recognition and Text-To-Speech) specific to your
own language.

Furst thing to your attention:

Please ENABLE YOUR BROWSER TQ ACCEPT COOKIES because in SPICE web site, we use cooktes to 1dentify different users and different projects. If
your browser has not been enabled to accept cookies, then you cannot login and use SPICE at all.

Please mput your name (Developer Name) and the name of vour language (Language Name) and the name of the Project (Project Name) below. The basic dea

15 that each developer can wotk on several different languages, and in each language you can develop several different version of your speech system,
differentiated by "Project Name".

You don't have to finish all the work at one time. For example, you can do Acoustic Model at one day, Language Model tomorrow ...etc. Every time you come
back to SPICE page. Use vour "Developer Name" | "Language Name" and "Project Name", you can locate your previous work and continue fo do the rest

Developer Name (No space please): |

Language Name (No space please): |

Project Name (No space please): |

S|



Speech Processing Systems

Hello hi /r}(;a}/ hi you NLP aa6 a3y
you /jlu/ | | you are
i = @ we /A7 | | 1 am / TTS =

Input: Speech Output:
AM Lex LM MT Speech & Text
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Hello

- —>

Input: Speech

Rapid Portability: Data

hi /h//ai/| | hi you
@ you /j/u/ | | you are
we /w/li/ | am
AM Lex LM

NLP

MT

TTS

Output:
Speech & Text
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GlobalPhone

Multilingual Database
e Widespread languages
o Native Speakers
e Uniform Data
e Broad Domain
e Large Text Resources
= Internet, Newspaper

Corpus

Arabic Croatian Turkish e 19 Languages ... counting
Ch-Mandarin Portuguese + Thai e > 1800 native speakers
Ch-Shanghai Russian + Creole e > 400 hrs Audio data
German Spanish + Polish « Read Speech
JFre”Ch iwe_c:'Sh * B“f')@fg'an e Filled pauses annotated

apanese ami + ... 2?7 _
Korean Crech Now available from ELRA !!
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Speech Recognition in 17 Languages
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Rapid Portability: Acoustic Models

Hello

- —>

Input: Speech

hi /h//ai/| | hi you
@ you /j/u/ | | you are
we /w/li/ | am
AM Lex LM

TTS

Output:
Speech & Text
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Universal Sound Inventory

Speech Production is independent from Language = |PA

1) IPA-based Universal Sound Inventory VOWELS

2) Each sound class is trained by data sharing T *\“ 0
Closemid €W @——9 ¢ —Y 0

® Reduction from 485 to 162 sound classes
=i em,n,s,l appearin all 12 languages

Front Central Back

e

b e p,b,t,dk,g,f andi,u,e,a,o0 in almost all Open av@E—\—a+Dp
Whera symbols appear in pairs, the one to the right

Blaukraut @

Brautkleid lau K .

Brotkors lauk ra Problem:

Weinkart: ot k or Context of sounds are language specific

mRar

k/f) +2=Vokal?

' k (1) k (2)
lau Kk ra d ﬂ
inkar

ot k or ut k le

Context dependent models for new languages?
Solution:

1) Multilingual Decision Context Trees

2) Specialize decision tree by Adaptation
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Rapid Portablility: Acoustic Model
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Acoustic Model Language Model Dictionary TTS

Switch to page without example sound
Currently vou are logging in as tanja, vou are wotking on language German . Project Wame =1

This 15 a tool which will display all IPA phoneme. As a naive user, you can choose and give names to phonemes vou'd like vour Speech Engine has. After vou
finished, you can click the "Subnut” bufton to create the new acoustic model on the fv.

Censonants (Pulmonic): Please choose the consonant sounds you'd like to have in your new accustic models by giving it a name in the textbox next to it.

Eilabial Labiodental ||Dental |A_'l'»'enla.t |Pc|\'_=,ta]venla..r Retroflex Palatal |Velar Uvular |Pharyngeal Glottal |
[ie [k
| ¢ _
wi e 1 e ¥ [Ta —
osive d 4 7
b 4 —a ez [—e
o e
[ m _
| Nasal : [ m [ = n [ n | n | i} | N
[ o -
Trill [ B [ = [ R
Tap or Flap [ i I
# .=
e TF ey o e s —x[h [a
ricative ; .
[ B L_J-_LI [ 3—=z—4Z | 3 | =z [ 1i —y e 3 | &
Lateral [
fricative i_ E




Rapid Portability: Pronunciation Dictionary

) Oyrrapckm catala HH[EjE hrvatski Cesky
english eNnvikee D™2Y 1890 italiano H 55
vt=20{ romaneste pyccKuii cprcku AHILng

B Il = e L
el O [emimp=1—

Pronunciation rules

,adios" - lal [d/l |il lol Is/
,Hallo* - In/ [al /Il o/
MIET BT T > 277

Hello hi /r/,_/;a}/ hi you NLP aa6 a3y
you /jlu/ | | you are
i = @ we /A7 | | 1 am / TTS =

Input: Speech Output:
AM Lex LM MT Speech & Text
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Phoneme- vs Grapheme based ASR

50.0

Phoneme [ Grapheme [l Grapheme (FTT)

< 40.0 364

= 33 2.8

& 30.0

S

- 19.2

w 20.0 18.4

2

o

= 10.0

0.0
English  Spanish German Russian Thai

Problem:
« 1 Grapheme = 1 Phoneme ° vowel?

F|€Xib|e Tree Tvinq (FTT) AX- b @ @ @ O=obstruent? 0= begln -state?
One decision tree ;2 ; :>/\ /\
IX-m
’ Improved paramEter tymg @ @ @ @ 1=syllabic?0=mid-state?-1=obstruent?0=end-state?
 Less over specification |
nconsistenc 523/\ A WA

* Fewer Inconsistencies
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Dictionary: Interactive Learning

4 Word list W

="

I:= best select

Delete w.

Word w,

Delete w,

Generate __
pronunciation P(w))

Update G-2-P

Improve
P(w))

Lex
© Skip

* Follow the work of
Davel&Barnard

* Word list:
extract from text

*G-2-P

- explicit mapping rules

- neural networks

- decision trees

- instance learning
(grapheme context)

* Update after each w,
— more effective training

User
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Phone Selectinnlﬂcnu stic Model

ﬁ# el 7

Language Model

d Evaluation Toolkit for New Ianguages

Dictionary TTS

Curreatly vou are logging in as fanja, you are wotking on language German | Project Name = 1

We nse an iterative procedure to gather information to create dictionary for you.

First of all, please input an initial Grapheme to Phoneme (G2P) mle of your language.

Based on this mule, cur system will "guess” the correct pronunciation of words in vow language. You are able to view the predicted
pronunciation, change it delete it, or type a correct pronuaciation for this word. The correct pronunciation will be saved mto yvour
dictionary and our system will make use of this information to make a better "guess” in predicting pronunciation of new words.

Now please type in Grapheme to Phoneme mile (G2F) for us. Just type cne of the most commen promunciation for each grapheme.

Thanls=.
e uppercase
P Cuppercase
—— Ouppercase

i Ouppercase
[ Ouppercase
 uppercase
P—

_uppercase

9 lowercase |
®lowercase |
S lowercase |
® lowercase |
@ lowercase |
8 lowercase |

@) lowercase |

) punctuation mark
Jpunctuation mark |
Jpunctuation mark
punciuation mark

Jpunctuation mark |

punctuation mark |

oumber |

Inmmber

_Jnumber |

Jmmmbet |

Jmumber |
Jpunctuation mark | oumber

loumber

| others

Jothers

. others

'others

Jothers

) pthers

lothers



and Evaluatron Toolkit for New Languages

Phone Selectinnlhcnustic Model Language Model Dictionary TTS

Here's a list of all
: T phonemes you
11.355083220339% Finished selected in AM page:
new word:
Merck
system suggested pronunciation: merxk Listen to it Accent Pronunciation |

If you want to skip thus word and work on it later, please click
Ship this word |
If you don't think 1t's a valid word in your language, please click

Remave this word |

= R e T — T — B Tl - P



Issues and Challenges

e How to make best use of the human?
e Definition of successful completion
e Which words to present in what order
e How to be robust against mistakes
o Feedback that keeps users motivated to continue

Language | Perplexity

e How many words to be solicited? _
English 50.11

o G2P complexity depends on language Duteh 16.80

0
o 80% coverage German |16.70

hundred (SP) to thousands (EN) Afrikaans | 11.48

o G2P rule system perplexity alian 352

Spanish 1.21
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Rapid Portabllity: LM

Resource rich languages <> Resource low languages:
iy = ARrne | AanamaesS
Inquiry E w
Internet / TV o
C +
da
Automatic
Extraction
\Text data /
Hello hi /r/,_/;a}/ hi you NLP aa6 a3y
qquq[\pgm you /jlul | | you are
Input s_: @ we W/fi/ | | 1am / TTS =
nput: Speec Output:
AM Lex LM MT Speech & Text
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b

Phone Selection Acoustic Model Language Model | Dictionary TTS
" . == il i

Build yvour own language model

Corrently vou are logging in as tanja, yvou are working on lanpuage & , Project Mame = 1

We will v to grab text data from intermet and build languase model from those text data

Civen a link to some webpage compesed of vour own language, our web spider can automatically go inte this web page, grab zll text fom this page, and also
follow the byperhnk mside this page then zo to another linked page to collect more text datza. We nead hmge text data m ovder to build a robust lansuaze meodel
As we often satd m speech research commmmity, "no datz 15 ke more data”

Please provide us a URL of webpaze whach 15 composed by vour language:

I

Please specify how many levels would you like our web speder to get mto:

-

!-.1 I.J-:‘

Plezase vertfy that the URL you gave above 13 correct and valid, select the leval vou want the wab spider to zet. The deeper the value 15, the lonzer 1t tzkes to
fimizh the task. 5o our suzggestion iz to select a smaller value unless vou care about the amount of fraiming text more than the tme to fimish the task.

Another way 15 to subnut a text file from vour local machine, Thas file should contaims large amount of text of vour langnage. We can framm Language hModal
from thas text as well. But 1f vou want to submit 2 text file, please make 1t such that every hne contams a2 simgle sentence. This 15 the standard mput format cur
LM toolkt will take.

Y ow can also train LR via both method. Tust mput both the URL and the file name. Chr teolkit will use both mnformation.

Choose a file to upload: [ Browss, |

Submit




Rapid Portability: TTS

Hello

- — | [SOD

Input: Speech

hi /h//ai/| | hi you

you /j/u/ | | you are

we /w/li/ | am
AM Lex LM

TTS

Output:
Speech & Text
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Parametric TTS

e Text-to-speech for G2P Learning:

e Technique: phoneme-by-phoneme concatenation,
speech not natural but understandable (Marelie Davel)

e Units are based on IPA phoneme examples
-~ PRO: covers languages through simple adaptation
-~ CONS: not good enough for speech applications
e Text-to-speech for Applications:

e Common technologies
-~ Diphone: too hard to record and label
-~ Unit selection: too much to record and label

e New technology: clustergen trajectory synthesis
-~ Clusters representing context-dependent allophones

-~ PRO: can work with little speech (10 minutes)
- CONS: speech sounds buzzy, lacks natural prosody
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-~ Cooperation with University Stellenbosch and ARMSCOR

SPICE: Afrikaans - English

e Goal: Build Afrikaans — English Speech Translation System using SPICE

-~ Bilingual PhD visited CMU for 3 month (thanks Herman Engelbrecht !!!)
- Afrikaans: Related to Dutch and English,

e SPICE, all components apply statistical modeling paradigm

-

—

-

-

e Text: 39 hansards; 680k words; 43k bilingual aligned sentence pairs;

g-2-p very close, regular grammar, simple morphology

ASR: HMMs, N-gram LM (JRTk-ISL)
MT: Statistical MT (SMT-ISL)
TTS: Unit-Selection (Festival)

© ) ASR

Source language
input speech

£ I

SMT

TS @ (&

lan

«Q
e

urce
age tex

t

langua

Ta
g

rge
ge t

t

ext

Target language
output speech

Dictionary: G-2-P rules using CART decision trees

Audio: 6 hours read speech; 10k utterances, telephone speech (AST)

I afrikaans-English

Configure  Instrochions  Log

Filtted Eype: it is ni= aedosn nie

Hypo for Translatien: |cil 5 nie gedoen nie

Tranclanen |itis not done

= »o




SPICE: Time effort

e Good results: ASR 20% WER; MT A-E (E-A) Bleu 34.1 (34.7), Nist 7.6 (7.9)
e Shared pronunciation dictionaries (for ASR+TTS) and LM (for ASR+MT)

e Most time consuming process: data preparation — reduce amount of data!
e Still too much expert knowledge required (e.g. ASR parameter tuning!)

D AM (ASR) OlLex BLM (ASR MT) OTM (MT) OTTS B@S-2-S
days
25
20
> =
10 ~ 3
5
5 S 7 5 5
O T T T T
Data Training Tuning Evaluation  Prototype

Rapid Language Portability, Tanja Schultz 26/33



Other Projects on Multilinguality

e Constantly growing interest in multilinguality

e Major needs:
e Information gathering from multiple sources
e Translation requirements for multilingual communities
e TWO-way communication

e Translation of BN, Lectures, and Meetings
e US: GALE (DARPA), STR-Dust (NSF)
e Europe: TC_Star (EU FP6)

e Translation in mobile communication scenarios
e US: TransTac (DARPA), Thai ST (Laser)
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Translation of Broadcast News, Lectures and Meetings

Projects: \
« TC_STAR (EC FP6) l'\3\
« STR-DUST (NSF) |
« Gale (DARPA)

PRI PEAS HEE U 2 A T4
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Gale: Global Autonomous Language Exploitation

e Largest DARPA project in HLT (EARS+TIDES)

e Automatically process huge volumes of speech and
text data in multiple languages

e Broadcast News, Talk Shows, Telephone Conversations

e Chinese, Arabic (+ dialectal variations), surprise languages

e Deliver pertinent information in easy-to-understand
forms to monolingual analysts, 3 engines:
e Transcription: Transform multilingual speech to text
e Translation: transform any text to English
e Distillation: extract & present information to English analyst
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Demonstration

.. - Mandarin
" I : Broadcast News
- (g CCTV
recorded in the US
over satellite

Transforming the
Mandarin speech
Into Chinese text
using Automatic

XS] FEERERARASK T EARA SR SR IR BT RE T EN Speech Recognition

SIVRE | srmenian president field just good held talks with hu jintao said china s the Translating from
Chinese text into
English text

using Statistical
Machine Translation
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PDA Speech Translation in Mobile Scenarios

e Tourism
e Needs in Foreign Country

¢ International Events
- Conferences
~ Business
- Olympics
e Humanitarian Needs
e Humanitarian, Government
-~ Medical, Refugee Registration
e Projects:
e Thai ST (Laser)

e TransTac (DARPA)
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TransTac

e Team effort: gpeechzgpeech &t 316 €D
e Speech Recognition (CMU / Mobile, LLC) << back |Domain: FP
. Spesch 2yl\2tThé§:\sﬂ Lév/vil;f(zg”e%slgrl:;lf)LLC) BT
e Graphical User Interface (Mobile, LLC) ﬁ
e System runs on all platforms T T o
o Off-the-shelf consumer PDAs h... -
e Laptop/Desktop under Win/CE/Linux dal (ol dlaie L]
e Phraselator P2 (Voxtec) -
e Interface < translate |[ o |[ speak )
e Simple and intuitive push-to-talk 525 Meny =~

e Back translation for confirmation
e Language pairs: English-Thai + English-Arabic
e Handheld: Joint optimization of speed and accuracy

e About 1.5 real-time on a 800MHz PXA270, 128Mb RAM
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Conclusion

e Intelligent systems to learn language
e SPICE: Learning by interaction with the (naive) user
e Rapid Portability to unseen languages
e Multilingual Systems
e Systems and data in multiple languages
e Universal language independent models

e Projects on Multilinguality
e Extract information from multilingual speech data

e Speech translation in mobile scenarios
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Description " i i
Tanja Schultz and Katrin Kirchhoff have cormpiled a comprehensive averview of '
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approach to speech processing, the editors have included theories, algorithrns, and ; 2l ll ECH
techniques that are required to support spaken input and output in a large variety of L
languages, This book presents a comprehensive introduction to research problems
and solutions, both from a theoretical as well as a practical perspective, and
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applications in our global commmunity, Current challenges of speech processing and
the feasibility of sharing data and systermn components across different languages guide contributors in their
discussions of trends, prognoses and open research issues, This includes automatic speech recognition and
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Home

Call for Papers
Special Sessions

o0s, INTE rspeech2006 ICSLP

International Conference on Spoken Language Processing
17-21 September 2006 Pittsburgh PA, USA

Welcome to INTERSFEECH 2006 — ICSLP

About Pittshurgh

Venue

Arcluves

The Minth International Conference on Spoken Language Processing (Interspeech 2006 — ICELP) will be held in Pittsburgh,
Pennsvlvania, under the sponsorship of the International Speech Comtminication Association (ISCA). Interspeech 2006 —
ICELE, follows on from Interspeech 2004 — ICELE, in Jequ, Eorea, October 2004 and Interspeech 2005 — Eurospeech
Lisbon, Portugal, Septernber 2005, Today INTERSTPEECH, the contitmation of the ICSLE and Eurospeech conferences, enjovs

ever-increasing impact and mfluence as the focal pont for the exchange of 1deas m a broad array of fields centered around
human-human and human-machine speech communication.

Interspeech 2006 vall cover all aspects of speech science and technology. The conference will nclude plenary talks by
world-class experts, tutortals, extubats, special sessions covering mterdisciplinary topics and important new emerging areas of
interest, and parallel oral and poster sessions. Topic arveas are listed on the Call for Papers webpage.

The conference venme will be the The Westin Convention Center Pittsburgh.
Mote: Thiz 15 the hotel next to the Pittsburgh Convention Ceter,

Special Sessions will mclude:

# The Speech Separation Challenge. Martin Cooke, Sheffield, and Te-Won Lee, TCED.
¢ Speech Summanization. Jean Carletta, Edinburgh, and Tulia Hirschberg, Columbia

+ Articulatory Modeling Enc Bateson, British Columbia.

+ Visual Intomation. Marc Swerts, Tilburg,
+*
L ]
L ]
L ]

Spoken Dialog Teclmology R&D. Eoberto Pieraccind, TellEureka.

The Prosody of Twmn-Taking and Dialog Acts. Migel Ward, TTT El Paso, and Elizabeth Shriberg, SEI and ICSL
Speech and Language in Education. Fatti Price, pprice.com, and Abeer Alwan, TTCLA

From Ideas to Companies. Janet Eaker, formerly of Dragon.
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