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Abstract

Much efforts are aimed at unveiling the factors that in-
fluence a person’s comprehension of a business process
model. While various potential factors have been pro-
posed and studied in an experimental setting, little at-
tention is being paid to the measuring of the structural
process understanding itself.

In a previous paper, Melcher and Seese identified
possible problems with metric reliability and validity
for these few existing measurement approaches. In this
previous paper, they defined new metrics for structural
process understandability inspired by existing work.
Conducting a small experiment, they could support
some hypotheses about their behavior.

In this paper, we present the results of a larger ex-
periment involving 178 students from three universi-
ties. We could reconfirm the findings of the first ex-
periment and got some encouraging additional findings
supporting our hypotheses: Different aspects of struc-

This work is licensed under the Creative Commons Attribution-
Noncommercial-No Derivative Works 3.0 Germany License. To view
a copy of this license, visit http://creativecommons.org/
licenses/by-nc-nd/3.0/de/.

tural process understandability can be complicated in
varying degrees for a process model and asking only
some few questions about a process model can cause
values for structural process understandability differ-
ing very much from the real value.

This paper provides various recommendations to
properly measure structural process understandability
which should be considered in future work.

1 Introduction
Process models are often used as a communication ve-
hicle among people, for example to clarify how a new
information system is expected to support operations
or to explain a new employee’s duties in a particu-
lar field. These examples motivate the importance of
process models being clearly understandable. It has
been suggested that various factors play a role in the
sense-making of a process model, like a reader’s exper-
tise [13], the used modeling notation [15], the visual
layout of the model [11,14] and the structural attributes
of the process model [8, 17].

Motivated by the research in software metrics, sev-
eral papers proposing numerous process metrics for
measuring internal (often structural) process model at-
tributes have been proposed (see, e. g., [5] for an
overview). Integrated in validated prediction systems,
these process metrics can be used to predict the val-
ues of external process model attributes (e. g., error-
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proneness, time, costs) even before a process model
has been implemented or for external attributes that are
measurable only in a very laborious manner.

One very important external attribute is structural
process understandability by involved humans (e. g.,
process designers, process analysts, process imple-
menters or people executing a process). Understand-
ability influences other quality aspects of process mod-
els like error-proneness and maintainability. Even
though the importance of understandability is un-
doubted, Mendling et al. state that “we know surpris-
ingly little about the act of modeling and which factors
contribute to a ‘good’ process model in terms of human
understandability” [9, p. 48].

While certain insights can be derived from relevant
theories, for example [3], it is clear that empirical re-
search is required to substantiate and adapt these for the
process modeling domain. A common set-up for that
kind of research, and one that has been applied in earlier
work [9,10], is to proceed as follows. One selects an in-
dependent variable, for example, a process reader’s fa-
miliarity with a notation, and aims to study the relation
between its variation and that of a particular measure
for the reader’s structural understanding of a model, the
dependent variable. Typically, respondents are asked to
study one or more process models and then provide an-
swers to questions related to these. The answers can
then be used to quantify their structural comprehension
of the process models in question.

For examining structural process understandability
and validating appropriate prediction systems, we first
have to quantify structural process understandability.
So, we have to find a proper structural process under-
standability metric fulfilling the reliability and validity
requirements for metrics.

In [6, 7], Melcher and Seese show problems with re-
liability and validity of metrics for structural process
understandability proposed so far. They, give concrete
and detailed definitions for measuring structural process
understandability exceeding those in existing publica-
tions. Conducting a rather small experiment, they show
some effects of using these metrics.

In this paper, we present the results of a much larger
second experiment using a more realistic process model
and involving 178 students from three universities.

The remainder of this paper is organized as follows:
In Section 2, we present related work on measuring
structural process understandability. Important basics
about measurement and prediction systems are shown
in Section 3. Our definitions for measuring structural
process understandability and hypotheses about some
effects of measurement are shown in Section 4. In Sec-
tion 5, an experiment for examining these hypotheses is
presented. The paper gives a conclusion and presents
possible future work (Section 6).

2 Related Work

In [9], Mendling et al. searched for possible relations
between personal and process specific (structural) prop-
erties and structural process understandability.

They used a questionnaire which was answered by 73
students having followed courses on process modeling.
For the questionnaire, they selected 12 process models
(each with 25 tasks). The process models were depicted
in a simplified EPC-like notation (without events) in a
top-to-bottom-style. The tasks were labeled with just
capital letters.

As operationalization of structural process under-
standability, Mendling et al. created the SCORE met-
ric: Each student had to answer eight closed questions
about order, concurrency, exclusiveness or repetition of
tasks as well as one open question about possible errors
for each process model. The sum of correct answers (at
most nine) gives the SCORE value.

In addition to the goals of [9], Mendling and Strem-
beck examined also the influence of content related fac-
tors on structural process understandability in [10].

For that purpose, they designed an online question-
naire that was answered by 42 students and practition-
ers. Six process models with equal number of tasks—
each in two variants (one with tasks labeled with capital
letters and a second one with tasks labeled with nor-
mal describing text)—were selected. The process mod-
els were depicted in the same notation as in [9]. For
each process model, six yes/no questions about process
model structure and behavior were chosen. The sub-
jects of the experiment were randomly assigned to one
of two questionnaire variants (capital letter labels and
text labels).

The metric PSCORE was calculated as the sum of
correct answers about the process model (at most 36)
and served as an operationalization of structural under-
standability to a person.

In [6, 7], Melcher and Seese give an overview about
existing publications trying to measure structural pro-
cess understandability. They introduce basics of mea-
surement and prediction systems (see Section 3). Based
on these theoretic concepts, they show a lack of relia-
bility and validity of the proposed metrics.

Inspired by existing work, they define new metrics
for structural process understandability and formulate
hypotheses about effects of measuring structural pro-
cess understandability. Conducting a rather small ex-
periment, they got some encouraging findings support-
ing these hypotheses.
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3 Measurement and Prediction
Systems

3.1 Definitions
The area of process measurement is inspired by the
works and results of software measurement. There,
many theoretical fundamentals were identified as im-
portant. Fenton and Pfleeger give a good overview in
[2]. In [5], Melcher and Seese show that these theoreti-
cal basics are also essential for process measurement—
even so they had to notice that many of these findings
are still ignored.

According to Fenton and Pfleeger, there are two main
types of measurement:

Definition 1 (Measurement systems) Measurement
systems are used to assess an existing entity by
numerically characterizing one or more of its at-
tributes [2, p. 104].

Definition 2 (Prediction systems) Prediction systems
are used to predict some attribute of a future entity, in-
volving a mathematical model with associated predic-
tion procedures [2, p. 104].

Besides the use for future entities as stated in the def-
inition of Fenton and Pfleeger, prediction systems can
also be used to predict some attribute of an existing en-
tity that is measurable only in a very laborious manner.

In [5], Melcher and Seese show how the idea of pre-
diction systems can be transfered to process measure-
ment (see Figure 1):
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Figure 1: Prediction systems adapted to process mea-
surement.

A process model has internal and external attributes.
Internal attributes are those that can be measured

purely in terms of the process model separate from its

behavior [2, p. 74]. Most proposed process metrics
measure structural properties (internal attributes).

External attributes are those that can be measured
only with respect to how the process model relates to its
environment [2, p. 74]. Examples are costs, time, num-
ber of errors and—especially important for this paper—
(structural) understandability.

3.2 Validation
Before a prediction system can be used, it has to be vali-
dated. A valid prediction system consists of two metrics
both being valid measurement systems. Valid measure-
ment systems must fulfill the following two properties:

Reliability Metric values obtained by different ob-
servers of the same process have to be consistent. Kan
gives a good example [4, pp. 70–71]: If one wants
to measure the height of a person, the measurements
should be taken at a special time of day (e. g., in the
morning) and always barefooted. Otherwise, the values
of the same person could vary a lot.

Validity According to Kan [4, pp. 71–72], validity
can be classified into construct validity and content va-
lidity. The first checks whether the metric really rep-
resents the theoretical concept to be measured (e. g.,
is church attendance a good metric for religiousness?).
The second checks whether the metric covers the range
of meanings included in the concept (e. g., a test of
mathematical ability for elementary pupils cannot be
limited to addition but should also include subtraction,
multiplication, division and so forth).

The goal of a validation of a prediction system is to
show a correlation between the process metric values
and the corresponding external attribute in question. As
Fenton and Pfleeger state, “rather than being a mathe-
matical proof, validation involves confirming or refut-
ing a hypothesis” [2, p. 104].

4 Measuring Structural Process
Understandability

The process understandability1 metrics, other defini-
tions and hypotheses presented in this section (except
from those in Subsection 4.3) are the same as in [6, 7].

4.1 Aspects of Process Understandability
It is important to cover the different aspects of struc-
tural process understandability in order to meet the con-

1For the sake of simplicity, we use the term “process understand-
ability” instead of “structural process understandability” in the rest of
this paper.
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tent validity requirement for metrics. Our definitions
formalize the aspects concurrency, exclusiveness, order
and repetition which are identified by Mendling et al.
in [9, p. 52]. While these notions are thought to cover
a broad array of understandability aspects, we do not
deny the possible existence of other aspects.

Our definitions are based on the concept of an activity
period.

Definition 3 (Activity period) An activity period of
task t is the period between a point in time when t be-
comes executable and the next point in time when the
actual execution of t terminates.

Using this concept, we can define relations for the
four aspects of process understandability we men-
tioned.

Definition 4 (Concurrency) For the questions about
task concurrency, the relations c@, c∃, c∀ ⊆ T × T with
the following meanings are used.

(t1, t2) ∈ c@ ⇔ There is no process instance for
which the activity periods of tasks t1 and t2 overlap.

(t1, t2) ∈ c∃ ⇔ There is a process instance for which
the activity periods of tasks t1 and t2 overlap at least
once (Several executions of t1 and t2 per process in-
stance are possible!).—But there also exists a process
instance for which this does not hold.

(t1, t2) ∈ c∀ ⇔ For each process instance, the activ-
ity periods of tasks t1 and t2 overlap at least once.

Definition 5 (Exclusiveness) For the questions about
task exclusiveness, the relations e@, e∃, e∀ ⊆ T × T
with the following meanings are used.

(t1, t2) ∈ e@ ⇔ There is no process instance, for
which tasks t1 and t2 are both executed.

(t1, t2) ∈ e∃ ⇔ There is a process instance, for
which tasks t1 and t2 are both executed.—But there also
exists a process instance for which this does not hold.

(t1, t2) ∈ e∀ ⇔ For each process instance, the tasks
t1 and t2 are both executed.

Definition 6 (Order) For the questions about task or-
der, the relations o@, o∃, o∀ ⊆ T ×T with the following
meanings are used.

(t1, t2) ∈ o@ ⇔ There is no process instance for
which an activity period of task t1 ends before an ac-
tivity period of task t2 starts.

(t1, t2) ∈ o∃ ⇔ There is a process instance for which
an activity period of task t1 ends before an activity pe-
riod of task t2 starts.—But there also exists a process
instance for which this does not hold.

(t1, t2) ∈ o∀ ⇔ For each process instance, an ac-
tivity period of task t1 ends before an activity period of
task t2 starts.

Definition 7 (Repetition) For the questions about task
repetition, the relations r=1, r?, r∗, r+ ⊆ T with the
following meanings are used.
t ∈ r=1 ⇔ For each process instance, task t is exe-

cuted exactly once.
t ∈ r? ⇔ For each process instance, task t is exe-

cuted not once or exactly once. Both cases really occur.
t ∈ r∗ ⇔ For each process instance, task t is exe-

cuted not once, exactly once or more than once. There
exists a process instance for which t is executed not
once and another one for which t is executed more than
once.
t ∈ r+ ⇔ For each process instance, task t is exe-

cuted at least once. There exists a process instance for
which t is executed more than once.

We constructed these definitions in such a way that
we get the properties of Corollary 1, which are benefi-
cial for the measurement process.

Corollary 1 (Properties of relations) The relations
have the following properties:

1. The relations c@, c∃, c∀ and e@, e∃, e∀ are symmet-
ric.

2. For all possible task combinations, exactly one re-
lation per aspect is true.

Because of property 2 of Corollary 1, we can group
the different relations for an aspect to questions about
the process model: The question qr(t), for example,
asks which of the relations r=1, r?, r∗, r+ holds for task
t. Because of property 1 of Corollary 1, qc(t1, t2) =
qc(t2, t1) and qe(t1, t2) = qe(t2, t1) hold.

Corollary 2 (Maximum number of questions) The
maximum number |Qa,max(p)| of possible different
questions of aspect a ∈ {c, e, o, r} about a process
model p with n tasks is

|Qc,max(p)| = |Qe,max(p)| =
n(n− 1)

2
(1)

|Qo,max(p)| = n(n− 1) (2)
|Qr,max(p)| = n . (3)

As one can see, the maximum number of ques-
tions for concurrency, exclusiveness and order grows
quadratically with the number of tasks, while the maxi-
mum number of questions for repetition grows only lin-
early.

We can now define process understandability.

Definition 8 (Personal process understandability)
The personal process understandability Ua(p, s) of
aspect a of process model p by subject s is defined
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as the fraction of correct answers given by s to the
|Qa,max(p)| different questions of aspect a about p.

Ua(p, s) :=
# correct answers toQa,max(p)

|Qa,max(p)|
, a ∈ {c, e, o, r} (4)

Hypothesis 1 The personal process understandability
metric values Ua(p, si) of a process model p are nor-
mally distributed.

The different values of personal process understand-
ability can be seen as outcomes of a random variable.
The expected value of this variable can be estimated as
follows.

Definition 9 (Estimated process understandability)
The estimated process understandability Ûa(p, S) of
aspect a of process model p and subjects S is defined
as the average personal process understandability of p
by the subjects of S.

Ûa(p, S) :=
1
|S|
∑
s∈S

Ua(p, s) , a ∈ {c, e, o, r} (5)

Additionally, confidence intervals for the true ex-
pected values of the random variables for the different
aspects of process understandability can be computed.
The width of these intervals will decrease for higher
numbers of subjects—meanwhile, the certainty of the
true expected value will increase.

Hypothesis 2 The different aspects of process under-
standability result in different values of the Ûa(p, S) of
a process model p.

Consequently, it is important to measure at least all
of these aspects to achieve an insight into one’s “overall
understandability” of a model.

4.2 Partial Process Understandability
In order to reduce the effort for measuring process un-
derstandability, only a subset of all possible questions
about the different aspects can be selected for being an-
swered by the subjects. This approach was also used
in [9, 10].

Definition 10 (Pers. partial process understandability)
The personal partial process understandability
Ua(p, s,Qa) of aspect a, process model p, subject
s and questions Qa ⊆ Qa,max(p) is defined as the
fraction of correct answers given by s to the questions
Qa of aspect a about p.

Ua(p, s,Qa) :=
# correct answers toQa

|Qa|
, a ∈ {c, e, o, r} (6)

Here again, the different values of personal partial
process understandability can be seen as outcomes of
a random variable. The expected value of this variable
can be estimated according to Definition 11.

Definition 11 (Est. partial process understandability)
The estimated partial process understandability
Ûa(p, S,Qa) of aspect a, process model p, subjects S
and questions Qa is defined as the average personal
partial process understandability of p and Qa by the
subjects of S.

Ûa(p, S,Qa) :=
1
|S|
∑
s∈S

Ua(p, s,Qa) , a ∈ {c, e, o, r}

(7)

In order to measure the number of actually asked
questions Qa relative to the number of possible ques-
tions Qa,max(p) about process model p, we define cov-
erage rate.

Definition 12 (Coverage rate) The coverage rate of a
set of questions Qa ⊆ Qa,max(p) about aspect a of
process model p is defined as

ra(Qa, p) :=
|Qa|

|Qa,max(p)|
, a ∈ {c, e, o, r} . (8)

Corollary 3 The number of different sets of questions
Qa ⊆ Qa,max(p) with |Qa| = m questions is(

|Qa,max(p)|
m

)
. (9)

Hypothesis 3 The different questions ofQa,max(p) are
not equally difficult. This has two consequences:
(1) For the same coverage rate, one gets different val-
ues for estimated partial process understandability de-
pending on the selected questions Qa. (2) The smaller
the coverage rate, the bigger the standard deviation of
the different values of estimated partial process under-
standability for that coverage rate.

As a consequence, the coverage rate should not be se-
lected too small. Furthermore, the questions for the set
Qa should be chosen randomly in order to minimize the
risk of intentionally or unintentionally selecting espe-
cially easy or difficult questions. The two recommenda-
tions shall assure that the estimated partial process un-
derstandability does not differ that much from the true
value of process understandability.
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4.3 Process Understandability Using Vir-
tual Subjects

As the number of possible questions soon becomes so
high for larger process models (see Corollary 2), not all
of them can be asked to one single subject. Besides us-
ing partial process understandability (Subsection 4.2),
there is a second approach—virtual subjects—which is
based on the following hypothesis.

Hypothesis 4 Randomly dividing a set of questions an-
swered by a group of subjects into two subsets of ap-
proximately same size results in a strong correlation
between the rates of correct answers given by the same
subject to the questions of the two subsets.

Roughly speaking that means that a subject with
good results for one subset of questions will also be
good for the second subset. This is used by us in inverse
direction in order to “construct” a new virtual subject’s
answers out of the answers given by several real sub-
jects:

The set of all possible questions of one aspect is di-
vided into different subsets which are each answered by
different groups of subjects. Afterwards, in each group
the subjects are ordered by their personal partial pro-
cess understandability values. Now, new virtual sub-
jects are “created” by combining the answers of one
subject from each group. For this step, the best subjects
from each group are combined to the best new virtual
subject, the second best subjects to the second best new
virtual subject—and so on.

Using the answers of these so “constructed” virtual
subjects, (virtual) personal process understandability
and (virtual) estimated process understandability can be
computed as defined in Definitions 8 and 9 respectively.

5 Experimental Evaluation and
Results

5.1 Experimental Design
For our experimental evaluation, we used the process
model depicted in Figure 2. We used the same top-to-
bottom-style layout as in [6, 7, 9, 10].

As the process model has 12 tasks, the num-
ber of possible questions about the four aspects are
|Qc,max(p)| = |Qe,max(p)| = 66, |Qo,max(p)| = 132
and |Qr,max(p)| = 12.

As the number of possible questions per aspect is too
high (except for aspect repetition), we could not asked
them all to one subject. Instead, we divided the ques-
tions for concurrency, exclusiveness and order into dif-
ferent subsets. So, we created a questionnaire with nine
groups (groups 1 to 4: questions about order [o1–o4];

Start
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Figure 2: Process model used in experiment.

groups 5 to 8: questions about concurrency [c5–c8] and
exclusiveness [e5–e8]; group 9: questions about repeti-
tion [r9])—resulting in 13 data sets. In each group, we
asked 33 questions (group 9 was filled by 21 “dummy
questions”). The detailed assignment of the questions
to the groups is shown in Tables 1–9.

We asked students attending courses on workflow
management at Humboldt-Universität zu Berlin, Eind-
hoven University of Technology and Universität Karls-
ruhe (TH) to participate in the experiment. Participation
was voluntary. Students from Berlin and Eindhoven got
a bonus for their final exam—students from Karlsruhe
could use it as training for their exam. Altogether, 178
students completed the questionnaire. The participants
were randomly assigned to one group of the question-
naire.

5.2 Results
The answers to the questionnaire are given in Tables 1–
9.

5.2.1 Results Concerning Single Questions

In this paragraph, we look at the rate of correctly an-
swered questions about the four aspects. These values
are given in Table 10 and as histograms in Figure 3.

As one can see, aspect order has a quite different be-
havior compared to the other three aspects. While those
have narrow peaks near the rate of 1.0, the values for
aspect order are more spread over the whole interval
with the peak near 0.6. So, most questions of aspect
order seem to be more difficult to be answered by the
subjects than those of the other aspects.

Next, we analyzed whether a connection between the
rates of correct answers to questions about concurrency
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Figure 3: Histograms for rates of correct answers for the four aspects.
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Table 9: Answers given in group 9.

subject qr(A) qr(B) qr(C) qr(D) qr(E) qr(F ) qr(G) qr(H) qr(I) qr(J) qr(K) qr(L) Ur(p, s)
solution r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗

s164 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s165 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s166 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s167 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s168 r∗ r? r=1 r=1 r=1 r? r∗ r? r? r+ r+ r∗ 0.83
s169 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s170 r? r? r=1 r=1 r=1 r? r? r? r? r+ r∗ r∗ 0.92
s171 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s172 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s173 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s174 r? r? r+ r∗ r∗ r=1 r=1 r? r=1 r+ r? r∗ 0.42
s175 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s176 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s177 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00
s178 r? r? r=1 r=1 r=1 r? r? r? r? r+ r+ r∗ 1.00

correct 93% 100% 93% 93% 93% 93% 87% 100% 93% 100% 87% 100%

and exclusiveness for the same pair of tasks exist. As
both aspects deal with the execution of task pairs dur-
ing a process instance execution, such a connection is
imaginable. The single value pairs are depicted in Fig-
ure 4(a). As the Spearman correlation [12, pp. 42–45]
is only 0.465, there is no strong connection.

We did the same analysis for aspect order and or-
der in revers ordering. The single value pairs are de-
picted in Figure 4(b). Here, the Spearman correlation
is -0.209. So, knowing the rate of correct answers to
question qo(t1, t2), no prediction for qo(t2, t1) can be
given.

5.2.2 Results Concerning (Partial) Process Under-
standability

The personal (partial) understandability values of the
subjects of the nine groups are depicted in Figures 5
and 6.

Regarding Hypothesis 1 In order to test our hypoth-
esis that the personal process understandability val-
ues are normally distributed for each aspect, we did
a Shapiro-Wilk test [16] for each of the 13 data sets.
Only for o1, o2 and o4, the null-hypothesis that the
data is normally distributed could not be rejected on the
α = 0.05 level. For the rest, we had to reject the null-
hypothesis (o3: p = 0.037; c5: p = 0.035; all others:
p� 0.05).

Based on the data about personal (partial) process un-
derstandability, the estimated (partial) process under-
standability values (together with the standard devia-
tions of the personal (partial) process understandability
values) were computed (Table 11).

We also computed 95% confidence intervals for the
estimated (partial) process understandability values of
the 13 data sets. For o1, o2 and o4, we used the method
for estimating confidence intervals for means of normal

distributions [12, pp. 446–447]. For the other ten data
sets, we used the bootstrap approach [1] which does not
require normally distributed data. The lower and upper
confidence interval bounds are also listed in Table 11.

The estimated (partial) process understandability val-
ues and the 95% confidence intervals for the 13 data sets
are also depicted graphically in Figure 7.

Finally, we analyzed whether the distributions of the
personal partial process understandability values of the
four data sets of each of the aspects concurrency, ex-
clusiveness and order are the same. For that purpose,
we did a Kruskal-Wallis rank sum test for each of these
three aspects. The null-hypothesis (same distribution)
could not be rejected on the α = 0.05 level for all of
them. So, the difficulty of the four subsets of questions
for each of these aspects seems to be quite equivalent.

5.2.3 Results Concerning Virtual Subjects Ap-
proach

As the process model used in the experiment is so large
that the high number of questions could not be asked to
single subjects, the questions were divided into different
subsets (see Subsection 5.1) for later use of the virtual
subjects approach (see Subsection 4.3).

Regarding Hypothesis 4 In order to show that this
approach is legitimate, the following test was con-
ducted: Using the data about the aspects concurrency,
exclusiveness and order from the experiment in [6, 7],
the questions for each aspect were randomly divided
into two halves of the same size simulating two groups
of questions which could be answered by two differ-
ent groups of subjects. In the next step, the Spearman
rank correlation coefficient between the personal partial
process model understandability values from the two
halves was computed. This was repeated 5,000 times
for each aspect.
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Figure 4: Scatter plots with rates of correct answers.
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Figure 5: Personal (partial) process understandability
values for aspects order and repetition.

The corresponding empirical cumulative distribution
functions are depicted in Figure 8. The medians were
0.714 (concurrency), 0.818 (exclusiness) and 0.933 (or-
der). So, the approach seems to be legitimate.

The resulting virtual subjects are listed in Table 12.
In the remainder of this chapter, the resulting vir-

tual personal process model understandability values
are denoted as U∗a (p, s), the virtual estimated process
model understandability values as Û∗a (p, S) and the vir-

tual estimated partial process model understandability
as Û∗a (p, S,Qa) (a ∈ {c, e, o, r}).

5.2.4 Results Concerning (Virtual) Process Under-
standability

The (virtual) personal process understandability values
of the (virtual) subjects for the four aspects concur-
rency, exclusiveness, order and repetition, are depicted
in Figure 9(a).

Regarding Hypothesis 1 In order to test our hypoth-
esis that the personal process understandability val-
ues are normally distributed for each aspect, we did a
Shapiro-Wilk test for each of the four data sets. For con-
currency, exclusiveness and repetition, we had to reject
the null-hypothesis that the data is normally distributed
(concurrency: p = 0.023; all others: p � 0.05). Only
for order, this null-hypothesis could not be rejected on
the α = 0.05 level.

Based on the four data sets, the (virtual) estimated
process understandability values (together with the
standard deviations of the (virtual) personal process un-
derstandability values) were computed (Table 13).

We also computed 95% confidence intervals for the
(virtual) estimated process understandability values of
the four aspects. For order, we used the method for esti-
mating confidence intervals for means of normal distri-
butions [12, pp. 446–447]. For the other three aspects,
we used the bootstrap approach [1] which does not re-
quire normally distributed data. The lower and upper
confidence interval bounds are also listed in Table 13.
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Figure 6: Personal partial process understandability values for aspects concurrency and exclusiveness.

The (virtual) estimated process understandability val-
ues and the 95% confidence intervals for the four as-
pects are also depicted graphically in Figure 9(b).

Regarding Hypothesis 2 For testing our hypothe-
sis that the process understandability values for the
four aspects are different, we used Wilcoxon rank-sum
tests for independent values [12, pp. 590–597]. This
test does not require normally distributed data. Only
for the combination exclusiveness-repetition, the null-
hypothesis (data belongs to same distribution) could not
be rejected on the α = 0.05 level (p = 0.110).

5.2.5 Results Concerning (Virtual) Partial Process
Understandability

Regarding Hypothesis 3 In order to test our hypoth-
esis about partial process understandability, we com-
puted all (virtual) estimated partial process understand-
ability values for the four aspects. For concurrency, ex-
clusiveness and order, we used the data of the virtual
subjects constructed in Subsubsection 5.2.3.

The values depending on the coverage rate are de-
picted in Figure 11. The dashed horizontal lines are the
lower and upper 95% confidence interval bounds for the
(virtual) estimated process understandability values of
the four aspects.

Because of the “combinatoric explosion” (cf. Corol-
lary 2)2, we had to use a probabilistic algorithm for

2The highest number of possible subsets exists for aspect order
and coverage rate 0.5. Here,

(132
66

)
≈ 3.8 × 1038 different subsets

exist.

these plots: For each analyzed coverage rate, we ran-
domly selected 1,000,000 (for aspects concurrency and
exclusiveness) and 5,000,000 (for aspect order) subsets
of questions, respectively. Exact values could only be
computed for very small and very large coverage rates
as well as for aspect repetition.

In Table 14, the mean (virtual) estimated partial pro-
cess understandability, the standard deviation of the
(virtual) estimated partial process understandability val-
ues and the rate of values lower and higher than the con-
fidence interval bounds of the four aspects are listed for
different coverage rates.

Also for these tables, we had to use a probabilistic al-
gorithm: For each analyzed coverage rate, we randomly
selected 100,000 subsets of questions. Exact values
could only be computed for very small and very large
coverage rates as well as for aspect repetition.

The different values for mean in Tables 14(a), 14(c)
and 14(d) compared to Table 13 are caused by rounding
errors.

Table 14 and Figure 11 support our hypothesis—
aspect repetition having the weakest effect: For the
same coverage rate, many different (virtual) estimated
partial process understandability values exist. The
smaller the coverage rate, the higher the standard de-
viation and the number of values outside the confidence
interval.

For the process used in this experiment, a coverage
rate of 0.25 produces less than 1% lower or upper out-
liers for all four aspects.

14



●
●

● ●

● ●
● ●

● ● ●
●

●
0.

0
0.

2
0.

4
0.

6
0.

8
1.

0

aspect/group

U
_a

o1 o2 o3 o4 c5 c6 c7 c8 e5 e6 e7 e8 r9

Figure 7: Estimated (partial) process understandability values and 95% confidence intervals for the 13 data sets.

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Spearman rank correlation

F
(c

or
re

la
tio

n)

●

●

●

●

(a) Aspect concurrency.

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Spearman rank correlation

F
(c

or
re

la
tio

n)

●

●

●

●
●

●

(b) Aspect exclusiveness.

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Spearman rank correlation

F
(c

or
re

la
tio

n)

● ● ●● ●● ●● ●● ● ● ●● ●●●●●●●
●●

●●●●●
●●
●●●●

●●
●
●●

●

●

●

●

●●

●●

●●

●
●●

●

●

●

(c) Aspect order.

Figure 8: Empirical cumulative distribution functions for Spearman rank correlations between two halves of
questions.

6 Conclusion and Future Work

In this paper, we gave an overview about the work
on measuring structural process understandability and
necessary basics about measurement and prediction
systems. Based on the points of criticism expressed
by Melcher and Seese about the existing measur-
ing approaches—especially the possible lack of reli-
ability and validity of the proposed understandabil-
ity metrics—, their definitions for measuring structural
process understandability and a first small experiment,
we conducted a second larger experiment.

The experiment—involving 178 students from three
universities—reconfirms the results of the first experi-
ment with higher statistical significance and gives some
new insights:

It supports our hypothesis that different aspects of
structural process understandability are related to dif-
ferent levels of complexity (only exclusiveness and rep-
etition are quite similar for our process model). Also, it
turns out that using only a small part of the set of pos-
sible questions can cause values for structural process
understandability differing substantially from the real
value.

Therefore, all different aspects have to be included
and the coverage rate of asked questions should not be
too small. With respect to the process model in our ex-
periment, a coverage rate of 0.25 resulted in less than
1% outliers (higher or lower than 95% confidence in-
terval) for all four aspects. Finally, the asked questions
should be selected at random as to minimize the risk of
choosing particularly easy or difficult questions.
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(b) (Virtual) estimated process understandability values and 95% con-
fidence intervals.

Figure 9: Visualizations of (virtual) process understandability values.
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Figure 10: (Virtual) estimated process understandabil-
ity values and 95% confidence intervals for the four as-
pects.

Our work also points to open issues that need to be
addressed by future research. In our experiment, only
order was normally distributed. This aspect also had
the lowest values which is not directly intuitive. Ar-
guably, concurrency and exclusiveness are more com-
plicated matters than order. Presumably, we have to
consider further characteristics of the process model in
order to get an overall picture, in particular, where cer-

tain aspects matter and to what extent they can be ob-
served in isolation when observing them in the model.

Another future issue is the selection of suitable cov-
erage rates minimizing the measuring effort and the
differences from the real structural process understand-
ability value. We need to investigate whether the ideal
coverage is indicated relative or absolute to the process
model size and whether it depends on other (structural)
process properties. It should also be examined whether
there are other relevant aspects of structural understand-
ability. Finally, once reliable and valid metrics for struc-
tural process understandability are in place, the exami-
nation of influencing factors as part of a prediction sys-
tem is an important task of research.
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Table 12: Construction of virtual subjects.

(a) Aspect concurrency.
virtual subject subject1 subject2 subject3 subject4 U∗c (p, s)

s∗01 s082 s101 s126 s159 0.58
s∗02 s096 s106 s140 s151 0.62
s∗03 s089 s109 s124 s162 0.65
s∗04 s081 s110 s128 s144 0.73
s∗05 s083 s116 s142 s147 0.74
s∗06 s080 s104 s127 s156 0.80
s∗07 s086 s119 s139 s145 0.83
s∗08 s087 s108 s129 s153 0.86
s∗09 s094 s115 s130 s160 0.86
s∗10 s090 s118 s136 s161 0.91
s∗11 s092 s107 s123 s163 0.94
s∗12 s093 s102 s125 s146 0.97
s∗13 s095 s105 s131 s148 0.97
s∗14 s085 s112 s132 s149 0.98
s∗15 s088 s113 s134 s150 0.98
s∗16 s091 s114 s135 s152 0.98
s∗17 s084 s120 s141 s154 1.00
s∗18 s097 s121 s143 s155 1.00

(b) Aspect exclusiveness.
virtual subject subject1 subject2 subject3 subject4 U∗e (p, s)

s∗19 s091 s109 s132 s159 0.58
s∗20 s080 s114 s125 s147 0.76
s∗21 s085 s106 s135 s151 0.86
s∗22 s089 s110 s140 s149 0.89
s∗23 s083 s115 s123 s144 0.94
s∗24 s084 s118 s124 s154 0.94
s∗25 s093 s119 s128 s160 0.94
s∗26 s097 s120 s129 s145 0.95
s∗27 s081 s121 s131 s146 0.97
s∗28 s082 s101 s136 s148 0.98
s∗29 s086 s102 s126 s150 1.00
s∗30 s087 s104 s127 s152 1.00
s∗31 s088 s105 s130 s153 1.00
s∗32 s090 s107 s134 s155 1.00
s∗33 s092 s108 s139 s156 1.00
s∗34 s094 s112 s141 s161 1.00
s∗35 s095 s113 s142 s162 1.00
s∗36 s096 s116 s143 s163 1.00

(c) Aspect order.
virtual subject subject1 subject2 subject3 subject4 U∗o (p, s)

s∗37 s017 s029 s046 s073 0.30
s∗38 s007 s023 s047 s061 0.35
s∗39 s010 s025 s055 s065 0.40
s∗40 s002 s020 s053 s063 0.45
s∗41 s012 s036 s039 s079 0.47
s∗42 s014 s032 s041 s064 0.49
s∗43 s008 s034 s043 s074 0.53
s∗44 s011 s019 s054 s075 0.55
s∗45 s006 s028 s057 s068 0.57
s∗46 s013 s030 s058 s070 0.57
s∗47 s004 s031 s048 s062 0.59
s∗48 s005 s024 s056 s066 0.63
s∗49 s003 s033 s045 s077 0.66
s∗50 s015 s021 s052 s071 0.68
s∗51 s016 s038 s051 s072 0.70
s∗52 s001 s035 s042 s078 0.77
s∗53 s009 s026 s050 s060 0.80
s∗54 s018 s022 s059 s076 0.89

Table 13: (Virtual) estimated process understandability
values, standard deviations and 95% confidence inter-
vals for the four aspects.

concurrency exclusiveness order repetition
Û∗a (p, S) or Ûr(p, S) 0.856 0.934 0.578 0.945
s.d. 0.140 0.109 0.157 0.153
lower conf. int. bound 0.790 0.881 0.499 0.861
upper conf. int. bound 0.915 0.974 0.656 1.000
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Table 14: Data about (virtual) estimated partial process understandability values for the four aspects.

(a) Aspect concurrency.
# questions cov. rate mean s. d. rate lower rate higher

1 0.02 0.857 0.105 16.7% 27.3%
2 0.03 0.857 0.073 12.9% 25.1%
3 0.05 0.857 0.059 12.2% 11.4%
4 0.06 0.857 0.051 10.0% 11.4%
5 0.08 0.857 0.045 10.2% 5.4%
7 0.11 0.857 0.037 5.3% 2.6%

10 0.15 0.857 0.031 2.8% 1.2%
14 0.21 0.857 0.025 0.7% 0.2%
17 0.26 0.857 0.022 0.1% 0.1%
20 0.30 0.857 0.019 0.0% 0.0%
24 0.36 0.857 0.017 0.0% 0.0%
27 0.41 0.857 0.015 0.0% 0.0%
30 0.45 0.857 0.014 0.0% 0.0%
33 0.50 0.857 0.013 0.0% 0.0%
37 0.56 0.857 0.011 0.0% 0.0%
40 0.61 0.857 0.010 0.0% 0.0%
43 0.65 0.857 0.009 0.0% 0.0%
47 0.71 0.857 0.008 0.0% 0.0%
50 0.76 0.857 0.007 0.0% 0.0%
53 0.80 0.857 0.006 0.0% 0.0%
57 0.86 0.857 0.005 0.0% 0.0%
60 0.91 0.857 0.004 0.0% 0.0%
62 0.94 0.857 0.003 0.0% 0.0%
63 0.95 0.857 0.003 0.0% 0.0%
64 0.97 0.857 0.002 0.0% 0.0%
65 0.98 0.857 0.002 0.0% 0.0%
66 1.00 0.857 − 0.0% 0.0%

(b) Aspect exclusiveness.
# questions cov. rate mean s. d. rate lower rate higher

1 0.02 0.934 0.082 16.7% 43.9%
2 0.03 0.934 0.057 14.7% 18.9%
3 0.05 0.934 0.046 12.7% 22.2%
4 0.06 0.934 0.040 10.7% 11.4%
5 0.08 0.934 0.035 8.9% 13.1%
7 0.11 0.934 0.029 5.9% 8.1%

10 0.15 0.934 0.024 2.0% 2.8%
14 0.21 0.934 0.019 0.7% 1.0%
17 0.26 0.934 0.017 0.1% 0.3%
20 0.30 0.934 0.015 0.0% 0.2%
24 0.36 0.934 0.013 0.0% 0.0%
27 0.41 0.934 0.012 0.0% 0.0%
30 0.45 0.934 0.011 0.0% 0.0%
33 0.50 0.934 0.010 0.0% 0.0%
37 0.56 0.934 0.009 0.0% 0.0%
40 0.61 0.934 0.008 0.0% 0.0%
43 0.65 0.934 0.007 0.0% 0.0%
47 0.71 0.934 0.006 0.0% 0.0%
50 0.76 0.934 0.006 0.0% 0.0%
53 0.80 0.934 0.005 0.0% 0.0%
57 0.86 0.934 0.004 0.0% 0.0%
60 0.91 0.934 0.003 0.0% 0.0%
62 0.94 0.934 0.003 0.0% 0.0%
63 0.95 0.934 0.002 0.0% 0.0%
64 0.97 0.934 0.002 0.0% 0.0%
65 0.98 0.934 0.001 0.0% 0.0%
66 1.00 0.934 − 0.0% 0.0%

(c) Aspect order.
# questions cov. rate mean s. d. rate lower rate higher

1 0.01 0.577 0.210 28.8% 47.0%
2 0.02 0.577 0.147 26.2% 33.6%
3 0.02 0.577 0.120 23.3% 26.9%
4 0.03 0.577 0.103 20.7% 22.2%
7 0.05 0.577 0.077 14.9% 16.1%

14 0.11 0.577 0.053 7.2% 6.4%
20 0.15 0.577 0.043 3.7% 3.0%
27 0.20 0.577 0.036 1.6% 1.3%
33 0.25 0.578 0.032 0.7% 0.5%
40 0.30 0.578 0.028 0.3% 0.2%
47 0.36 0.578 0.025 0.1% 0.0%
53 0.40 0.577 0.022 0.0% 0.0%
60 0.45 0.577 0.020 0.0% 0.0%
66 0.50 0.578 0.018 0.0% 0.0%
73 0.55 0.577 0.016 0.0% 0.0%
80 0.61 0.577 0.015 0.0% 0.0%
86 0.65 0.577 0.013 0.0% 0.0%
93 0.70 0.577 0.012 0.0% 0.0%
99 0.75 0.577 0.011 0.0% 0.0%

106 0.80 0.577 0.009 0.0% 0.0%
113 0.86 0.577 0.007 0.0% 0.0%
119 0.90 0.577 0.006 0.0% 0.0%
126 0.95 0.577 0.004 0.0% 0.0%
128 0.97 0.577 0.003 0.0% 0.0%
129 0.98 0.577 0.003 0.0% 0.0%
130 0.98 0.577 0.002 0.0% 0.0%
131 0.99 0.577 0.002 0.0% 0.0%
132 1.00 0.577 − 0.0% 0.0%

(d) Aspect repetition.
# questions cov. rate mean s. d. rate lower rate higher

1 0.08 0.944 0.048 0.0% 0.0%
2 0.17 0.944 0.031 0.0% 0.0%
3 0.25 0.944 0.024 0.0% 0.0%
4 0.33 0.944 0.020 0.0% 0.0%
5 0.42 0.944 0.016 0.0% 0.0%
6 0.50 0.944 0.014 0.0% 0.0%
7 0.58 0.944 0.012 0.0% 0.0%
8 0.67 0.944 0.010 0.0% 0.0%
9 0.75 0.944 0.008 0.0% 0.0%

10 0.83 0.944 0.006 0.0% 0.0%
11 0.92 0.944 0.004 0.0% 0.0%
12 1.00 0.944 − 0.0% 0.0%
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(a) Aspect concurrency.
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(b) Aspect exclusiveness.
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(c) Aspect order.

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●
●

●

● ●

●●
●

●

●

●
●●●●

●●
●●●
●● ●●● ●

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

coverage rate

U
_r

(d) Aspect repetition.

Figure 11: (Virtual) estimated partial process understandability values of the four aspects depending on coverage
rate.
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