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Vorwort des Herausgebers 
 
Die permanent steigende Nachfrage nach höheren Datenraten im Bereich der mobilen 
Kommunikation führt zu einer andauernden Suche nach neuen Methoden, die 
beschränkte Ressource des existierenden Frequenzspektrums besser zu nutzen und 
damit die Kanalkapazität zu steigern. Seit einigen Jahren werden hierzu auch Mehr-
antennensysteme eingesetzt. Diese sogenannten MIMO (Multiple-Input-Multiple-
Output) Verfahren nutzen gezielt die Eigenschaften von Mehrwegefunkkanälen. Im 
Gegensatz zu dem schon seit vielen Jahrzehnten im Einsatz befindlichen Diversity, 
bei dem das Signal-zu-Rausch-Verhältnis durch möglichst optimales Kombinieren der 
Signale mehrerer Empfangsantennen maximiert wird, werden bei MIMO mehrere 
unabhängige Datenströme auf sogenannten Subkanälen übertragen, wodurch die 
Kanalkapazität gesteigert werden kann. Ausschlaggebend für maximale Kanalkapazität 
eines MIMO-Systems sind optimale Antennekonfigurationen an Sender und 
Empfänger. Da MIMO allerdings die Mehrwegeeigenschaften des Funkkanals nutzt, 
wird für eine simulationsbasierte Optimierung der Antennenkonfigurationen ein hoch-
genaues Modell des Mehrwegefunkkanals benötigt. An dieser Stelle setzt die Arbeit 
von Herrn Juan Pontes an. Basierend auf dem intensiv verifizierten Wellenausbrei-
tungsmodell des Instituts für Hochfrequenztechnik und Elektronik entwickelte Herr 
Pontes eine Methodik zur Analyse und Optimierung von Mehrantennensystemen für 
die urbane Funkkommunikation. Damit stellt die Arbeit von Herrn Pontes eine 
wesentliche Grundlage für weitere Forschungen dar und wird weltweit sicher einige 
darauf aufbauende Arbeiten nach sich ziehen. Ich wünsche ihm, dass er seine 
exzellenten Fähigkeiten auch weiterhin erfolgreich einsetzen kann. 
 
Prof. Dr.-Ing. Thomas Zwick 
- Institutsleiter - 
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Abstract

With the increasing interest in sophisticated algorithms and network configurations in order to
increase the data rates demands of current and future communication systems, less attention is
paid to the antenna in-system optimization. Yet, network providers and antenna engineers are
still faced with the problem of addressing upcoming infrastructure needs, such as more cost
efficient antenna solutions. To aid in this decision making process, the attention of this work is
focused on the analysis and design of multiple element antennas (MEA) and their interaction
with the propagation channel. Moreover, focus is given to the “Karlsruhe" propagation channel
and how its information throughput, i.e. capacity, can be improved. With this in mind, an ex-
isting network model of the communication system is extended to include a modal description
of both mobile and base station antennas in order to reduce computation time. Reduction of
simulation time is proven to increase linearly with the number of antennas, when it exceeds
the number of modes considered. On the basis of this model, an extensive capacity study of
different antenna setups based on measured radiation patterns of commercial antennas is per-
formed, with varying inter element spacing at both the base and mobile station. As result, a set
of guidelines for optimum antenna placement and setup selection is given based on the capacity
of equivalent isotropic normalized channels. This type of normalization, however, is not unique.
Depending on the evaluation needs other norms might be used and comparison among different
works results in a difficult task. To address this issue the adoption of an eigenvalue dispersion
metric as a compact and information rich evaluation measure is proposed, with which the ca-
pacity for any normalization and SNR regime can be estimated. Finally, the communicational
limits of linear arrays in different propagation scenarios are explored and a synthesis method for
achieving maximum information throughput is derived. In this way it is proven that even better
capacities to those achieved by the studied commercial antenna setups could be attained, not
by increasing the number of antennas, but by adding subchannels to the existing ones. Hence,
antenna driving networks capable of producing several array excitations are suggested as the
next step toward better capacities in urban mobile communication systems.
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1 Introduction

Traditional communication systems are based on the transmission of modulated signals (in
time) through a communication channel, consisting of the matching networks, the antennas and
the propagation channel. With the advent of the digital communications and the whole spectrum
of applications and improvements that it has to offer, more and more digital communication sys-
tems are being used in a wide range of applications. In this process, focus has shifted from the
analogous part of the system, i.e. the transmission chain (or radio frequency (RF) transmission
chain if signal transmission is wireless), to the processing part, i.e. the encoders and modulators
responsible of digitally processing the input signals (either digital or analog) into analog signals
suited for transmission with analog components. This has lead to a layered view of commu-
nications, as described in the Open System Interconnection (OSI) reference model [ITU94].
In this way, several advances have taken place, but in exchange less efforts are being made in
improving the description and understanding of the analog part of the system (lowest layer),
responsible for the actual transmission of electromagnetic waves. Because of this, relevance of
high frequency and antenna engineers is even more valuable now where a more intuitive de-
scription of the communication channel can facilitate simulation and experimenting of complex
algorithms at higher communication layers.

To better understand the role played by the RF transmission channel within the digital commu-
nication system, a block diagram of such a system is depicted in Figure 1.1. As it can be seen,
the whole system consists on a series of blocks responsible for the signal processing in order
to convey information between two points. Even though, details of each system component
will not be discussed in this work (a thorough description can be found in [Pro01]), it can be
seen that the whole system is divided intro three segments: the transmitter processing chain, the
communication channel, and the receiving processing chain. Both transmitter and receiver pro-
cessing chains deal with the conversion between the digital and the analog domain, whereas the
communication channel, also known as the RF transmission chain for wireless applications, is
responsible for the physical information transmission. It follows that the communication chan-
nel represents a waveform channel, in which the signals are transmitted at a certain time and
frequency, whereas the whole communication system is equivalent to a Discrete Memoryless
Channel (DMC), where digital words or symbols are transmitted. In consequence, inaccurate
modeling of the communication channel can lead to false results for the DMC in the same
manner that too complex depictions can result too restrictive to experiment and understand the
functioning of the system as a whole. To overcome these difficulties, several assumptions are
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1 Introduction

Figure 1.1: Block diagram of a digital communication system.

made regarding the communication channel and focus is given mostly to the coding schemes
that optimize the system. Yet, optimization at the lowest communication layer can still result
in remarkable improvements in the system as a whole. Furthermore, in order to guarantee
the advances of upcoming standards and technologies, a choice of optimal hardware (antennas
infrastructure) is still required.

1.1 The urban communication channel

As previously mentioned, the communication channel results from the interaction between feed-
ing circuits, antennas, and propagation channel, where different types of sceneries or antennas
lead to different communication channels. Throughout this thesis, focus will be given solely to
the urban communication channel.

In this work, two classifications are used for distinguishing between different communication
channels. The first communication channel classification and perhaps most important one, is
the number of antennas involved in the communication process. If more than one radiating
element is used, so that an antenna can be viewed as the result of multiple radiating elements,
the term multiple element antenna (MEA) is used. The resulting channel is thus considered to
be a MEA channel as opposed to the more common single-input single-output (SISO) channel.

The main difference between these two channels, other than the number of antennas, is that
MEA channels are capable of making better use of the spatial resources of the communication
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channel. Because of this, antenna arrangements capable of performing spatial signal process-
ing through multiple antenna links have come to be known as smart antennas. However, since
communication systems do inherently exploit the spatial properties of the channel regardless of
the number of antennas used, the term smart antenna system will be dropped in this work.

In general, one could also refer to MEA systems with multiple antennas at both transmitter
and receiver as Multiple-Input Multiple-Output (MIMO) systems. However, this is not entirely
accurate given the fact that MIMO systems are mostly associated with the multiplexing capabil-
ities of systems with multiple antennas in highly scattered propagation channels. As result, the
use of multiple antennas in a scenario with dominant Line of Sight (LoS) component would not
make sense from a multiplexing perspective. Even though this statement is only partially true,
since LoS at small distances does not exclude benefits from multiplexing approaches [CPGZ09],
the fact remains that not in every multiple antenna communication system multiplexing is used.
Therefore, in order to provide a broader framework the terms MEA system and MEA channel
are used, when more than one antenna on transmit, receive or both is considered.

The second classification that can be made depends on the type of propagation scenario consid-
ered. In this manner, one can differentiate between indoor or outdoor channels and the different
types of channel in each case. For mobile communications, however, even though communica-
tion can take place at a wide range of propagation channels, the most relevant one is the outdoor
channel for urban settings. Therefore, in this work, investigation of the communication channel
resulting from the use of multiple element antennas within a urban propagation scenario is what
will be referred to as the urban communication channel.

Urban propagation channels are specially relevant, since the larger number of users are located
within urban settings. One could argue, though, that not all people are on the street, but within
the buildings and vehicles. While true, it is first within the urban environment that propagation
takes place until it finally reaches those users located inside the buildings, either by means of
repeating stations or through direct wave transmission. As result, investigation of urban settings
in general is of great importance and has been the driving force behind a significant number of
works during the last decades [TFS99, OT02, CP07, LST+07, DC08].

1.2 Previous works & motivation

Antenna and system integration for the urban propagation scenario has been widely studied.
However there seems to be no general agreement for the optimal antenna spacing, configu-
ration and polarization of a MEA system for a specific scenario. This is mainly because all
previous works are done under different frameworks which, in most cases, are not comparable
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or flexible enough. In addition, the complexity of such systems has also been an impediment,
where consideration of real multipath environments is either oversimplified or not considered
at all. To overcome these limitations several measurement campaigns have been undertaken.
However, the significant amount of data to be processed, as well as the considerable difficulties
it poses, have also limited a more precise and extended study. As result, from the point of view
of mobile or base station antenna designers, there doesn’t seem to be a clear guideline as to
which setup delivers the best results.

Furthermore, due to the important number of variables involved and the slow standardization
process of scientific concepts, no universal evaluation framework or metric exists which is able
to accurately capture in an insightful way the channel (or system) performance. Depending
on whether antennas, channels or MIMO setups are being studied, different evaluation crite-
ria are chosen, whereas, in some cases, even works of related topics present their results with
non-comparable metrics. This leads to additional difficulties in the assessment of previously
published MIMO antennas and configurations for the urban channel.

In addition, there is no general body of work available dealing with the communicational lim-
its of typical urban communication channels. Some works are found in the area of free space
and other analytical propagation channel models. For physical channel models, though, very
little work has been done. Therefore, most of the knowledge in improving the capacities of
current communication systems has been gained from experience and through cumbersome
simulations, as the ones previously mentioned. Yet, no thorough study has been done on the
attainable capacities and how they can be realized. This lack of understanding of the achievable
information throughputs in real scenarios has lead to the current suboptimal antenna solutions.
Moreover, it has also fueled current research trends toward the use of more elaborate antenna
schemes, such as cooperative MIMO, which in most cases results in the addition of antennas
and therefore cost to existing networks.

From the previous discussion follows that being able to make an informed choice in current
urban communication channels has become increasingly difficult for both antenna designers
and network providers. Due to the wide range of results obtained under different assump-
tions, a concise and systematic framework is needed for determining which antennas work best.
Furthermore, the lack of understanding of the communicational limits of antenna systems has
turned the process of network design into a rather empirical one. This work intends to pro-
vide such a simulation and evaluation framework, while leaving room for increased system
complexity.
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1.3 Goal & Thesis outline

In light of the discussed difficulties surrounding the study of the urban communication channel
the goal of this thesis is to facilitate the study of current and future antenna systems. In this way
the results to be presented in this work are intended as guidelines for both network designers
and antenna engineers toward an efficient analysis, use and design of upcoming antenna setups.
In addition this work expects to aid in the decision making process of network providers and
antenna engineers with respect to upcoming infrastructure needs.

In order to achieve this goal, the main needs in the study of urban communication channels need
to be addressed. This means providing a faster but accurate simulation framework, a general
and flexible evaluation framework, and improved antenna solutions based on the better use of
the channel spatial resources. With this in mind, aside from chapter 1 and 8, where an introduc-
tion and outlook to this work are given, this thesis is outlined as follows.

In chapter 2 a mathematical description of communication channels and more specifically of the
urban communication channel will be given. First, the channel matrix concept will be discussed
for SISO and MEA channels along with its normalization. Then some antenna fundamentals
relevant for its computation will be discussed. Based on this, evaluation of the channel matrix
will be explained for free space and multi path propagation channels.

On this ground, a flexible modeling approach will be introduced in chapter 3 for use with both
communication channels and systems. Here, an existing network model is introduced for the
whole communication system and later extended for increased computation speed based on the
modal description of the antennas. Finally, the “Karlsruhe" urban communication channel to be
used throughout this work will be defined.

Having provided a flexible simulation framework for communication systems, in chapter 4 the
foundations for evaluating the performance of the communicational channel from an informa-
tion perspective will be discussed. First, the concept of capacity in the context of MEA chan-
nels, i.e. spatially limited channels, will be discussed. Then its meaning for simultaneously
temporally and spatially limited channels will be analyzed on the basis of Shannon’s capacity
definition. On this basis a thorough study of the capacity limits from a spatial perspective will
be investigated for free space.

In chapter 5, the simulation framework of chapter 4 will be used to study the capacity of var-
ious antenna configurations in the urban communication channel. Different antenna setups at
different antenna inter-element spacings will be compared. Based on the results obtained, some
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comparison and evaluation issues will be discussed. As result, the need for a better evaluation
metric will be verified. This need will be then addressed in chapter 6, where a new evaluation
metric will be proposed. In doing so, the cases of Frobenius and arbitrary normalized channels
will be handled.

Having investigated the achievable capacities of typical antenna setups for the “Karlsruhe" ur-
ban communication channel, in chapter 6 focus is shifted to the theoretical limits behind such
implementations. More specifically, the limits of the wireless channel in free space are investi-
gated. Later on, the same approach is applied to the “Karlsruhe" urban communication channel
and, from the experience gained in the study of typical antenna setups, the communicational
limits of such systems will be investigated in chapter 7.

Finally, the issue of antenna design will be considered in chapters 7 and 8. First, the spatial
degrees of linear systems will be investigated with respect to transmit power and antenna length
in chapter 7. Then in chapter 8 a synthesis procedure will be given for computing the optimal
array excitations capable of diagonalizing the channel matrix with any given polarization and
antenna element. The capacity of optimally synthesized arrays will be studied and compared
with that of commercial antennas. As final step, optimum antenna implementations will be sug-
gested.
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The communication channel as already mentioned is considered in this work to be the part of
the communication system involving the transmission and reception of electromagnetic energy.
Therefore, it includes the antennas and the physical propagation channel. It follows that its anal-
ysis and design should consider the antenna properties and the channel characteristics. Most
importantly, though, the way how channel and antennas interact to convey information from
point A to point B must be known as well. As result, a communication channel description
depicts the way in which a signal x is transmitted through a certain propagation channel and
received as signal y. In other words, the relationship between x and y for a certain communica-
tion setup, i.e. the channel transfer function, should be known.

In the following the underlying concepts used as basis for the research done throughout this
work will be presented. First, the channel transfer function in single and multiple antenna
channels will be defined and discussed. Then the theoretical framework for its computation
will be given. When not otherwise stated the word channel will refer to the communication
channel, whereas the physical channel will be referred as such or as propagation channel.

2.1 Input/Output model of the wireless communication
channel

The relationship between the input and output signal of a communication channel is given by
the channel transfer function, where the input and output signals are waveforms (i.e. continuous
signals in contrast to the discrete ones found at the input and output of the system modulator and
demodulator). It involves the accurate representation of the antennas, their matching networks
and the propagation channel used and it describes the way these interact in order to convey
information within a communication system. In general this means finding the relationship be-
tween a certain input and output signal, which in practical terms results in obtaining the ratio
between the transmitted and received voltages. As it will be shown, for single input single out-
put (SISO) communication channels this results in a single transmission coefficient H , whereas
for systems with multiple antennas it yields a channel matrix H.
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2.1.1 Single antenna channels

Assuming only one antenna on transmit and receive, i.e. a single input single output (SISO) sys-
tem, and a linear and time-variant channel, such as multipath propagation channels explained
below, the resulting channel transfer function between both communicating ends can be ex-
pressed as a function of frequency f and time t̂

Hnm(f, t̂) =
y(f, t̂)

x(f)
=
VRx,n(f, t̂)

VTx,m(f)
, (2.1)

given by the ratio of the received voltage VRx,n and the transmitted voltage VTx,m, where the
subscripts n and m denote the receiving and transmitting antennas. In consequence, the output
signal y results from the sum of the transmitted continuous waveform signal x and the additive
white gaussian noise n corrupting the output

y(f, t̂) = x(f)Hnm(f, t̂) + n(f). (2.2)

Furthermore, since the time variable t̂ expresses the time variance of the channel, and not the
time domain t of the output and input waveform signals, (2.2) can be written as

y(t, t̂) = x(t) ∗Hnm(t, t̂) + n(t). (2.3)

For a time invariant propagation channel or when considering only one snapshot of a propaga-
tion channel the dependence of Hnm on t̂ can be dropped. Moreover, if a channel with given
bandwidth B and ideal frequency response within this bandwidth (flat frequency response) is
considered Hnm loses its frequency dependence as well and becomes a fixed link coefficient. In
consequence, when considering a time-invariant channel with ideal frequency response within
the bandwidth B, as is considered in the entirety of this work, only the input and output voltage
relationship, computed at a single frequency and at a single instant, is of interest.

Even though this is not the general case, investigation of the effects due to the time-variant and
broadband characteristics of many communication channels has been subject of investigation in
many works such as [Zwi99, Kat02]. Furthermore, results of this nature for the urban commu-
nication channel to be introduced in chapter 5 can be found in [Füg09]. In this work, though,
interest lies in the study of the multiple element antennas within the communication channel,
rather than the channel as such. Therefore, throughout this work, without loss of generality and
for simulation ease, a time-invariant channel with ideal frequency response will be considered.
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2.1.2 Multiple antenna channels

Up to this point the communication linkHnm between the nm antenna pair has been considered.
If the number of antennas is increased, then a link coefficient set for each antenna pair results,
which can be expressed in form of a channel matrix

H =


H11 . . . H1M

... . . . ...

HN1 . . . HNM

 , (2.4)

where Hnm stands for complex transfer function between the n-th receive antenna and the m-th
transmit antenna and is computed with aid of (2.1). The difference between both is that instead
of one communication link in (2.4) N × M links result, where N and M are the maximum
number of antennas at the receiver and transmitter, respectively. This means that contrary to the
implementation of antenna arrays, where multiple radiating elements are driven with a feeding
network and a single antenna port, in MEA systems each antenna is driven individually. As
result independent communication links can be built and parallel data streams can be used.

With (2.4) it is now possible to describe the received signal vector y of such a communication
system analog to (2.3) as

y (t) = H
(
t, t̂
)
∗ x (t) + n (t) , (2.5)

or in frequency domain and dropping notation of the frequency dependence

y = Hx+ n, (2.6)

with x being the transmitted signal vector and n representing the system’s noise vector. As
result (2.6) describes now the vector waveform signals involved in the multiple transmission
links. From this it is seen that the two components to be accurately reproduced are the channel
matrix and the system’s noise. For the latter, both interference effects and Gaussian noise have
to be considered. In this work focus will be given solely to the channel matrix in order to
optimize the analysis and design of multiple antenna systems.

2.2 The antennas

Communication between two points is based on the transformation of bounded energy in the
form of circuit voltages into electromagnetic fields capable of propagating in space and its
receiving counterpart. Once the electromagnetic fields are generated the way they propagate
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2 The wireless communication channel

Figure 2.1: Coordinate system and geometrical description seen by an antenna.

depends on the channel properties, such as morphology, topography, etc. Depending on these
factors different propagation phenomena take place. In free space, however the most significant
role is played by the antennas, which act as electromagnetic transducers. Here antennas are
classified into two groups: antennas on transmit and antennas on receive.

2.2.1 Antennas on transmit mode

In a communication channel, each antenna is responsible of using an input voltage VTx to radiate
an electromagnetic field E and later transform this radiated field into a received voltage VRx.
It thus follows that a relationship between the used voltage and the electric field exists. This
relationship, called antenna gain, is also the paramount measure when evaluating antennas since
it is a compact comparison measure. This can be seen from the fact that the antenna gain results
from the quotient between the maximum power density (magnitude) of the antenna, STx,max,
resulting from

STx(d, ϑ, ψ) =
|E⃗(d, ϑ, ψ)|2

2ZF0

, (2.7)

and the power density of an isotropic source STx,iso with equal transmitting power, i.e. equal
input power PTx at the antenna terminals (VRx = 0),

STx,iso =
PTx

4πd2
, (2.8)

which serves as reference for all antennas. Here and in the rest of this thesis d, ϑ and ψ will
be the distance, the elevation and the azimuth angle as depicted in 2.1. In this way the known
expression for antenna gain results

G =
|STx(d, ϑ, ψ)|max

STx,iso

= 4πd2
|E⃗(d, ϑ, ψ)|2max

2ZF0PTx

∣∣∣∣∣
d=const≥FF

, (2.9)
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where d is a constant distance sufficiently far away from the antenna at which the electric field
is observed. In this way the far field condition (FF) [Bal97] is guaranteed. ZF0 is the free-space
impedance and |E⃗(ϑ, ψ)|2max results from the maximum of

|E⃗(d, ϑ, ψ)|2 =
(√

|Eϑ(d, ϑ, ψ)|2 + |Eψ(d, ϑ, ψ)|2
)2

, (2.10)

being Eϑ and Eψ the respective polar components of the electric field E⃗(d, ϑ, ψ) written as

E⃗ (d, ϑ, ψ) = Eϑ (d, ϑ, ψ)
ˆ⃗
ϑ+ Eψ (d, ϑ, ψ)

ˆ⃗
ψ, (2.11)

with ˆ⃗
ϑ and ˆ⃗

ψ being the unitary vectors in the ϑ and ψ directions. In addition, since real antennas
are angle dependent a directive gain also exists and is defined as

G(ϑ, ψ) = 4πd2
|E⃗(d, ϑ, ψ)|2

2ZF0PTx

∣∣∣∣∣
d=const≥FF

. (2.12)

Finally, from the relationship between (2.9) and (2.12) a new measure widely used in the context
of antennas, called the antenna radiation pattern, results

|C⃗(ϑ, ψ)| =
√
G(ϑ, ψ)

G
=

|E⃗(d, ϑ, ψ)|
|E⃗(d, ϑ, ψ)|max

∣∣∣∣∣
d=const≥FF

, (2.13)

where C⃗(ϑ, ψ) is given by

C⃗(ϑ, ψ) =
E⃗(d, ϑ, ψ)ejβd

|E⃗(d, ϑ, ψ)|max

∣∣∣∣∣
d=const≥FF

, (2.14)

with β being the wavenumber defined as

β =
2π

λ
. (2.15)

As result G(ϑ, ψ) can now be rewritten as

G(ϑ, ψ) = |C⃗(ϑ, ψ)|2G. (2.16)

It should be noted, though, that none of the previous gain definitions are dependent on the
distance d. The reason for this is that the radiated field itself is also distance dependent. There-
fore, in (2.9) and (2.12) influence of d is cancelled and the previous gain definitions result.
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2 The wireless communication channel

If, however, either one of these gain definitions is solved for the electric field then an inverse
dependence to d can be proven, as seen in (2.9) when solved for |E⃗(d, ϑ, ψ)|max

|E⃗(d, ϑ, ψ)|max =

√
GZF0PTx

2πd2
, (2.17)

which, after substitution in (2.13), yields a general expression for the electric field E⃗(d, ϑ, ψ)

E⃗(d, ϑ, ψ) = C⃗(ϑ, ψ)

√
GZF0PTx

2π

e−jβd

d
. (2.18)

In this way a compact expression describing the antenna behavior as electromagnetic transducer
on transmit mode is found, that expresses the generated electromagnetic field in terms of input
power PTx.

2.2.2 Antennas on receive mode

The expression in (2.18) is valid when an antenna is used to send information or electromagnetic
signals. When used on receive mode a similar expression to the antenna gain exists. This
expression is known as the antenna effective area Aeff and represents the, with power density
STx, radiated area seen by an antenna so that a power PRx can be delivered to the load. Therefore
Aeff is given by the ratio between PRx and STx

AeffSTx = PRx =⇒ Aeff =
PRx

STx

. (2.19)

However, contrary to antenna gain, substitution of (2.7) in (2.19) shows no distance d term in
the computation of Aeff

Aeff =
2ZF0PRx

|E⃗(d, ϑ, ψ)|2max

. (2.20)

This expresses mathematically the intuitively expected result that, in order to have a distance
independent measureAeff for the antenna on receive, PRx must depend on d. This means that the
further the distance the smaller the received power becomes. Because of this, in order to derive
the effective aperture of a single antenna both the received power and the incoming field should
be known. In general, this requires a numerical computation. However, for certain antennas,
PRx and E⃗(d, ϑ, ψ) can be computed analytically and out of it the following expression for Aeff

results

Aeff = G

(
λ2

4π

)
, (2.21)
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Figure 2.2: Equivalent circuit of transmit and receive antennas.

where λ is the wavelength of a certain frequency f . In general, it is not necessary to derive this
expression for every antenna, since it can be proven valid for all reciprocal antennas [Bal97].
Here, as was the case with the gain, a non-directive measure is obtained. However, if G(ϑ, ψ)
is used instead of G a directive Aeff(ϑ, ψ) is found.

2.2.3 Circuit model of communicating antennas

From a circuit perspective the previous discussion shows that antennas can act as loads when
used together with a generator (source) or as electric sources when electromagnetic energy is re-
ceived. The latter can be depicted for two communicating antennas by means of their Thevenin
equivalent circuits [Bal97] as shown for antennas m and n in Figure 2.2. An equivalent Norton
circuit can also be used [Kil00], but is less common and will therefore be omitted throughout
this work.

2.2.3.1 Antenna losses

When energy is transmitted VRx becomes zero (in general1) for the respective antenna and only
the antenna impedance ZA at the antenna terminals is seen. If, on the contrary, energy is
received then VTx disappears, and the antenna only sees the load impedance ZL (when trans-
mitting, ZL acts as the generator impedance as it is commonly known). In this way PTx in the
previous equations becomes

PTx =
|VTx|2

2

[
RA

|ZL + ZA|2

]
, (2.22)

which in the case of a conjugate matched antenna (no resulting reactance, i.e. XA = −XL, and
equal load and antenna resistance, i.e. RA = RL) is found to be

1In scenarios where the antennas are located in the proximity of scattering objects, some energy will be reflected
back to the antennas and VRx will no be zero. Here, this fact is ignored and it is assumed that the antennas are
placed far enough from all possible scatterers so that VRx = 0 can be assumed
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PTx =
|VTx|2

8RA
(2.23)

and for a non-lossy antenna represents the total radiated power. If losses are considered, though,
the antenna resistance RA can be expressed as

RA = RA
rad +RA

L (2.24)

and the radiated power results only from the power seen at the radiating component RA
rad,

whereas the remaining power is delivered to the loss resistance RA
L . In consequence an ex-

pression for the radiated power of the form

Prad =
|VTx|2

8RA

[
RA

rad

(RA
L +RA

rad)

]
= PTxη (2.25)

results, where the quotient between the radiating and total antenna resistance

η =
RA

rad

(RA
L +RA

rad)
=
RA

rad

RA
(2.26)

is known as the antenna radiation efficiency. In this way η accounts for both conductive and
dielectric losses present in the antenna. Finally, with (2.25) an analogous expression to the
antenna gain can be defined, based solely on the radiated power, known as directivity and equal
to

D = 4πd2
|E⃗(d, ϑ, ψ)|2max

2ZF0Prad

∣∣∣∣∣
d=const≥FF

=
G

η
, (2.27)

which leads to
G = ηD. (2.28)

In this case, as with antenna gain, consideration of a directive electric field, instead of its maxi-
mum value, results in an angle dependent measure for directivity D(ϑ, ψ) as well.

For a receiving antenna no equivalent definition to directivity exits, instead different types of
antenna apertures are defined [Bal97]. These result from considering the power delivered to
each part of the receiving circuit. Therefore, defining PRx as the induced (received) power at
the load and assuming conjugate matching at the receiver the following expression for PRx can
be found

PRx =
|VRx|2

2

[
RL

|ZL + ZA|2

]
=

|VRx|2

8RL
=

|VRx|2

8RA
, (2.29)

.
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2.2 The antennas

which leads to the effective aperture Aeff

Aeff =
|VRx|2

8RLSTx

. (2.30)

When RA = RA
rad, i.e. non-lossy antenna, (2.30) is equal to

As =
|VRx|2

8RA
radSTx

, (2.31)

as seen from (2.29). Yet, in the case of a conjugate matched lossy antenna, where
RL = RA = RA

rad +RA
L , the relationship between (2.30) and (2.31) is given by η. It thus fol-

lows that Aeff results from multiplying (2.31), defined as the scattering area As in [Bal97], with
the radiation efficiency η

Aeff = η
|VRx|2

8RA
radSTx

= ηAs. (2.32)

In a similar way substituting G in (2.21) with ηD from (2.27) yields

Aeff = ηD

(
λ2

4π

)
. (2.33)

With (2.28) and (2.33) antenna losses can now be considered in both transmit and receive
mode. However, other forms of power loss also occur in antenna systems, such as non per-
fectly matched feeding circuits and polarization mismatch between receiving and transmitting
antennas. In the following these two loss types will be introduced.

2.2.3.2 Feeding circuit losses

Up to this point, when computing the transmitted or received power, conjugate antenna match-
ing has been assumed. However, real antenna driving circuits need not to be matched to the
antenna. Furthermore, in some cases due to high bandwidths they can’t be perfectly matched in
the whole frequency range. This mismatch between driving circuit and antenna causes power to
be inefficiently delivered to the antenna, when transmitting, or to the load, when receiving. To
account for impedance (load) mismatches a measure called the reflection efficiency exists and
it is defined based on the ratio between the power effectively delivered to a loading circuit (for
example antenna) and the available power as

ηℓ =
Pdelivered

Pavailable

=
P+ − P−

P+
= 1− |Γ|2, (2.34)

where the superscripts + and − refer, respectively, to the incident and reflected wave at the
interface between two circuit parts and Γ is the reflection coefficient given by the ratio between
the incident and reflected voltages, V + and V −, found to be
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2 The wireless communication channel

Γ =
V −

V +
=
Z1 − Z2

Z1 + Z2

, (2.35)

with Z1 and Z2 being the impedances seen at the interface between two circuits. In the case
here discussed, Z1 and Z2 are equal to either ZA and ZL (antenna on transmit) or ZL and ZA

(antenna on receive) and ηℓ is a measure of the amount of power used at the antenna or the
load, depending on the operation mode considered. In this way, the maximum antenna gain
achievable in a mismatched circuit, also called realized gain Ĝ, is

Ĝ = η(1− |Γ|2)D, (2.36)

where (2.16) in this case yields

Ĝ(ϑ, ψ) = |C⃗(ϑ, ψ)|2Ĝ. (2.37)

Therefore, the effective antenna aperture is

Aeff = η(1− |Γ|2)D
(
λ2

4π

)
. (2.38)

As result PTx and PRx are given, in a mismatched circuit, as

PTx =
|VTx|2

8RA

1

(1− |Γ|2)
and PRx =

|VRx|2

8RA

(
1− |Γ|2

)
. (2.39)

This result is very important since it shows a clear difference between PTx and PRx. PTx rep-
resents the available power needed in order to achieve (2.28), i.e. the maximum gain under
matched conditions, whereas PRx represents the power delivered to the load in receiving mode.

2.2.3.3 Polarization losses

Polarization losses refer to the loss of power due to polarization mismatch between transmitting
and receiving antennas. It assumes the existence of a communication link, i.e. signal transmis-
sion from point A to point B. And can therefore only occur when a signal is received, since it
results from the interaction between the receiving antenna radiation pattern and the impinging
electric field. In general, it is the result of the scalar product between the electric field vectors
of the incoming signal and the receiving antenna. Therefore, if the electric field E⃗ is expressed

in terms of a polarization vector ̂⃗ρ, instead of ˆ⃗
ϑ and ˆ⃗

ψ as in (2.11), the Polarization Loss Factor
(PLF) [Bal97] can be expressed as

PLF = |̂⃗ρTx · ̂⃗ρRx|2, (2.40)
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2.3 The propagation channel

where ̂⃗ρTx and ̂⃗ρRx are the polarization vectors of impinging electric field (same as that of
the transmitting antenna) and the receiving antenna. In this way only the performance of the
antenna on receive mode is affected by polarization mismatches and yields an Aeff equal to

Aeff = η(1− |Γ|2)D
(
λ2

4π

)
|̂⃗ρTx · ̂⃗ρRx|2 = Ĝ

(
λ2

4π

)
|̂⃗ρTx · ̂⃗ρRx|2. (2.41)

In the following it will be shown how, out of the definitions previously given and under consid-
eration of the previously discussed types of losses, a relationship between the input and output
signal can be found for different types of propagation channels.

2.3 The propagation channel

In this section the mathematical background for the computation of the transmission coefficient
Hmn in different propagation channels is presented. As reference the communication channel
of Figure 2.2 is used. However, a single operation mode at each side of the communication
link [Bal97] will be assumed, given the fact that in real systems at any given moment antennas
work either on transmit or receive, which is equivalent to having either VTx = 0 or VRx = 0,
depending on the case. Because of this, in the following, the assumption will be made that
in Figure 2.2 antenna m is transmitting and antenna n is receiving. In this way it will be
described how a transmission coefficient Hnm can be found that summarizes the antenna and
wave propagation effects in different channel types.

2.3.1 The free space propagation channel

Free space propagation channels are defined as those in which the propagation channel does not
interfere with the electromagnetic waves since no objects are present to modify the behavior
of the electromagnetic field. Therefore, in free space finding the transmission coefficient Hnm

reduces to finding an expression for the received voltage in terms of transmitted voltage. This
can be done by using (2.19) to express the received power PRx,n in terms of the impinging
power density STx,m and Aeff,n

PRx,n = Aeff,n(ϑn, ψn)STx,m(dnm, ϑm, ψm). (2.42)

Here, two changes have been made with respect to previous expression (2.19) the subscripts m
and n have been introduced to refer to the transmitting and receiving antennas and the directive
expressions for Aeff and STx have been used. In addition the distance dnm refers now to the
distance between the nm antenna pair. Substituting (2.7) and (2.41) in (2.42) and equating this
expression with (2.39)
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2 The wireless communication channel

PRx,n = Aeff,n
|E⃗m(dnm, ϑm, ψm)|2

2ZF0

=
|VRx,n|2

8RA
n

(1− |Γn|2)

allows solving for |VRx,n|, thus yielding

|VRx,n| =

√√√√(Ĝn(ϑn, ψn)|̂⃗ρTx · ̂⃗ρRx|2
λ2

4π

)(
|E⃗m(dnm, ϑm, ψm)|2

2ZF0

)
8RA

n

1− |Γn|2
. (2.43)

(2.43) can now be rewritten, using (2.36) and (2.37), into

|VRx,n| =

√
ηnDn

λ2

π

RA
n

ZF0

|C⃗n(ϑn, ψn)||E⃗m(dnm, ϑm, ψm)||̂⃗ρTx · ̂⃗ρRx|, (2.44)

which is equivalent to

VRx,n =

√
ηnDn

λ2

π

RA
n

ZF0

C⃗n(ϑn, ψn) · E⃗m(dnm, ϑm, ψm). (2.45)

If now (2.18) is used in place of E⃗m a compact expression for VRx,n based only on known
system parameters results

VRx,n =

√
8RA

n ηnDnĜmPTx,m

(
λ

4π

)
C⃗n(ϑn, ψn) · C⃗m(ϑm, ψm)

e−jβdnm

dnm
. (2.46)

Finally, replacing PTx,m with (2.39) gives

VRx,n = |VTx,m|

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)
C⃗n(ϑn, ψn) · C⃗m(ϑm, ψm)

e−jβdnm

dnm
, (2.47)

which, after noting that VTx,m is equal to |VTx,m| (phase term ejφm(d) vanishes at d = 0), yields
the desired transmission coefficient Hnm

Hnm =
VRx,n

VTx,m

=

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)
C⃗n(ϑn, ψn) · C⃗m(ϑm, ψm)

e−jβdnm

dnm
. (2.48)

This expression for the SISO case resembles the one found in terms of PTx and PRx in [GW98,
Eq. (2.45)]. Yet, it extends its significance by explicitly addressing all type of losses present
in the antennas when operated in both transmit and receive modes. In this way it is shown
from an electromagnetic perspective that the transmission coefficient Hnm does not depend on
the driving or loading circuits at either end of the communication link. The amount of power
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Figure 2.3: Equivalent circuit of transmit and receive antennas.

delivered to both the transmitting antenna and the load, on the other hand, does indeed depend
on the matching circuits.

2.3.2 Multipath propagation channels

In free space, there are no objects capable of interacting with the propagating electromagnetic
wave containing the communication signal. Real scenarios, however, do not resemble the free
space behavior. On the contrary, in most cases several interactions with the environment occur
before the electromagnetic signal is received at the other end of the communication channel.
Furthermore, the interaction type needs not to be of a certain kind, but several propagation phe-
nomena can occur. These are scattering, reflection, diffraction and refraction, as depicted in
Figure 2.3. Discussion of each of these interactions goes beyond the scope of this introductory
chapter and it is not the focus of this work. Therefore, at this point it suffices to mention that
due to these different interactions, in general, more than one propagation path exists, as shown
in Figure 2.3. Furthermore, because of these multiple interactions (2.48) needs to be revised for
the case of multiple propagating paths.

In (2.48), the transmission coefficient Hnm is given in terms of the scalar multiplication from
the vectorial radiation patterns for both the receiving and transmitting antennas. This means that
each polar component of the transmitting antenna is multiplied with its equal on the receiving
side. Furthermore, since in (2.48) free space is considered then no interaction between the
different polarization types exists. In consequence (2.48) can be rewritten as

Hnm =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)(
Cϑ,n

Cψ,n

)T

e−jβdnm

d

[
1 0

0 1

](
Cϑ,m

Cψ,m

)
, (2.49)
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2 The wireless communication channel

where the angle dependences have been dropped for briefness. In addition, the subscript nm
for the distance factor has also been omitted. This is justified since when dealing with arrays
small variations in the distance have little impact on the amplitude of the incoming signal, but
not so in the phase. With (2.49) it is thus seen that transmission in free space can be expressed
also in terms of a transmission matrix T

Tnm =
e−jβdnm

d

[
1 0

0 1

]
, (2.50)

which describes the way in which a certain communicating path is modified by the propagation
channel. Here, as done in the context of MIMO systems, T is referred to as a matrix, however
in terms of tensors T can be seen as a second order tensor or in terms of dyads as a dyadic
function, in which case it is written as

↔
T . All of these definitions are equivalent and need to

be kept in mind for later when the concept of dyadic Green’s function appears. Resuming with
Hnm, (2.49) is now given by

Hnm =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)(
Cϑ,n

Cψ,n

)T

Tnm

(
Cϑ,m

Cψ,m

)
. (2.51)

In free space the expression for T is straightforward and results only in an attenuation and
phase change of the electromagnetic wave. Multi path channels, however, result not only in
more complex interactions between the transmitted and received polar components, but also in
an additional number of paths that needs to be considered. In consequence, both effects need to
be considered.

Assuming that there is only one path between antennas n and m, but that it is subject to one or
more propagation phenomena, no conclusion can be drawn regarding the elements of T. Most
likely, however, no term will vanish and T will be a full matrix. If now, in addition multiple
paths are considered, as result of scattering objects, then for each path p a transmission matrix
Tp results. The received signal is therefore obtained from the sum of all incoming paths which
renders the following equation

Hnm =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

) P∑
p=1

(
Cϑ,n(Ωn,p)

Cψ,n(Ωn,p)

)T

Tnm,p

(
Cϑ,m(Ωm,p)

Cψ,m(Ωm,p)

)
, (2.52)

where Ω represents the pair of angles (ϑ, ψ). P is the number of paths propagating from antenna
m to antenna n, where each path is subject to a different propagation (fading) process. And Tp

contains the channel polarization response in amplitude and phase of path p and accounts also
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2.3 The propagation channel

for any coordinate changes that might be desired. As example T22 in [GW98] is −1 for a free
space transmission due to the coordinate system definition used at the receiver (see Figure 2.3).

Throughout the following chapters it will be seen that the existence of multiple paths is of
great importance for maximizing the transmitted information since it can enrich the diversity
of the signal. This means that having a significant number of scattering objects can result in
a better angular spread of the outgoing and incoming signals at the transmitter and receiver.
This richness (or lack of) thus defines the scenario and favors the existence of independent
signal paths when multiple antennas are used. This is the fundamental principle behind multi-
ple element antenna systems and the following chapters will build on its understanding for the
evaluation and design of multiple element antenna systems in regard to information throughput
maximization.
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3 Modeling of multiple element antenna
systems

Given the fact that most systems are subject to multipath propagation a research trend toward
physical channel models exists [ABB+07]. Furthermore, these models have shown to be valu-
able from a simulative perspective, and more recently also for the channel estimation of mea-
sured scenarios [THL+03], since they make possible the analysis of different antenna types
and configurations. However, so far, the complexity of such systems has been an impediment
leading to consideration of real multi-path environments in an oversimplified or not sufficiently
detailed manner [ABB+07]. In the case of channel estimation from measurements the signif-
icant amount of data to be processed as well as the considerable difficulties it poses have also
limited more generalized studies. Therefore, a need for easy integration of double-directional
multipath propagation models with flexible and realistic system evaluation seems at hand. In
this chapter, a faster, general and flexible simulation framework for multiple element antenna
systems is presented along with its integration with path-based propagation channels. Even
though the model is general and extensible for system analysis, focus will lie on the communi-
cation channel, i.e. the interaction between the antennas and the propagation channel. For this,
network theory will be used, which is a convenient way to describe the interaction of fields and
waves through power waves and scattering parameters.

This chapter is divided in two main parts. The first one dealing with the generalized network
model [WSW04] of the whole communication chain, comprising the antennas, matching net-
work and propagation channel. And the second section where a modal extension of this model
is introduced along with the simulation assumptions and criteria used in this work.

3.1 Exact system model

At least two rigorous network models for path-based channels have been independently pub-
lished in the past [WJ04, WSW04]. In this section the generalized network model of [WSW04],
further explained in [Wal04], will be presented. It consists of a network theory model of the
whole transmission chain, i.e. transmitter unit (signal source), transmit antennas, physical chan-
nel, receive antennas, and receiver unit (signal drain) modeled as networks described by scat-
tering matrices as seen in Fig. 3.1 for the antenna pair nm, where the S-Parameter matrix of the
propagation channel SĈ is of the form
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3 Modeling of multiple element antenna systems

Figure 3.1: Signal flow graph of generalized network model.

SĈ =

(
SĈ
11

(M×M) SĈ
12

(M×N)

SĈ
21

(N×M) SĈ
22

(N×N)

)
, (3.1)

with N and M being the number of receiving and transmitting antennas for the system under
test.

With this model it is possible to take into account effects like signal correlation or antenna cou-
pling and additional components such as matching networks [WJ04]. However, in order to use
the previous model an accurate description of all S-Parameters needs to be given. In the case
of the antennas and the physical channel, this can only be done through measurements or use
of numerical methods that deterministically model the interaction between the antennas and the
scenario. This results in a path-based description of the propagation, which comes at a high
computational cost and complexity. Therefore, in order to simplify the understanding of the
whole transmission chain, it makes sense to use a joint network for the antennas and channel,
as done in [WSW04], resulting in the extended channel of Figure 3.2.

This compact form of the generalized network model results from two assumptions: (1) there
is no back transmission (SĈ

12 = 0), i.e. unilateral propagation channel, and (2) there are no
scatterers in the proximity of both the transmit and receive antennas (SĈ

11 = 0 and SĈ
22 = 0). It

Figure 3.2: Signal flow graph of generalized network model in its compact form, i.e. transmit
antennas, physical channel and receive antennas merged into one network.
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3.1 Exact system model

Figure 3.3: Equivalent circuit of transmit and receive antennas.

thus follows that, after some algebraic transformations of the original model (Figure 3.1), the
merged inner network can be expressed as

SC =

(
STxA
11 0

STxA
21 SĈ

21S
RxA
12 SRxA

11

)
. (3.2)

Here, the term SC
21 given by STxA

21 SĈ
21S

RxA
21 results from the transmission coefficients between

all transmitting and receiving ports and constitutes the transmission submatrix of the extended
channel scattering matrix SC.

For the case of a signal transmitted from port m to port n under matched conditions, SC
21,nm

yields the channel matrix H, i.e. the ratio between the received voltage Vn induced by the
incoming field E⃗m and the excitation voltage Vm as seen in section 2.3. Here, we rewrite (2.52)
as

Hnm = SC
21,nm =

√
RRxA
n

RTxA
m

GRx
n GTx

m

(
λ

4π

)
γnm,

with the link γnm given by

γnm =
P∑
p=1

(
C⃗Rx
n (ΩRx

p,n) ·Tp,nm · C⃗Tx
m (ΩTx

p,m)
)
. (3.3)

What this equation shows is that once a certain physical channel SĈ
21,nm, expressed here through

the full polarimetric transmission matrix T, is known for a certain nm communication link, the
gains GRx

n and GTx
m and the normalized radiation patterns C⃗Rx

n and C⃗Tx
m of both receive antenna

n and transmit antennam at the ΩRx
p,n direction of arrival and the ΩTx

p,m direction of departure have
to be included for all P paths. Therefore, for each combination of antenna types, orientations
or polarizations of interest, a new SC has to be calculated. The latter greatly limits the amount
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3 Modeling of multiple element antenna systems

of possible configurations that can be studied and thus represents a great bottleneck common
to both simulations and measurements when dealing with multi-path propagation channels. To
overcome this difficulty, the inclusion of a modal antenna representation is suggested.

3.2 Modal network model of communication channel

A limitation of the previous modeling approach, used throughout the literature, is that compu-
tation of the transmission matrix SC

12 for a certain configuration requires the processing of every
single path p for every communication link nm. In addition, if it is considered that for statistic
purposes in each studied scenario there are L channel realizations, in the case of this work L
possible positions for the mobile station, with several thousand paths each, the computational
cost becomes restrictive.

A modal description of antennas for investigation of communication systems has been already
proposed in the literature [AGW+02, KHE05, KAE06, GN06, CPGZ09]. In [AGW+02] it is
proven that a modal description of the base station antenna results in very similar radiation pat-
terns to those of measured antennas. Yet, no integration into the modeling of the MIMO system
is discussed. In [KHE05], on the other hand, a complete MIMO system based on the modal
description of dipoles is shown, whereas in [KAE06] spiral antennas are used. In these works
it is proven that the use of a spherical mode expansion can reproduce accurately the channel
behavior with respect to capacity (see 4) and correlation. However, this is done on the basis of a
current based spherical expansion, similar to that of [CS91], which poses a considerable limita-
tion when dealing with typical antennas for which no current distribution is known. Moreover,
in [KHE05, KAE06] no typical base station antennas were handled or discussed. In a similar
manner in [GN06] also a very simplified channel with non realistic antenna configurations is
used. Nonetheless, a simpler expression for the antenna electric field in terms of spherical waves
(without currents) is found for dipole antennas. Finally, in [CPGZ09] a MIMO system based
on the spherical description of dipoles under consideration of mutual coupling is introduced for
short range MIMO applications. Even though [CPGZ09] provides an accurate representation
of the communication problem it does not consider complex propagation scenarios such as the
urban one and does not provide a system simulation framework. In fact, this is a common is-
sue among all the previously discussed works [AGW+02, KHE05, KAE06, GN06, CPGZ09].
Therefore, in this work the use of a modal description of typical base station and mobile station
antennas is done in conjunction with a complex propagation scenario, without knowledge of the
antenna currents. In this manner multipath processing becomes significantly reduced and the
study of multiple antennas and/or orientations becomes feasible.
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3.2 Modal network model of communication channel

3.2.1 Inclusion of the modal expansion

A way in which the computational effort of exact network models can be reduced is if the
transmission coefficient SC

21 of the extended channel is expressed as a sum of basis functions
(basis channels). In this way, once the basis functions have been determined, computing the
channel response for another antenna reduces to finding an adequate set of coefficients for
the basis functions. However, this does not seem practical in general since both the antennas
and the physical channel change depending on the configuration and the channel realization.
An alternative approach is found by expressing the antenna radiation patterns as a sum of the
normalized outgoing spherical wave functions ⃗̌E [Han88]

C⃗ (ϑ, ψ) ≈
W∑
w=1

bw
⃗̌Ew,norm, (3.4)

where bw are the wave coefficients of the radiated pattern approximated by the first W spher-
ical wave functions, thus, not an identity. And where the normalized spherical wave function
⃗̌Ew,norm can be expressed as

⃗̌Ew,norm =
⃗̌Ei (ϑ, ψ)

| ⃗̌Ew (ϑ, ψ) |max

= ěϑ,w (ϑ, ψ) ϑ̂+ ěψ,w (ϑ, ψ) ψ̂, (3.5)

where ěϑ,w and ěψ,w are the ϑ and ψ polar components of the i-th normalized spherical wave
function. In this way the radiation patterns of both transmit and receive antennas in (3.1) can
be rewritten according to (3.4) thus resulting in the following expression for SC

21,nm and the link
transmission coefficient γnm of the extended channel

SC
21,nm = κnmγnm, (3.6)

γnm =
R∑
r=1

Q∑
q=1

bRx
r,nb

Tx
q,mγ̌rq,nm, (3.7)

where γ̌rq,nm constitutes the rq subfunction of the link γnm defined as

γ̌rq,nm =

Pl∑
p=1

(
ěϑ,r(Ω

Rx
p,n)

ěψ,r(ΩRx
p,n)

)T

Tp,nm

(
ěϑ,q(Ω

Tx
p,m)

ěψ,q(ΩTx
p,m)

)
(3.8)

and κnm is a multiplicative factor resulting from (3.1)

κnm =

√
Z0,m

Z0,n

√
RRxA
n

RTxA
m

GRx
n GTx

m

(
λ

4π

)
. (3.9)
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3 Modeling of multiple element antenna systems

Figure 3.4: Signal flow graph of modal network model.

It follows from (3.6) that through the use of antenna propagation modes, in this case spheri-
cal wave functions, a pseudo modal expression for the transmission coefficient of the extended
channel has been found, where the γ̌rq,nm functions build the scenario-dependent basis set. As
result the extended channel transmission coefficient of any desired antenna pair can now be ex-
pressed as a weighted sum of basis functions for the specific scenario considered, assuming that
the number of modes R and Q accurately describe the antennas to be studied (see sections 3.2.3
and 3.2.4). It should be noted that for wideband applications it suffices to consider a finite set
of modes. This is due to the high Q-factors (strong reactive near field) in higher order modes,
which leads to high losses and low bandwidth [Han81, Han88]. The resulting modal network
model is shown in Figure 3.4 for the nm antennas pair and the rq modes pair.

In Figure 3.4 the notation of the antennas S-Parameter matrix used in Figure 3.1 and [WSW04]
has been replaced, for conformity, with the notation used by Hansen [Han88] for spherical wave
propagation, where the antenna scattering matrix is of the form

S =

(
Γ̌ Ř

Ť Š

)
. (3.10)

In addition, since the assumption of no channel backscattering and no back transmission ma-
trices is taken over from the generalized network model, the submatrices ŠTxA, ŘTxA, ŠRxA

and ŤRxA vanish. Therefore, it can be seen in Figure 3.4 that the inclusion of the signal source
and signal drain remains unchanged in spite of the newly defined model. In consequence, this
approach allows the computation of the H extended channel matrix in a modal manner without
adding complexity to the evaluation of port mismatches. Because of this, the study of feeding
network effects will be omitted in the following.

3.2.2 Computational gain

From Figure 3.4 it is seen that the complexity of the system is increased since the interactions
of every received (incoming) and transmitted (outgoing) mode r and q related to all scattered
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(outgoing) and reflected (incoming) mode ro and qi need to be known at both the channel and
the antennas. This suggests that if too many modes are used for the antennas description, the
modal approach presented may become unfavorable. To explore this issue, the computational
cost of the modal implementation vs. the traditional one is considered. In the generalized net-
work model of section 3.1, regardless of M and N , evaluation of N and M different receiving
and transmitting antennas requires NM computations of γnm. This yields PNM operations
for each antenna (position) pair nm at each channel realization (3.3). For the modal case com-
putation of all necessary basis functions requires PRQ operations (3.8) and computation of the
NM antennas of interest additional RQNM (3.6). This leads to the inequality

RQ(P +NM) < P (NM), (3.11)

which can be rewritten as

aP

P − a
< b, (3.12)

where a = R Q and b = NM. Considering now that in scattering scenarios the number of
paths P is significantly greater than the number of modes to be considered, (3.12) reduces to
a < b, which means that for the modal network model to be efficient more antennas than modes
have to be considered. It follows that the quotient b/a gives a measure of the simulation gain.
For the case of dipoles, it will be shown that this means studying more than three different an-
tenna orientations, since dipoles can be exactly described at all desired orientations with only
three spherical modes. When considering different antenna types, the number of antennas to be
studied have to exceed the number of modes required for adequate description, which depend
on the antenna size as discussed in [RGZ05].

With this modal network model it is now possible to save valuable time in otherwise very
lengthy simulations and, more importantly, significantly increase the number of configurations
that can be studied. For example, if a modal description of the base station is available for
outdoor channels, in addition to being able to consider different antenna types, different cell
sectorizations can be considered with only a one time computation of the link γnm. In the case
of the mobile station, on the other hand, different orientations can be analyzed. Based on this in
the following section a thorough study of the mobile station antenna effects on an urban MIMO
scenario will be presented.

3.2.3 Modal description of mobile station

In the previous section it was shown how the whole transmission chain of a certain communi-
cation link could be more easily computed through the modal description of the transmit and
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3 Modeling of multiple element antenna systems

receive antennas. Furthermore, it was shown that by doing so it is possible to obtain the chan-
nel matrix H of any desired configuration by a weighted sum of the transmission coefficients of
the basis modes. In the general case, these modes correspond to both the transmit and receive
antennas, but this is not always the case. For example, it might be of interest to evaluate several
mobile station antennas referenced to only one base station. In this case (3.6) becomes

SC
21,nm = κnm

R∑
r=1

bRx
r,m

Pl∑
p=1

γ̌r,nm (3.13)

with

γ̌r,nm =

(
ěϑ,r(Ω

Rx
p,n)

ěψ,r(ΩRx
p,n)

)T

Tp,nm

(
Cϑ(Ω

Tx
p,m)

Cψ(ΩTx
p,m)

)
, (3.14)

where Cϑ and Cψ are the ϑ and ψ components of the radiation pattern C⃗.

In chapter 5, (3.13) will be used to investigate the effect of antenna inter-element spacing and
polarization in an urban scenario for modal described ideal dipoles at the mobile station. For
this purpose the modal description of an arbitrarily oriented dipole will be used.

Arbitrarily oriented dipoles

In [Han88] the modal description of dipoles oriented along the x, y and z axis is given. Out of
it, the coefficients needed to express an arbitrary oriented dipole can be deduced to be:

b2(αAz, αEl) =

√
2

2
sin(αAz) (sin(αEl) + j cos(αEl)) , (3.15a)

b6(αAz, αEl) = −j
√
2

2
sin(αAz) (sin(αEl)− j cos(αEl)) , (3.15b)

b4(αAz) = cos(αAz), (3.15c)

bi = 0, i ̸= 2, 4, 6, (3.15d)

where αAz is the rotation angle with respect to the z axis, i.e. rotation angle in elevation, and
αEl is the rotation angle with respect to the x axis, i.e. rotation angle in azimuth. Thus, for
the ideal dipole, the nm link in (3.6) can be written as a function of αAz and αEl as well,
i.e. γnm(αAz, αEl), for which only three modes are needed in order to consider all possible
orientations, i.e. polarizations. Moreover, for the specific case of a vertically oriented dipole,
αAz = 0, only one mode is needed, as seen from (3.15). The potential of this will be now used
to evaluate the effects of antenna placement and rotation.
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3.2 Modal network model of communication channel

3.2.4 Modal description of base station

A modal base station model poses one major problem: base stations are usually big antennas,
so the number of spherical modes needed to have their radiated field rigorously characterized
may be prohibitive [Han88, RGZ05] to be inserted into the proposed network model. In order to
overcome this problem, instead of modeling the antenna as a whole the single elements can be
modelled and out of it the antenna array can be generated. In this way it is possible to expand
the base station field into a number of pseudomodes. Here, the main objective is to obtain a
main beam width as close as possible to the measured pattern. In this case, the major variation
of the field from the base station will be in the elevation plane, as it is mainly given by the array
factor.

Modal array description

At this point the modal array description of a base station antenna will be demonstrated for the
742445 vertically polarized base station antenna only [KG06]. This is a typical antenna for out-
door applications and will therefore be used for the analysis of different antenna configurations
in chapter 5 as well.

Given the fact that the 742445 Kathrein antenna consists of 10 dipole pairs arranged vertically
and separated approximately by 0.8λ, in front of a metallic plane, the expansion of the radiated
field can be carried out by focusing on the radiation pattern of one dipole pair. Therefore, our
task consists in finding a modal representation for the single antenna element (dipole pair) for
later multiplication with the antenna array factor. For this, the elevation radiation pattern of one
λ/2 dipole in front of an infinite ground plane is used [Kra88]

Cϑ (ϑ) =
cos
(
π
2
cos(ϑ)

)
sinϑ

, (3.16)

whereas in the azimuthal plane, the direct measured plane from the base station (for example,
in the broadside direction) is used to synthesize the necessary b coefficients. By applying a
projection synthesis method it follows that the b coefficients that reproduce the radiated pattern
of one antenna element of the base station can be synthesized from their projection on the set
of normalized outgoing spherical wave functions:

bw =

∫∫
C⃗(ϑ, ψ) ⃗̌E∗

w,norm(ϑ, ψ)∫∫ ⃗̌Ew,norm(ϑ, ψ) ⃗̌E∗
w,norm(ϑ, ψ)

. (3.17)

In the case of the 742445 Kathrein antenna, 35 spherical modes are needed to satisfactorily
represent the single antenna configuration. At this point, to get the base station radiation pattern
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3 Modeling of multiple element antenna systems

from these coefficients, each spherical mode must be multiplied by the array factor in order to
obtain a “pseudomodal" representation of the base station. This means that for the suggested
modal approach the b coefficients of the base station antenna are coefficients of a different
modal basis, i.e. the pseudomodes resulting from multiplying the original spherical modes with
the array factor.

Figure 3.5 shows the elevation and azimuth plane patterns achieved with this procedure, com-
pared to the measured patterns from the 742445 vertically polarized Kathrein base station an-
tenna. As can be seen, a good degree of compliance is reached. In this way, with this pseudo-
modal description of the base station antenna, different antenna elements could be investigated,
as is the case for the modal mobile station. Yet, in addition, optimum antenna sectorization
schemes could be tried out with ease and at a very low computational cost, since spherical
mode rotations in azimuth can be easily realized by means of multiplicative factors as was the
case for dipoles.
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Figure 3.5: Comparison of synthesized radiation pattern and Kathrein 742445 vertically polar-
ized Kathrein antennas.

3.3 Modeling of the “Karlsruhe" urban propagation
channel

It has been shown up to this point that the modeling of a MEA system focuses mainly on finding
an adequate description of the channel matrix, since the noise can be assumed Gaussian as is
the case in this work. At first, this may be seen as a simple task, however, a proper propaga-
tion channel description and thus an accurate modeling of the whole communication system,
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3.3 Modeling of the “Karlsruhe" urban propagation channel

requires taking into account effects such as polarization and multipath propagation characteris-
tics. Therefore, a poor system representation can end in misleading conclusions. Furthermore,
results obtained through different assumptions can result in contradicting assessments. In con-
sequence, in this section all relevant simulation parameters and models used will be introduced.

Modeling of physical channels and more specifically multipath environments can be approached
in two different ways: direct computation of the channel matrix H based upon a statistical de-
scription or direct description of the physical multipath propagation channel properties. In
macrocells, since the base station is usually located on a high tower, simple empirical and sta-
tistical models can be used with satisfactory accuracy. However, only a multipath model can
describe the true behavior of the MIMO physical channel. The drawback is, though, increased
computational resources. Furthermore, models capturing multipath behavior range in complex-
ity from deterministic site-specific ray tracing to simpler statistical descriptions. A brief review
of these approaches can be found in [IY02].

In this work a 3D ray tracing model developed at the “Karlsruhe Institute of Technology" is
presented [FMKW06]. The model has been validated with wideband channel measurements at
2 and 5.2 GHz showing high accuracy for fixed to mobile and mobile to mobile communications
in macrocell scenarios. It consists of two major parts: a realistic model of an urban propagation
environment and a model to calculate the multipath wave propagation between the transmitter
and the receiver.

3.3.1 Urban Environment Model

The urban environment model consists of a digital description of the city of Karlsruhe by means
of a vector database containing the exact position and size of buildings, trees and other objects.
It is generated based on two-dimensional plan information of the buildings along with a digital
height profile of the environment. The complete digital model of the city of Karlsruhe is shown
in Figure 3.6. The shaded area is the area which will be used for simulation. It was picked
accordingly to the base station location selected, which corresponds to a current location of the
German Vodafone provider. The use of only one base station was decided with the purpose of
reducing the computational resources needed to compare the proposed antenna configurations.
The simulated area spans about 1 km2. The base station antenna is positioned 30 m above street
level and at (567, 309) m with respect to the lower left corner. Possible mobile station locations
were given by a 17.7 x 17.7 m grid over the simulation area.

In order to obtain a more realistic description of the actual site, influenced to a lesser extent by
the base station looking direction, a three-sectorized cell is used. This means that effectively
three possible scenarios for the base station are considered, namely the ones resulting from
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3 Modeling of multiple element antenna systems

Figure 3.6: Digital model of the city of Karlsruhe (Simulation area is shaded).

each sector landscape. If the cell orientation was rotated or the antenna position shifted then
many more scenarios would be considered. However, this is very lengthy and time consuming.
Because of this, the decision was made to keep the antennas location and orientation fixed. And
even though this does not result by any means in a complete statistical description depicting
the behavior of all urban base station sites, it suggests the way urban scenarios in general might
behave. In addition it is assumed that the scenario is perfectly sectorized, meaning that only rays
coming from mobile station locations from within the current sector under study are considered
and all others are omitted. In consequence, no neighboring cell interference and no handover
are considered.

3.3.2 Wave propagation Model

The model to calculate the multipath wave propagation between the transmitter and the receiver
is a double-directional 3D ray tracing model developed at the “Karlsruhe Institute of Technol-
ogy" based on a ray-optical approach, where each path is represented by a ray defined in terms
of its complex polarimetric transfer matrix, direction of departure (DoD), direction of arrival
(DoA) and time delay.

As result, impulse responses containing the complete channel information between two points
are obtained. This means that the model can be directly used to analyze the narrowband and
wideband as well as the spatial channel characteristics, the details of which are exhaustively
explained in [FMKW06]. Furthermore, the model is able to capture the polarization effects on
the wave propagation and can resolve each polarization component, so that a full polarimetric
transmission matrix T for each path p can be found
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3.3 Modeling of the “Karlsruhe" urban propagation channel

Tp =

(
Tϑϑ,p Tϑψ,p

Tψϑ,p Tψψ,p

)
, (3.18)

where the single matrix elements contain the gain and phase information of the path between a
transmit and a receive antenna and ϑ and ψ denote the two orthogonal and linear polarization
components, defined respectively as perpendicular to the wave propagation and to each other.

Since computational resources are scaled by the number of objects and wave interactions (re-
flection, diffraction, scattering) taken into account, the following parameters partly suggested
in [FMKW06] were used:

• Diffuse scattering from buildings and trees.

• Coherent addition of diffuse scattering to reduce number of paths and avoid memory
allocation problems.

• UTD second order coefficients, i.e. slope diffraction coefficients

• 5000-th Fresnel zone

• 50 dB dynamic range

• Maximum 5 reflections per path

Additionally, since only one channel snapshot is considered the system initial time t0 = 0,
whereas f0 is set to 2 GHz.

3.3.3 SISO to MIMO Extrapolation

As previously described the wave propagation model considers the existence of a punctual
transmitter and receiver for each of the M transmit and N receive MIMO antennas. Strictly
speaking, this would imply the need for the ray-tracing model to compute all rays resulting of
all the possible n and m antenna combinations. Yet, if it is assumed that the distance between
the array and its nearest obstacle is big enough that only plane waves arrive at the array and
second, that the array dimensions are small enough that the same plane waves impinge at all
antenna elements, then the MIMO channel matrix can be obtained with the use of virtual anten-
nas [WFW02, FSM+02]. As result, the urban model with a simulation grid of 17.7 m for the
receiver with only one transmit antenna can still be used to obtain the whole MIMO channel
description at each point (i.e. channel realization). This is done by computing the phase dif-
ference △φ (see Figure 3.7) in both transmitting and receiving ends of the simulation link for
each n and m antenna as follows:

△φ = β((xsim − xvir) cosψ sin θ + (ysim − yvir) sinψ sin θ+

(zsim − zvir) cos θ).
(3.19)

35



3 Modeling of multiple element antenna systems

Figure 3.7: Plane wave impinging at the array. The phase difference of the plane waves at the
different antenna positions is △φ [WFW02].

Here, the subscripts “sim" and “vir" are the abbreviated forms of simulated and virtual antenna
positions (xsim,ysim,zsim) and (xvir,yvir,zvir). With (3.19), the channel coefficient for the m-
th transmit antenna and n-th receive antenna for the p-th path of the l-th channel realization
becomes

Hl,p(l),nm = Hk,p(l) · e−j△φ
p
ne−j△φ

p
m . (3.20)

3.4 Final remarks

Network models for MIMO systems have already been proposed in the literature for path-based
channels [WSW04, Wal04, WJ04]. In both cases a general framework for the use of scattering
parameters was presented for the evaluation of the system focusing on mutual coupling effects.
As result, processing of all paths for each antenna type under study was required. When con-
sidering a small number of antennas or for propagation channels with few propagation paths,
doing so poses no problem. However, in the case of multiple channel realizations (i.e. mul-
tiple links per channel), of several thousands paths each, the computational cost of extensive
antenna evaluations becomes steep. To address this need, in this chapter, these previous efforts
are extended, without loss of generality, through the inclusion of a modal description of the an-
tennas [Han88]. In this manner multipath processing becomes significantly reduced and study
of multiple antennas and/or orientations becomes feasible. Moreover, for base station antennas,
consideration of different sectorization arrangements with a small computational footprint is
also possible. In chapter 5 the proposed approach will be validated for the very complex case of
a 3D path-based urban channel simulated with a non-commercial ray-tracing tool [FMKW06].
But first, in chapter 4 the evaluation framework to be used for this analysis will be explained.
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4 Information content of multiple element
antenna systems

Given that the goal in communication systems is the transmission of information, the paramount
measure is the amount of information conveyed. Because of this, an essential part in understand-
ing a communication system is knowing the information content of the received signals and the
communicational limits of the system. In achieving this goal, up to this point, the wireless
communication channel and its computation by means of a modal network model have been
shown. On the basis of this extended model the implementation of the “Karlsruhe" communi-
cation channel, to be used throughout this work, was explained. However, up to this point no
metric to measure the performance of the communication system or channel was given. This
chapter will deal with the former problem by introducing a suitable metric to study the amount
of information transmitted by multiple element antennas (MEA) systems, in general.

In this chapter the amount of information contained in communication systems, in general, is
investigated in both time and spatial domains. As result, the concepts of capacity and spatial
capacity are derived as basis for the analysis and design of MEA systems. But first, a discussion
on the mechanisms of MEA systems in conveying information will be given. In the following,
the concept of signal vectors will be used, where signal vectors represent signal ensembles
either in time or space and do not necessarily refer to a linear sum of orthogonal components as
in the vector concept handled so far.

4.1 Spatial gain of MEA systems

The process of conveying information between two points is what characterizes communication
systems in general. Yet depending on the quality of the communication link and the resources
available, the quality and/or quantity of the conveyed information can be improved depending
mostly on the coding and transceiver approach used.

In SISO systems without any coding the quality of the information transmitted is solely deter-
mined by the quality of the communication link1, which in wireless systems is given by the

1In practice this is not true, given the fact that redundant coding can significantly improve the quality of the
received signal by using more efficiently the time and frequency resources
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channel coefficient as in (2.52). The amount of possible transmitted information, on the other
hand, depends on the available resources, i.e. time and frequency. As result, these resources
determine the dimensions, i.e. degrees of freedom, of the received signal space, i.e. all possible
states of the received vector. In MEA systems, space becomes an additional resource for trans-
mitting additional information. In consequence a spatial degree of freedom gain results, also
known as multiplexing gain, since it allows to multiplex the signals. Yet, not only can space
increase the amount of information conveyed but it can also improve the quality of the transmit-
ted signals by providing antenna diversity gain. This two fold increase in system performance
constitutes what is referred here as the spatial gain of MEA systems and can be used to increase
the quality and/or quantity of the transmitted signals.

Assuming that a system with no losses and perfect matching is implemented in a multipath
propagation channel, the power distribution, and thus information content, between each an-
tenna pair will vary depending on the propagation channel properties and the antenna interac-
tions with it. In the following it will be briefly described how these interactions provide spatial
gain, in the form of diversity and multiplexing gains, as well as their effects on the channel
matrix. A more detailed discussion can be found in [TV05]. Finally, some comparison issues
regarding the evaluation of spatial gain in different systems will be discussed.

4.1.1 Diversity gain

In a single input multiple output (SIMO) system where the receiving antennas are considerably
apart from each other, attenuation and propagation disturbances will most likely occur inde-
pendently across the antennas. Therefore, even though each received signal contains the same
information the probability of not receiving any information due to deep fades in the propaga-
tion channel is averaged over all receiving antennas [Bre59, Jak74]. If in addition the received
signals are coherently added, then an array gain is obtained, similar to the implementation of
an antenna array instead of many single element antennas. These two effects constitute there-
fore the so-called antenna receive diversity. If on the other hand a multiple input single output
(MISO) system is considered, a similar antenna transmit diversity, i.e. parallel communication
links, will also result. In this case, if all antennas transmit the same information then diversity is
achieved through repetition. Yet if intelligent coding (receiving) schemes, like so-called space-
time codes [Ala98], are used then significant coding, i.e. diversity gain, can be attained. An
overview of approaches that benefit from diversity can be seen in [LS03].

From the study of SIMO and MISO systems follows that independent propagation paths at
one communicating end allow for more reliable communication since they increase the prob-
ability of having at least one strong signal in addition to the inherent array gain of coherently
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combining the signals. Remarkably though this does not occur only when the antennas are
sufficiently spaced apart [VA87], but also when the scenario is sufficiently rich for the given an-
tenna spacing. As it will be thoroughly discussed in chapter 7, finding this measure of richness
is fundamental in the dimensioning of antenna systems.

4.1.2 Multiplexing gain

Until now it has been considered that either transmitting or receiving antennas are subject to
changes in antenna spacing or scenario richness. In this way, the nature of the diversity gain in
SIMO and MISO systems was explained. In order to see how a degree of freedom gain takes
place in MEA systems, in general, simultaneous changes at both transmitter and receiver are
now assumed. In the most simple case that the transmitting and receiving antennas are suffi-
ciently apart from each other the channel transfer coefficients between antenna pair will most
likely become independent regardless of the scenario richness. As result, not only independent
but also parallel signals can be transmitted. The transmission of parallel signals is called spatial
multiplexing and it is key to exploiting space as a resource. Some communication schemes that
benefit from multiplexing effects can be found in [IN02, KJUN02, Fos96]. If small antenna
spacings are considered at both communicating ends then a scattered scenario is necessary to
ensure that the transfer functions between each antenna pair are independent. If, on the con-
trary, the scenario exhibits insufficient richness and small antenna spacings are used then the
signal among all antennas will be very similar and the received signals will not be indepen-
dently faded, i.e. little diversity and degree of freedom gain.

4.1.3 Diversity and multiplexing effects on the channel matrix

The way diversity and degree of freedom gain contribute to the total spatial gain is key in de-
termining the amount of information that can be transmitted in MEA systems, since they define
what kind of structure the channel matrix H will have. In Figure 4.1 some possible distributions
are shown. Here, the shaded squares will represent the non-zero elements of the channel matrix
H, i.e. the antenna pairs between which a significant amount of information is transmitted. This
depiction was originally used in [WHÖB06] to better model propagation channels. However,
it wasn’t used to depict the channel matrix as such but a decomposed form of it. The type of
matrix decompositions leading to the interpretation of [WHÖB06] will be discussed in chapter
7. Assuming that all active links propagate independently the effects of spatial diversity and
spatial multiplexing can be seen in the different examples.
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Figure 4.1: Different structures of the channel matrix H and corresponding propagation envi-
ronments (cf. [WHÖB06]). Gray squares denote significant magnitude relative to
blank squares, which are almost zero valued.

The most simple example is given by H1. This represents the case in which there is only one
non-zero channel coefficient. This means that the antenna-channel interaction results in such a
way that only one link is established. In this case no diversity or multiplexing gain is obtained,
and the system is equivalent to a SISO one, due to both the nature of the channel (few scatter-
ers) and small antenna spacings. In H2, on the other hand, a scenario with scatterers located
at the transmitting end of the system yield a matrix with a non-zero row. This means that all
available antennas are used for transmitting but only one antenna is effectively receiving, i.e. a
MISO case. In a similar manner, H3 is reciprocal to H2. In this case, though, only one antenna
is transmitting and the scenario richness suffices to have independently faded receive signals,
i.e. SIMO case. In this way an additional gain in the received signal is obtained. Both H2

and H3 benefit from the use of multiple antennas at either one of the communicating ends and
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therefore exhibit diversity gain, since independently faded signals are used. This means that
from the perspective of antenna arrays by coherently adding the signals a beamforming pattern
is realized. However no parallel data streams can be used since information is limited at either
the transmitting or receiving end. H4 overcomes this problem and is capable of establishing
several communication links between each antenna pair. Yet, only one antenna per link is used.
This means that in this case a multiplexing gain is achieved but no diversity gain, i.e. no array.
Finally H5 shows the most ideal case in which each single coefficient fades independently. As
result in H5 the maximum number of communication links is established while benefiting at
the same time from having several transmitting and receiving antennas for each link. From
an antenna perspective, this means that multiple beamforming patterns on the transmitting and
receiving end can be simultaneously used when processing the signals.

In general the antennas used in communication systems do not sample the propagation channel
so that the sparse channel matrices of Figure 4.1 result (H1-H4) . In consequence, real antenna
systems exhibit less sparse channel matrices. As example, a MEA system with very high signal
correlation due to the channel would yield a full matrix where all coefficients are almost equal.
In terms of information throughput this would mean that only one signal, i.e. no multiplexing,
could be independently transmitted since all links are subject to essentially the same fading.
However, due to the parallel transmission of the same signal a certain diversity gain would be
possible. In this way it is seen that a full-matrix is not equivalent to maximum information
throughput if it doesn’t have uncorrelated coefficients. It follows thus that the H matrix implic-
itly describes the channel nature and the amount of transmitted information can be determined
at hand from it. In chapter 7 this will be further clarified from an antenna perspective in terms
of the available spatial signatures.

4.1.4 Spatial gain comparison issues

As previously seen, the H matrix contains all information related to the communication system.
Depending on the channel and system characteristics the elements of H, i.e. the Hnm transmis-
sion coefficients, take on different values and are distributed in a different manner. The way
these values are distributed then yields better information throughput in form of the two afore-
mentioned diversity and multiplexing gains. Yet, the individual contribution of each system
component, such as antennas, matching networks or propagation channel might not be known.
Therefore, when comparing different system configurations, normalization of the H matrix with
a common reference can ease the analysis of the system. In the following a brief discussion on
the different norms used in the context of MEA systems will be given.

In the case that no power control schemes are used received signals can have significant differ-
ences due to varying received power at two points distant from one another. For example, if
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one were to evaluate the diversity and multiplexing effects of the exact same system one could
conclude that the diversity and multiplexing gain for the nearest receiver is larger, even though
this might be only due to larger signal attenuation at the other receiver. These differences make
it difficult to compare two distant channel realizations and, thus, normalization is required. A
common approach is the use of the Frobenius norm, which normalizes the channel with respect
to the expectation of the square root of the total power gain of each channel realization, i.e. each
transmitter and receiver link

Hnorm =

√
MN

E{(
∑N

i=1

∑M
j=1 | Hij |2)

1
2}

H,=

√
MN

E{∥ H ∥F}
H, (4.1)

where ∥ H ∥F is the Frobenius norm of H resulting from

∥ H ∥F= (
N∑
i=1

M∑
j=1

| Hij |2)
1
2 . (4.2)

Once a channel has been Frobenius normalized the total power of the normalized channel is
equal to one, which depicts to some extent the power control behavior of real mobile network
systems. This method has, however, the disadvantage of masking small changes (with respect
to slow fading) in signal strength. This is the case, for example, of antenna effects [WSW04],
where capacity improvements due to increased received power at the receiver are masked. The
antenna multiplexing effects remain, but no conclusions regarding the antennas benefit to the
system diversity can be made. On the other hand, this type of normalization permits investiga-
tion of correlation between the channel matrix entries and thus of the richness of the multipath
environment [WJ04, LOKM05, Jan02]. In consequence, whether this metric is suited or not for
a certain comparison depends mostly on the type of benchmarking needed.

In this manner, alternative norming procedure consists in normalizing H with respect to the
Frobenius norm of a reference MIMO realization. The idea is to norm out known system effects
in order to concentrate on those parts of the system that are of interest. For antenna comparison
it is common to consider ideal isotropic antennas as reference. The normalized channel matrix
for each link is then computed as

Hnorm =

√
MN

∥ HREF ∥F
H, (4.3)

where HREF is the channel matrix equivalent to the average isotropic MIMO channel. The
channel normalized in this way contains the effects of the antennas, while excluding multi-
plexing and diversity effects of the channel. This will be the norm used throughout this work.
However, other norms also exist, some of which can be found in [OEP03, SSV07].
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4.2 Capacity of multiple element antenna systems

Since each communication channel results from a specific choice of antennas, antenna setups
and their interaction with the propagation channels, benchmarking of the different scenarios
becomes essential. In order to do so one or many benchmarking parameters are needed, de-
pending on the application at hand. Regarding communication systems either the quality or
quantity of the information transmitted can be evaluated. The former is usually given by the bit
error rate (BER) and is closely related to the coding scheme used and the quantity of informa-
tion conveyed. Therefore, it results in a too complex measure when benchmarking propagation
channels or antenna configurations, as is the case in this work. Instead, it is more common to
focus mainly on the amount of information transmitted, given by the capacity. In the following,
the term channel capacity will refer to the use of the channel matrix H, rather than consideration
of only the propagation or communication channel. In general though, it is possible to deter-
mine the capacity of both the channel alone and the whole communication system. Therefore,
the results presented here apply to both.

The capacity of a system or channel results from the maximization of the average mutual infor-
mation (or transinformation) I(x;y) between the transmitted signal vector x (in space) and the
received signal vector y (in space) [FG98, Tel99]

C = max
f(x)

I(x;y), (4.4)

where f(x) is the probability distribution of vector x and C is measured in bits per second
per Hertz. Therefore, using the procedure shown in [Tel99] and [PNG03] and considering the
input-output relation of the MEA channel at snapshot time t0 to be the one shown in (2.6), the
average mutual information between vectors x and y can be expressed as

I(x;y) = H(y)−H(y|x). (4.5)

In this way the problem of determining the system capacity is reduced to maximizing the differ-
ential entropy of vector y, i.e. H(y). This results from the fact that for statistically independent
vectors, as is the case of x and n, the conditional differential entropy of the vector y, i.e.
H(y|x), given knowledge of the vector x, simplifies to the differential entropy of vector n, i.e.
H(n). In this way (4.5) is rewritten to

I(x;y) = H(y)−H(n), (4.6)

where n denotes a zero mean circularly symmetric complex Gaussian (ZMCSCG) noise vector
with noise variance σ2

n per element and diagonal covariance matrix Rnn = E{nn†} = σ2
nIN .
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4 Information content of multiple element antenna systems

In consequence, average mutual information can be maximized if both y and x are made
ZMCSCG variables [Tel99] (due to the fact that normal distributions are entropy maximizers
[CT91]). In this way their distribution becomes fully characterized by their covariance matrices
Ryy = E{yy†} and Rxx = E{xx†}. Noting therefore that the covariance of the received signal
y results from the sum of the covariance of the desired received signal d, Rdd = HRxxH

†,
and the noise covariance Rnn

Ryy = Rdd +Rnn = HRxxH
† +Rnn, (4.7)

it follows from

H(y) = log2(det(πeRyy)) (4.8)

H(n) = log2(det(πeRnn)) (4.9)

that (4.4) can be expressed with the aid of (4.6) [FFLV01] as

C = max
{Rxx:Tr(Rxx)≤PTx}

log2 (
det(Rdd +Rnn)

det(Rnn)
). (4.10)

In this way it is seen that the capacity expression in (4.10) has been maximized over the covari-
ance Rxx, since it fully describes f(x), and limited to the maximum available transmit power
PTx, not affected by the number of transmit antennas. Finally, after some simplifications (4.7)
is rewritten as

C = max
{Rxx:Tr(Rxx)≤PTx}

log2 det(Rdd(Rnn)
−1 + IN). (4.11)

Furthermore, considering that Rnn, as previously mentioned, is a diagonal matrix with available
power per antenna equal to the noise variance σ2

n, (4.11) becomes

C = max
{Rxx:Tr(Rxx)≤PTx}

log2 det(IN +
HRxxH

†

σ2
n

), (4.12)

as it is most commonly found in the literature, or as

C = max
{Rxx:Tr(Rxx)≤PTx}

log2 det(IM +
H†HRxx

σ2
n

) (4.13)

from the determinant identity

det(I+AB) = det(I+BA). (4.14)
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4.2 Capacity of multiple element antenna systems

From the previous derivation follows that obtaining the system capacity is equivalent to max-
imizing the distribution of x, i.e. selecting a Rxx that maximizes (4.13). Furthermore from
(4.13) follows that the signal to noise ratio (SNR) seen at the receiver, results from the second
term of the determinant. If however a Frobenius normed channel is considered then SNR at
the receiver is given by Rxx/σ

2
n. This is usually assumed, even when arbitrarily normalized

channels are used. For real applications, use of a Frobenius normed channel makes sense when
the channel is subject to a perfect power control scheme.

Based on (4.13) and depending on whether channel state information (CSI) is assumed to be
known at the transmitter (CSIT), at the receiver (CSIR), at both or at none, different Rxx can
be used leading to different capacity computations as well. In general, CSI results from the
estimation of the channel matrix H and depends on additional coding and feedback. It thus
follows that CSI comes at the expense of information throughput. In this work, since only the
communication channel effects are of interest the impact of CSI on capacity will be omitted.

In this work, CSIR and in some cases CSIT will be assumed. As result, based on the channel
knowledge, different power distributions at the transmitter will be used. In the following the
capacity computation schemes for each case will be discussed.

4.2.1 Uniform Power Distribution

In the case that no CSIT is available it was shown for the first time in [FG98], that the Rxx that
maximizes (4.12) is (PTx/M)IN thus resulting in

C = log2 det(IN +
PTx

σ2
nM

HH†), (4.15)

where the transmit power to noise power seen at the receiver relation is equivalent to the SNR
of the Frobenius normed SISO channel ρ. In this way ρ can be written as

ρ = PTx/σ
2
n (4.16)

and (4.15) can be rewritten as

C = log2 det(IN +
ρ

M
HH†). (4.17)

In this way it is seen that for systems with uniform power distribution both the diversity and
multiplexing effects go into the computation of the capacity. However, due to the lack of CSIT
no optimum power distribution is done and therefore multiplexing gain is not fully exploited.
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4 Information content of multiple element antenna systems

4.2.2 Waterfilling

If the channel is known at the transmitter, then the Rxx that maximizes (4.12) can be shown to
be a positive semi-definite matrix [Tel99] resulting out of the eigenvalue decomposition of the
complex normal matrix HH†

HH† = UΛU†, (4.18)

where U is a unitary matrix, whose column vectors are the eigenvectors of HH† and Λ is a
diagonal matrix, the entries of which are the eigenvalues of HH†, that when inserted into (4.12)
can be expressed as

C = max
{Rxx:Tr(Rxx)≤PTx}

log2 det(I+
UΛU†Rxx

σ2
n

), (4.19)

where UΛU†Rxx must be a diagonal matrix in order to maximize the expression. Rewriting
(4.19), with the use of (4.14), yields

C = max
{Rxx:Tr(Rxx)≤PTx}

log2 det(I+
Λ1/2U†RxxUΛ1/2

σ2
n

). (4.20)

Now U†RxxU can be substituted by a diagonal power distribution matrix D = diag(p1, ..., pK),
where pi(i = 1, 2, ..., K) are the power coefficients for each eigenvector i and K is equal to the
rank of matrix HH† given by the minimum number of antennas available either at transmit or
receive, i.e. K ≤ min(M,N). In consequence, (4.20) simplifies to

C = log2 det(I+
DΛ

σ2
n

), (4.21)

where Rxx is implicitly considered to be a positive semi-definite matrix, as originally stated,
of the form U†DU. Expressing D in terms of the power coefficients pi(i = 1, 2, ..., K) and
Λ with the eigenvalues λi(i = 1, 2, ..., K) of HH†, additional representations of (4.21) can be
given:

C = log2

K∏
i=1

(1 +
piλi
σ2
n

), (4.22)

C =
K∑
i=1

log2(1 +
piλi
σ2
n

). (4.23)

In this way the capacity of the MEA channel is expressed as the sum of the individual parallel
SISO subchannel capacities, resulting from the channel eigenmodes. Furthermore, since the
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4.2 Capacity of multiple element antenna systems

transmitter can access the spatial subchannels, it can allocate variable energy across the sub-
channels to maximize the mutual information. Therefore, both beamforming and multiplexing
gains go into the computation of capacity and, contrary as with a uniform power distribution,
the maximum multiplexing gain is achieved. In order to better illustrate this with respect to the
antennas, an alternative approach to finding the optimal channel capacity under the assumption
of full channel knowledge at the transmitter will be shown.

Ideally the channel matrix H will be a vector Gaussian channel since it will result from several
parallel, independent links subject to gaussian noise. Therefore, a factorization for the H matrix,
i.e. matrix decomposition, should exist that intuitively depicts the behavior of the individual
Gaussian subchannels. The singular value decomposition (SVD) is such a factorization, where
the basis directions of a matrix are found, along which matrix multiplication is equivalent to
scalar multiplication. In the case of the channel matrix H this yields

H = USV†, (4.24)

where the diagonal entries of S are the non-negative square roots of the eigenvalues of HH†,
whereas the columns of the unitary matrix U are the eigenvectors of HH† and the columns of
the unitary matrix V are the eigenvectors of H†H. In this way, the channel matrix is rewritten
in terms of a rotation operator U, a scaling operation S and another rotation operator V. This
means that the columns of V form a set of orthonormal “input" or “analysing" basis vector di-
rections for H and the columns of U form a set of orthonormal “output" basis vector directions
for H, whereas the diagonal elements of S yield the energy distributed to each pair of basis
vectors, i.e. subchannels (also called eigenmodes).

If now, the channel information available is used and the input, output and noise vectors are
accordingly changed to ỹ = U†y, ñ = U†n and x̃ = Vx then the original channel of (2.6)
yields an equivalent channel

ỹ = Sx̃+ ñ, (4.25)

from which a set of independent channels is easily seen. Thus, (4.25) is just a compact way
of describing the parallel SISO subchannels implicitly present in H. In real applications where
CSIR and CSIT are known this is achieved with pre and post-processing stages as the ones
shown in Figure 4.2.

Once the channel has been pre-processed the problem reduces to assigning the necessary power
to each eigenmode in order to exploit the channel properties. The latter can be done itera-
tively via waterfilling as was originally presented in [RC98],[Tel99],[KBJR01] and [And00] by
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4 Information content of multiple element antenna systems

Figure 4.2: Block model of pre- and post-processing stages for a MIMO channel under assump-
tion of perfect CSIR and CSIT [TV05].

choosing the ith power coefficient to be

pi =

(
ν − 1

λi

)+

, (4.26)

where (x)+ implies

(x)+ =

{
0 if x < 0

x if x > 0
(4.27)

and the constant ν is chosen such as to preserve the total transmit power PTx, i.e.
∑
pi = PTx

and represents the “water level" that determines the amount of power poured into the “vessels"
formed by the 1/λi functions. It follows that the smaller the SNR at the receiver, the larger the
portion of the transmit power allocated to the best subchannel. In terms of ρ, i.e. the SNR at
the receiver of the Frobenius normed SISO channel, one can define the i-th SNR coefficient as
ρi = pi/σ

2
n subject to constraint

∑
pi = ρ, so that a simplified version of (4.23) results

C =
K∑
i=1

log2(1 + ρiλi). (4.28)

4.2.3 Beamforming on transmit

Beamforming is closely related to waterfilling since channel knowledge at the transmitter is
also presumed. However, in beamforming no optimum power allocation scheme among the
available subchannels is done, but instead a simple selection of the best subchannel available.
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4.3 Channel capacity of temporal and spatial bandlimited systems

In this manner (4.13) becomes

C = log2(1 +
PTxλmax

σ2
n

) = log2(1 + ρλmax), (4.29)

where all the power PTx is allocated to the subchannel with the highest eigenvalue.

Therefore, it is seen that for such a power distribution only diversity effects are of significance.
This is evidenced by the fact that only the most significant eigenvalue is used for the capacity
computation, which therefore implies that only one transmitting and receiving eigenvector will
be used. From an antenna perspective and following the discussion at the beginning of this
chapter this means that the antenna will employ only one beamforming configuration. In con-
sequence no multiple spatial signatures result and thus no multiplexing gain is achieved.

4.3 Channel capacity of temporal and spatial
bandlimited systems

At the beginning of this chapter the concept of spatial gain as result from the beamforming
and multiplexing effects in the channel were introduced. Then the theoretical basis for evalu-
ating the performance of MEA communication systems with regard to maximum information
throughput was given. Moreover, it was seen how the spatial properties of the channel determine
the power allocation schemes that result most successful. Yet, no concrete way for quantifying
the available spatial resources was given. For temporal band-limited systems [Pro01], however,
the bandwidth B yields a measure of the available frequency resource so that the capacity

Ĉ = B log2(1 + SNR) (4.30)

results [Sha48]. In the following an expression that extends this capacity formulation by sum-
marizing the available spatial resources will be derived in order to: 1) demonstrate the duality
between the temporal and spatial domains and 2) show that space as a communication resource
is also subject to optimization.

The capacity C in (4.13), even though widely used in the context of MEA and MIMO systems,
is also often referred as the error-free spectral efficiency, or the data rate per unit bandwidth that
can be sustained reliably over the MIMO link [PNG03] and differs from that originally given in
[Sha48], where capacity Ĉ is given in terms of bits/s as

Ĉ = lim
T→∞

max
f(x)

1

T
I(xt;yt). (4.31)
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4 Information content of multiple element antenna systems

The key difference between (4.4) and (4.31) is not the total transmission time T used for aver-
aging but the average mutual information considered in each case. In (4.4) mutual information
results from the average of spatial signal vectors (MEA channel at a single instant of time),
whereas in (4.31) the average of temporal signal vectors xt and yt is done, thus the time t sub-
script. To distinguish these two cases the notations avea{·} and Ea{·} to denote the average and
expected value with respect to variable a are introduced.

When dealing with time signals, the average mutual information avet{I(xt;yt)} in (4.31) for
signal vectors xt and yt of NS statistically independent random variables xi and yi, can be
written as

avet{I(xt;yt)} =

NS∑
i=1

avep(xi;yi){I(xi; yi)}, (4.32)

i.e. the sum of the average mutual information with respect to the probability of the occurrence
of each joint event (xi; yi). Where, the use of Nyquist sampling rate for a channel with band-
width B yields an optimum number of (time) samples NS = 2BT , i.e. 2B samples per second
or its equivalent one sample every T = 1/(2B) seconds. Therefore, for (real) zero-mean Gaus-
sian random variables xi with variance σ2

xi
, ensemble average signal power Pave (in time) and

spectral noise power density N0/2 = σ2
n,i for all i in (4.32), capacity, as defined in [Sha48],

becomes [Pro01]

Ĉ =
1

T

NS∑
i=1

1

2
log2

(
1 +

σ2
xi

σ2
n,i

)
=

1

T

NS∑
i=1

1

2
log2

(
1 +

Pave

2B(N0/2)

)
, (4.33)

where Pave = Nσ2
xi
/T = 2Bσ2

xi
was used. Further simplifications finally yield

Ĉ = B log2

(
1 +

Pave

BN0

)
, (4.34)

which is the basic formula for the capacity of the classical band-limited SISO channel with
Additive White Gaussian Noise (AWGN).

In order to find a similar expression for a band-limited AWGN MEA channel, I(xi; yi) in (4.32)
has to be replaced with (4.6). This gives

avet{I(X;Y)} =

NS∑
i=1

avep(xi;yi){I(xi;yi)}, (4.35)

where X and Y can be seen as ensembles of temporal and spatial signal vectors (for practical
purposes, though, X and Y can be seen as matrices of elements Xk,i and Yk,i, where the sub-
scripts k and i denote the spatial and temporal sampling respectively). For the multiple antenna
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4.3 Channel capacity of temporal and spatial bandlimited systems

case here considered use of (4.31) would yield

Ĉ = lim
T→∞

max
f(x)

1

T
I(X;Y) =

1

T

NS∑
i=1

log2 det(IM +
H†HRxx,i

σ2
n,i

). (4.36)

In this way an analogous expression to (4.33) is found, however, with a discrepancy in a missing
1/2 factor in (4.36) due to the nature of the signals. In arriving to (4.33) real signals where
assumed, whereas for (4.36) complex multivariate normal distributions (ZMCSCG variables)
where used. Considering now that 1) noise variance is the same for all i time samples, 2)
power is uniformly distributed among theK available subchannels (i.e. not over all transmitting
antennas) and 3) all subchannels can be expressed in terms of an average eigenvalue λave, (4.36)
can be rewritten as

Ĉ =
1

T

NS∑
i=1

log2

K∏
k=1

(1 +
PTxλave
Kσ2

n

) =
NS

T
K log2(1 +

PTxσ
2
ave

Kσ2
n

), (4.37)

where λave = σ2
ave was used. Then, based on the average power in time Pave,k for each k

subchannel

Pave,k =
PTx

KT

T∫
0

Et(x
2
t,k)dt =

PTx

KT

NS∑
i=1

E(x2k,i) = 2B
PTx

K
σ2
ave, (4.38)

leading to the total average power in time

Pave = KPave,k = 2BPTxσ
2
ave, (4.39)

the following spatial channel capacity expression results

Ĉ = 2BK log2(1 +
Pave

2BKσ2
n

). (4.40)

This result is of great importance since it summarizes the spatial degrees of freedom of the
channel into the available number of subchannels K. Providing, therefore, a way to predict
in both space and time the capacity achievable by a certain MEA channel in the same manner
that (4.34) did for SISO AWGN channels. Moreover, as it was the case for the temporal band-
limited channels, (4.40) represents only an upper bound on capacity.

In spite of its importance, though, expression (4.40) is relatively unknown, having been only
recently suggested in [CF06, Mig06c, Mig08]. In both [CF06] and [Mig06c] the symmetry
between the space and time domains in terms of a concise measure for spatially describing the
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channel is discussed. In addition, in [CF06, Mig08] this symmetry is further exploited as K is
replaced by the space bandwidth product to yield

Ĉ = (ΩL)2B log2

(
1 +

Pave

(ΩL)(2Bσ2
n)

)
, (4.41)

where Ω represents the angular distribution of the incoming signals, i.e. the spatial bandwidth
of the communication channel, and L is the normalized array length with respect to the wave-
length2, i.e. observation length. In this way the product ΩL represents the space bandwidth
product analogous to the time bandwidth product BT . As result, also by analogy, one can argue
that the optimal number of spatial samples is ΩL which is rigorously shown in [CF06]. Even
though this interpretation of K is somewhat involved at this point, its physical meaning will
become more clear in chapter 7.

Finally, with this new capacity expression comprising the space and time resources, the total
number of transmitted bits can be found multiplying (4.41) with T

Number of Bits = ĈT = (ΩL)(2BT ) log2(1 +
Eave

(ΩL)(2BT )σ2
n

), (4.42)

which after replacing (ΩL)(2BT ) with Υ gives

Number of Bits = ĈT = Υ log2(1 +
Eave

Υσ2
n

). (4.43)

This result shows that the channel can be operated in either time or space and that Υ constitutes
the total number of degrees of freedom available for communication, i.e. the optimal sampling
rate in both space and time. As result, space is now mathematically expressed as an information
bearing object subject to optimization, as happens with codewords in time. Therefore, the
rather passive interpretation that space is usually given as the byproduct of a certain scenario
and antenna configuration becomes sub-optimal. Instead, in this work the investigation and
optimization of the spatial degrees of freedom will be pursued as seen in chapter 7.

4.4 Final remarks

In this chapter the foundations for the study of MEA systems in terms of maximum informa-
tion throughput were presented. In this regard, the channel effect in improving the amount of
information conveyed between two points was explained along with the concepts of diversity
and multiplexing gain. In addition, normalization and comparison issues were discussed.

2L could be replaced with the normalized area or volume depending on the geometry considered.
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With this background, the concept of channel capacity as a measure of the maximum allow-
able amount of information that can be transmitted in a communication system was explained.
Furthermore, its computation was derived for three different power allocation schemes: uni-
form power distribution, waterfilling and beamforming. It was seen, that for both uniform and
waterfilling capacities diversity and multiplexing effects are considered, but in the case of uni-
form power distribution a sub-optimum use of the system richness is made. On the other hand,
a beamforming power allocation scheme benefits from increased diversity gain, but remains
insensitive to changes in the multipath richness. Therefore, multiplexing and diversity contri-
butions could be understood out of the cross-comparison of the beamforming and waterfilling
capacities, as will be done in chapter 5 for different antenna configurations. Later on, in chapter
6 a novel and improved evaluation metric that effectively separates diversity and multiplexing
effects and eases the analysis will be introduced.

Finally, this chapter closes with a discussion on the duality of the Shannon capacity and the
capacity of MEA systems, in order to express capacity in terms of the communication chan-
nel spatial resources. Thus it is emphasized that for maximum capacity in MEA channels to
be achieved, an optimal arrangement and current distribution of the multiple antennas used is
necessary. Therefore, finding the optimum antenna arrangements as well as exploring the spa-
tial communicational limits for the “Karlsruhe" communication channel will be a center theme
during this work and will be thoroughly discussed and investigated in chapter 7.
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communication channel

The motivation of this work is two-fold; MEA systems analysis and design. In the following
the former will be addressed based on the theoretical background described up to this point.
Hence, relying on the simulation framework introduced in chapter 3, in this chapter the opti-
mality of current antenna systems in maximizing capacity will be discussed. With this purpose
commercial base station antennas will be tested with different ideal receiving configurations at
the mobile station. As evaluation criteria the channel capacity with the different power alloca-
tion schemes discussed in chapter 4 will be used. The conclusions obtained will contribute in
extending the understanding of the antennas and channel interaction within a urban context.

5.1 Antennas and antenna arrays under study

To investigate the antenna effect on capacity in urban channels, different antennas and antenna
configurations will be investigated. At the base station, the 3D radiation patterns in ϑ and
ψ polarization of two commercial Kathrein antennas [KG06] will be used: the 742445 ver-
tically polarized antenna (V) and the 742215 ±45°polarized antenna. The latter, the 742215
±45°polarized antenna, will be studied in two polarization modes: single (�, only +45° po-
larization) and dual (X) polarization mode. All base station antennas result from (complex)
measured radiation patterns at a frequency of 1980 MHz (nearest available to the 2 GHz sim-
ulation frequency). It should be noted that a modal description of the base station antennas as
given in section 3.2.4 yields almost identical results and will therefore be omitted for brevity.

At the receiver, on the other hand, mostly a modal description of arbitrarily oriented dipoles
will be used (see section 3.2.3). However, two dipole setups will be mainly discussed: two
vertically polarized dipoles (VV) and two ±45°oriented dipoles (X). All used configurations
are shown in Table 5.1, where the name, dimensions and description for all antenna setups
studied are shown. Here, setup dimension expresses the M ×N relation between transmitting
and receiving antennas M and N . Since focus is given to the base station, only the downlink
case is considered, i.e. when the base station antennas are used in transmit mode and a certain
mobile station as receiver. As result M × N systems result contrary to the uplink case where
the setup dimension is expressed as N ×M .
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5 Capacity study of the “Karlsruhe" communication channel

Table 5.1: Simulated Antenna Setups

Name
Setup

Description
dimension

VV×VV 2× 2
Two 742445 vertically polarized Kathrein antennas as
transmitters and two vertical dipoles as receivers

VV×X 2× 2
Two 742445 vertically polarized Kathrein antennas as
transmitters and ±45°polarized dipoles as receivers

VVVV×VV 4× 2
Four 742445 vertically polarized Kathrein antennas as
transmitters and two vertical dipoles as receivers

VVVV×X 4× 2
Four 742445 vertically polarized Kathrein antennas as
transmitters and ±45° polarized dipoles as receivers

��×VV 2× 2
Two 742215 ±45° polarized Kathrein antennas in sin-
gle polarization mode as transmitters and two vertical
dipoles as receivers

��×X 2× 2
Two 742215 ±45° polarized Kathrein antennas in sin-
gle polarization mode as transmitters and ±45° polarized
dipoles as receivers

����×VV 4× 2
Four 742215 ±45° polarized Kathrein antennas in sin-
gle polarization mode as transmitters and two vertical
dipoles as receivers

����×X 4× 2
Four 742215 ±45° polarized Kathrein antennas in sin-
gle polarization mode as transmitters and ±45° polarized
dipoles as receivers

X×VV 2× 2
One 742215 ±45° polarized Kathrein antenna as trans-
mitter and two vertical dipoles as receivers

X×X 2× 2
One 742215 ±45° polarized Kathrein antenna as trans-
mitter and ±45° polarized dipoles as receivers

XX×VV 4× 2
Two 742215 ±45° polarized Kathrein antennas as trans-
mitters and two vertical dipoles as receivers

XX×X 4× 2
Two 742215 ±45° polarized Kathrein antennas as trans-
mitters and ±45° polarized dipoles as receivers

XXXX×VV 8× 2
Four 742215 ±45° polarized Kathrein antennas as trans-
mitters and two vertical dipoles as receivers

XXXX×X 8× 2
Four 742215 ±45° polarized Kathrein antennas as trans-
mitters and ±45° polarized dipoles as receivers
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5.2 Antenna placement effects on system capacity

In addition to the different antenna setups to be studied focus will be given to antenna spacing.
In all cases base station inter-element spacing sTx and mobile station inter-element spacing sRx

will be varied. Changes in sTx will be identified with marker, whereas changes in sRx will
be shown with different line styles. In the following subsections every configuration, grouped
based on base station antenna type, will be discussed.

As evaluation criteria the relative ergodic capacity gain with respect to the SISO capacity
C/CSISO is selected for a fixed ρ of 10 dB. For the setups with a vertically polarized antenna at
the base station the SISO setup used for reference was that of one vertically polarized antenna
at the base station and one vertically polarized dipole at the mobile station. In all other cases
a Xs, +45° polarized, antenna at the base station and a Vd antenna at the mobile station were
used. Moreover, the three different transmitting power schemes introduced in section 4.2 will
be used: uniform, beamforming and waterfilling (see Eqs. (4.17),(4.28) and (4.29)).

In addition, the channel matrix H is normalized with respect to a reference channel HREF,
as explained in section 4.1.4. Here, the reference channel chosen is the equivalent isotropic
MEA channel, i.e. the channel resulting from replacing the antennas under study with omni-
directional radiators. Choice of C/CSISO as evaluation criteria and the equivalent isotropic
MEA channel as the reference channel, follows the need to quantify the improvement due to a
certain setup independent of channel effects with respect to a fixed value. Therefore, by norm-
ing with an equivalent isotropic MEA channel the correlation/decorrelation of the signals due
to the channel contribution is removed, so that any additional correlation or gain effects result
from the antennas (i.e. setup) under study. And, by studying the relative ergodic capacity gain,
the improvement with respect to the fixed SISO capacity is highlighted.

It should be noted though that the use of ergodic capacity instead of the outage capacity [TV05]
is due to the fact that: 1) the channel matrices are known at each realized position and 2) the
interest of this work lies in knowing the maximum attainable average capacity over a long term
period. Outage capacity, on the other hand, is used when: 1) the channel has only access to the
statistical characterization of the channel matrix H and/or 2) a communication rate has to be
assured to each mobile station (not currently in outage).

In the following, results for all setups of interest for the downlink case will be presented. In
addition, the effects of polarization at the mobile station will be discussed. In all cases the
relative ergodic capacity gain with respect to a SISO configuration will be investigated for a
fixed Signal to Noise Ratio (SNR) of 10 dB with channel matrices normalized with respect to a
reference MEA System as previously explained.
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5.2.1 Vertically polarized antennas

In this section 2×2 and 4×2 systems with two or four 742445 vertically polarized Kathrein an-
tennas at the base station will be discussed. At the mobile station arrangements of two vertically
or X polarized dipoles will be used.

VV×VV

In Figure 5.1, the relative ergodic capacity gain for the VV×VV setup of Table 5.1 is shown. It
is observed that both waterfilling and uniform power distributions exhibit the same trends with
respect to sTx and sRx: higher capacity with larger sTx and sRx. The beamforming capacity,
on the other hand, remains relatively constant (varies less than 1%). Since beamforming is a
diversity dominated approach this suggests that changes in antenna spacing have little impact
in improving system diversity. As result the capacity improvement due to sTx and sRx for the
waterfilling and uniform power distributions are solely due to improvement in the spatial de-
grees of freedom of the system, i.e. better multiplexing. Furthermore, as the channel richness
is improved, changes in sRx have a more pronounced effect in improving capacity at sTx ≥ 2λ

(spreading of the capacity curves). However, overall, sRx has only a marginal effect in improv-
ing the multiplexing gain of the channel. The highest achievable capacity for this configuration
is found with sTx = 5λ and sRx = 0λ.

VV×X

Capacity for the VV×X setup of Table 5.1 at different antenna inter-element spacings is shown
in Figure 5.2. The overall behavior seems similar to the VV×VV case with capacity gain
slightly reduced due to polarization mismatch. Yet, some important differences are noticed. In
this case for both waterfilling and uniform power distributions larger sTx increases capacity,
but larger sRx decreases it. In the beamforming case, on the other hand, sTx has no impact on
capacity and sRx seems to improve it. In consequence and given the fact that in the evaluation
of the beamforming capacity no multiplexing effects are considered, it can be concluded that
at smaller sRx diversity is improved (which didn’t occur in the VV×VV setup). However, this
improvement is reduced at larger sTx (bundling of the capacity curves). The same occurs for
the waterfilling and uniform power distributions. In addition, since in these cases multiplexing
becomes a significant factor, it can be added that the impact of sTx due to multiplexing is more
significant than the impact of sRx due to the combined effect of diversity and multiplexing. The
highest achievable capacity for this configuration is found with sTx = 5λ and sRx = 0λ, i.e.
maximum capacity is achieved when the dipoles are placed at the same spot.
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5.2 Antenna placement effects on system capacity
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Figure 5.1: Relative ergodic capacity gain for VV×VV configuration with varying sTx and
varying sRx (2×2 setup).
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Figure 5.2: Relative ergodic capacity gain for VV×X configuration with varying sTx and vary-
ing sRx (2×2 setup).

VVVV×X and VVVV×X

Figures 5.3a and 5.3b show the results for VVVV×VV and VVVV×X setups of Table 5.1.
Here, only one curve per power distribution is shown, namely that of sTx = 0.5λ since the use
of four antennas at greater sTx is impractical in light of current and planned future standards. As
result conclusions regarding the impact of sTx on the channel performance due to the antennas
can not be drawn. It is seen that all power distribution schemes exhibit the same capacity trends
for both receiving configurations. In the case of vertically oriented dipoles sRx has no impact
on capacity. With ±45° oriented dipoles, however, a 5% capacity decrease with increasing
sRx is noticed. Since all capacity curves exhibit the same trend, it can be furthermore stated
that this dependence on sRx is solely due to diversity effects. Moreover, changes in sRx do not
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Figure 5.3: Relative ergodic capacity gain vs sRx for four vertically polarized base station an-
tennas (4×2 setups) with sTx = 0.5λ.

seem to improve the multiplexing properties of the channel. As result, for both VVVV×VV
and VVVV×X setups uniform power distribution capacity is smaller than the one attained with
a beamforming power scheme. In addition, the VVVV×X setup exhibits an overall inferior
performance with respect to the VVVV×VV one. The highest achievable capacity is found
with sRx = 5λ and sRx = 0λ for the VVVV×VV and VVVV×X setups, respectively.

5.2.2 Dual polarized antennas in single polarization mode

In this section 2×2 and 4×2 systems with two or four 742215 ±45° polarized Kathrein antennas
in single polarization mode at the base station will be discussed. This means that in all cases
each 742215 antenna will be considered as only one antenna with +45° polarization. At the
mobile station arrangements of two vertically or X polarized dipoles will be used.

��×��×��×VV and ��×��×��×X

Figure 5.4 shows the relative ergodic capacity gain for a ��×VV configuration of Table 5.1.
At first glance a very similar capacity dependence on used power scheme and antenna inter-
element spacing to that in Figure 5.1 is seen. In addition, a slight overall capacity decrease with
respect to Figure 5.1 is also observed. On the contrary, Figure 5.5, showing the ��×X setup
of Table 5.1, gives evidence of a small overall capacity increase in spite of showing the same
trends of Figure 5.2. These observations suggest that single (parallel) polarized antennas at the
base station show very similar dependence on antenna placement regardless of orientation (po-
larization), whereas small differences on system performance can be attributed to polarization
mismatch.
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Figure 5.4: Relative ergodic capacity gain for ��×VV configuration with varying sTx and
varying sRx (2×2 setup).
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Figure 5.5: Relative ergodic capacity gain for ��×X configuration with varying sTx and vary-
ing sRx (2×2 setup).

����×����×����×VV and ����×����×����×X

Figure 5.6 shows the relative ergodic capacity gain for the ����×VV and ����×X se-
tups of Table 5.1. Here similar results as with four 742245 vertically polarized antennas are
observed. In this way, higher system capacity is obtained when two vertically polarized dipoles
are used at the mobile station thus confirming that the use of orthogonal polarized antennas at
the mobile station when having parallel polarized antennas at the base station results in informa-
tion loss. For this ���� configuration, as was the case for VVVV, beamforming outperforms
a uniform power distribution. In addition, the previous trend for the ±45° polarized dipoles is
verified, i.e. a capacity maximum is obtained at sRx = 0λ. The highest achievable capacities
are found with sRx = 5λ and sRx = 0λ for the ����×VV and ����×X setups.
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Figure 5.6: Relative ergodic capacity gain vs sRx for four +45° polarized base station antennas
(4×2 setups) with sTx = 0.5λ.

5.2.3 Dual polarized antennas in dual polarization mode

In this section 2×2, 4×2 and 8×2 systems with one, two and four 742215 ±45° polarized
Kathrein antennas at the base station will be discussed. At the mobile station arrangements of
two vertically or X polarized dipoles will be used.

X×VV

In Figure 5.7, the relative ergodic capacity gain for the X×VV setup of Table 5.1 is shown. It
is seen that once more both waterfilling and uniform power distributions exhibit similar trends
as was the case of single polarized antennas at the base station. Furthermore, in this case, the
capacity values exhibited by both power schemes are more similar. In particular it is seen that
in this case relative ergodic capacity gain dependence on sRx is dominant with respect to sTx.
The beamforming capacity curves, on the other hand, exhibit little change due to variations on
the antennas inter-element spacing. From the previous observation it can be concluded that sTx

and sRx do not significantly impact the channel diversity, whereas sRx does seem to improve
the channel richness. sTx on the contrary has almost no effect on the channel multiplexing gain.
In addition, neither sTx nor sRx increases the capacity dependence on antenna inter-element
spacing at the other communicating end (cf. Figure 5.1). The highest achievable capacity for
this configuration is found with sTx = 0λ and sRx = 5λ.

It should be noted that in this case higher capacities with respect to VV and �� configurations
at the base station (equal number of active antennas) are seen for the waterfilling and uniform
power distributions. Beamforming capacity, however, evidences little improvement. The latter
indicates that orthogonal polarization at the base station can contribute to increased capacity if
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Figure 5.7: Relative ergodic capacity gain for X×VV configuration with varying sTx and vary-
ing sRx (2×2 setup).

the channel multiplexing properties are exploited. This also explains the very good performance
of the uniform power scheme, which approximates the waterfilling case (optimum).

X×X

In Figure 5.8 the relative ergodic capacity gain for the X×X setup of Table 5.1 is depicted. In
this case, differences in the capacity performance with respect to power distribution scheme and
antenna inter-element spacing is verified in all cases. Once more, the performance of the wa-
terfilling and uniform power distributions is very similar, thus suggesting the existence of very
strong multiplexing in the channel. This is corroborated by the fact that this setup leads to the
highest capacities of all 2×2 configurations. Furthermore, a dependence on both sTx and sRx

exists in the beamforming case which suggests increased channel diversity at smaller spacings.
The same trend is also recognized for the waterfilling and uniform power distributions. This
suggests that antenna spacing effects on diversity are more noticeable than those due to changes
in the multiplexing properties of the channel. In addition it is seen that at smaller sTx and sRx

changes in antenna spacing at the other communicating end have a greater impact on the capac-
ity of the system (lines bundle at large sTx and sRx). Moreover, it seems that the impact of sTx

on capacity is more dependent on sRx than otherwise. In other words diversity improvements
due to sTx are mostly noticeable at sRx = 0 and less remarkable at all other spacings. The
highest achievable capacity for this configuration is found with sTx = 0λ and sRx = 0λ.

XX×VV

In Figure 5.9 the relative ergodic capacity gain for the XX×VV setup of Table 5.1 is depicted.
Since this is a 4×2 system a considerable capacity increase with respect to the previous 2×2
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Figure 5.8: Relative ergodic capacity gain for X×X configuration with varying sTx and varying
sRx (2×2 setup).

configurations is noted. However, an important capacity increase with respect to the 4×2 sys-
tems of the previous sections is also seen for the waterfilling and uniform power distributions
(see Figures 5.3 and 5.6). In addition, both power schemes achieve different capacity gains, yet
the same dependence to changes on sTx and sRx is noted. Beamforming capacities, however, are
unaffected by variations in antenna spacing at both the base and mobile station and show similar
values to those of previous 4×2 setups. As result it can be stated that the XX configuration at
the base station does not improve the system diversity with respect to VVVV or ���� cases.
Therefore, capacity changes in the waterfilling and uniform power distributions are solely due
to increased multipath richness (since diversity effects seen at hand from the beamforming case
are negligible). Concentrating thus in these two cases shows that both sTx and sRx improve
the channel richness in a similar manner: at larger sTx and sRx capacity improves. Moreover,
neither sTx nor sRx have a dominant effect. In the same manner neither one has an effect on the
other one (no capacity bundling or spread). Finally, comparing Figure 5.9 with Figure 5.7 and
the single polarized setups of the previous sections it seems that when more than one antenna
of a certain polarization type is used both sTx and sRx increase capacity at larger spacings. Fur-
thermore, in the case of sTx its impact on the channel becomes more significant. The highest
achievable capacity for this configuration is found with sTx = 5λ and sRx = 5λ.

XX×X

The relative ergodic capacity gain for the XX×X setup of Table 5.1 is shown in Figure 5.10.
Overall, the capacity levels attained by each power scheme are comparable to those of Figure
5.9. An important difference is that for the beamforming case a slight capacity decrease is
noticed. Because of these observations it can be stated that for this setup, diversity gain is
reduced but multiplexing gain is comparable to that of the XX×VV configuration. Considering
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Figure 5.9: Relative ergodic capacity gain for XX×VV configuration with varying sTx and
varying sRx (4×2 setup).

now the impact of sTx and sRx on the capacity of the different power schemes it is noted that:
smaller sRx slightly improves the beamforming capacity, whereas sTx does the same for the
multiplexing gain. As result impact of sRx on capacity is reduced at larger sTx (cf. Figure
5.2b). In the same manner, impact of sTx on capacity is reduced at smaller sRx (cf. Figure
5.2a). The highest achievable capacity for this configuration is found with sTx = 5λ (only
marginal difference with respect to other configurations) and sRx = 0λ.

XXXX×VV and XXXX×X

Figure 5.11 shows the XXXX×VV and XXXX×X setups of Table 5.1. Given that these are
the only 8×2 setups, higher capacities are obtained. However, in this case impact of sTx on
channel performance can’t be assessed since only one antenna inter-element spacing at the base
station is used. Overall, improvement with respect to the previous setups is noticed mostly by
the waterfilling and beamforming power distributions. The uniform power distribution capaci-
ties evidence no improvement due to this new configuration. Dependence on sRx on the other
hand is the same as that of Figures 5.3 and 5.6 for both receiving configurations. The only
difference with respect to these previous setups is that in this case, impact of sRx on the channel
capacity of the waterfilling and uniform power distributions is more pronounced for the case
of vertical polarized dipoles at the mobile station. The highest achievable capacities are found
with sRx = 5λ and sRx = 0λ for the XXXX×VV and XXXX×X setups, respectively.

5.2.4 Influence of mobile unit rotation on antenna placement

The previous results have been novel in the sense that they extend previous network modeling
efforts to urban scenario with 3D measured patterns. Nonetheless, up to this point, in spite of
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Figure 5.10: Relative ergodic capacity gain for XX×X configuration with varying sTx and vary-
ing sRx (4×2 setup).
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Figure 5.11: Relative ergodic capacity gain vs sRx for four ±45° polarized base station antennas
(4×2 setups) with sTx = 0.5λ.

the results obtained, no additional benefit seems to have been gained from the modal approach
with respect to the known network model. This follows from the fact that in the previous section
three different modes and three different antenna orientations, vertical and ±45°, where used
per base station antenna, which results in approximately the same number of computations
for both network modeling approaches. The key difference is, however, that with the modal
method it is now possible to describe all possible antenna orientations, since all modes needed
to describe an arbitrarily oriented dipole have already been computed, i.e. all γ̌r,nm in (3.13)
are known. Therefore, here the relative capacity gain plotted against rotation angle α for the
vertical and ±45°polarized base station antennas will be shown. In addition the two different
mobile station antenna setups seen in Figure 5.12 will be used: a) two parallel dipoles rotated
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5.3 Setup comparison

with respect to the z-axis and b) two perpendicular dipoles rotated with respect to their starting
position as vertically and horizontally polarized dipoles. Finally, the impact of antenna spacing
in each case will be also investigated. Overall, with the modal approach, simulation time was
reduced to half the simulation time of the traditional network model.

In Figure 5.13a the 742445 vertically polarized Kathrein antenna is studied together with two
parallel dipoles rotated around the z-axis. It is seen that there is a cosine-like dependence on
the angle α resulting in decreased capacity gain for all angles greater than 0°. Nevertheless, no
significant influence of rotation angle on the behavior of sTx and sRx is seen. In Figure 5.13b the
same base station antenna with two perpendicular dipoles is studied. In this case, the capacity
dependence on varying sTx and sRx remains to great extent constant (a smaller dependence on
sRx at α =45°is however noted). Most importantly great robustness toward changes in rotation
angle α is seen.

Figures 5.14a and 5.14b show similar results for the 742215 ±45° polarized Kathrein antenna.
Contrary to the vertically polarized base station, for the case of two parallel dipoles at the
mobile station a slight maximum appears at a rotation angle of 30° for almost all sTx and sRx

configurations. This suggests that the channel propagation effects induce a concentration of
electric fields polarized around 30°. Even though this is a channel specific phenomenon it is not
expected to vary drastically in other urban scenarios. A setup of two perpendicular dipoles, on
the other hand, yields a similar performance as in Figure 5.13b with almost no dependence of
capacity on rotation angle.

5.3 Setup comparison

At this point, in order to have a better overview of how each configuration performs with re-
spect to the others, when compared with regard to sRx and sTx, a comparison of all setups is

(a) (b)

Figure 5.12: Mobile station antenna setups. (a) Two parallel dipoles rotated with respect to
the z-axis and (b) two perpendicular dipoles rotated with respect to their starting
position as vertically and horizontally polarized dipoles.
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Figure 5.13: Relative ergodic capacity gain with varying sTx and varying sRx for configurations
of two vertically polarized base station antennas and two rotated dipoles (2×2
setups).
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Figure 5.14: Relative ergodic capacity gain with varying sTx and varying sRx for configurations
of two vertically polarized base station antennas and two rotated dipoles (2×2
setups).

performed. For this purpose the waterfilling capacity for vertically and perpendicularly polar-
ized dipoles at the mobile station is shown in Figures 5.15a and 5.15b respectively. In this
way the overall diversity and multiplexing effects for each configuration can be assessed. For
compactness sRx is varied, whereas sTx is chosen to be the inter-element spacing at the base
station yielding the highest capacity. It should be noted though that for those configurations
with more than two physical antennas at the base station, i.e. VVVV, ���� and XXXX,
only inter-element spacings of 0.5λ are considered. Setups are ordered based on the MIMO
system dimensions, i.e. number of active transmit and receive antennas as shown in Table 5.1.
The abscissa axis is labeled after the base station antenna type used in each case.
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5.4 Final remarks

In general, from Figure 5.15 it is confirmed that multiple antennas of the same type achieve the
greatest capacities at sTx = 5λ, i.e. in the VV, ��, XX setups (VVVV, ���� and XXXX
setups would probably yield the same results but weren’t simulated). Furthermore, it is noticed
that in configurations of equal dimensions (VV, ��, X) the use of ±45°polarized antennas at
the base station results in higher capacities, especially in the case of two ±45°polarized dipoles
at the mobile station. In addition, it is also observed that for configurations with X polarized
receiving antennas dependence on sRx is small. On the other hand, for vertically polarized
dipoles at the mobile station the capacity performance among single polarized configurations is
very similar.

5.4 Final remarks

In the previous sections the analysis of antenna systems was undertaken and several assess-
ments toward the efficiency of each configuration and the capacity improvement it represented
for the communication channel were made. The goal of this analysis was to understand how
the channel-antennas interaction results in better capacities, in order to improve the design of
antenna systems. In particular two effects were of interest: 1) capacity increase in response
to antenna diversity at different antenna positions and 2) increased multiplexing gain as result
of more decorrelated setups. In the following the most important conclusions of the previous
analysis will be summarized:
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Figure 5.15: Relative ergodic capacity gain for different base station configurations with vary-
ing sRx and optimum sTx.

69



5 Capacity study of the “Karlsruhe" communication channel

• Diversity, seen through the capacity gain of the beamforming power scheme, is in most
configurations insensitive to changes in sRx or sTx. However, ±45°polarized antennas at
the mobile station improved diversity gain at sRx = 0λ.

• Capacity of single polarized antenna systems is directly dependent on antenna inter-
element spacing at both the base station and mobile station. Dependence on sTx is how-
ever larger due to the fact that the incoming signals at the mobile station arrive sufficiently
decorrelated. Because of this, larger antenna inter-element spacings do not further decor-
relate the signals.

• Perpendicular polarized antennas (no repeated polarization) show that polarization di-
versity results in a capacity maximum when the antennas are placed at the exact same
position. In other words, X polarized antennas exhibit their largest diversity gain at 0λ.
From this follows that ±45°polarized antennas capacity is inversely proportional to an-
tenna inter-element spacing.

• Polarization diversity in the form of ±45°polarized antennas at the base station improves
capacity regardless of the receiving configuration.

• Polarization diversity in the form of ±45°polarized antennas at the mobile station can
result in lower capacity values when used together with single polarized setups at the
base station.

• If more than one set of perpendicular polarized antennas is used at the base station, for
example XX, capacity curves resemble those of single polarized antennas, even though
higher capacity values are obtained. This means that repetition of a certain antenna type
(polarization) worsens signal correlation so that larger sTx improves the multiplexing
gain.

From the previous capacity study the complexity behind the analysis of multiple element anten-
nas has been grasped. It is seen that the understanding of such systems is a multi dimensional
problem that requires extensive cross-comparison and experience. Because of this, the choice of
new antenna configurations poses a serious difficulty to system engineers trying to understand
the true nature of the contribution a certain antenna setup might have on the system. In this
chapter an extensive comparison of possible antenna setups has been made that strives to ease
the selection process of future antenna configurations based on the diversity and multiplexing
effects verified here for the previously discussed setups. The fact, however that no clear mea-
sure for each of this contribution other than an experienced analysis of different capacity curves
is still an open problem. Therefore, in the next chapter, a solution to this problematic will be
introduced.
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In the previous chapter the analysis of MEA systems in an urban setting was approached. It was
seen that for such an extensive study important difficulties in the evaluation and understanding
of antenna systems exist that demand both experience and a great deal of cross-comparison.
Therefore, this chapter contribution will focus mainly on improving the evaluation framework
of MEA systems. With this purpose an evaluation metric will be provided that addresses the
following two issues:

• Comparison ease between published works. In the previous section capacity results for
several antenna setups were shown and compared for the urban communication channel.
As benchmarking criteria the relative ergodic capacity of the normalized channel (with
respect to the equivalent isotropic MIMO channel) was chosen. This criteria was justified
by the need to understand the relative improvement of a certain antenna configuration
with respect to the SISO case. At the same time the choice of an equivalent isotropic
MIMO channel for normalizing the channel matrix meant to exclude diversity effects
proper to the channel. By doing so, no universal comparison was given, but rather a very
specific one. As result, the fact that different needs require different norms consists in the
biggest problem faced when trying to compare different works regarding MEA systems.

• Analysis of diversity and multiplexing trade-off. Through the results presented in chap-
ter 5 it was seen that in some cases it is not clear by which mechanisms a certain antenna
configuration may contribute to improve the capacity of a system. Usually being able
to discern between the multiplexing and diversity benefits of two antenna configurations
based on capacity curves alone requires a great deal of experience. This is mostly so, due
to the fact that both effects go simultaneously into the channel matrix, which is then used
to compute the system capacity as shown in section 4.2. In consequence it is very difficult
to quickly and unequivocally identify the mechanism by which a certain configuration or
setup might help improve system performance.

In this chapter an evaluation metric for multiple element antenna systems will be provided
that addresses the two previously discussed issues. More specifically, an implementation of
an eigenvalue based evaluation framework is detailed. The main idea behind this metric is to
introduce a measure of performance independent to changes in normalization scheme and SNR
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6 Improved evaluation metric for multiple element antenna systems

regime, that separates diversity and multiplexing effects. In this way it would be possible to
use the results of previous works where the capacity is evaluated for an arbitrarily normalized
system, e.g. Frobenius normalized, to obtain the capacity of the same system under another
norming scheme, that wasn’t originally considered. Furthermore, it would be also possible to
more easily understand the mechanism (i.e. diversity or multiplexing gain) in which a certain
antenna arrangement impacts the system performance for communicating. In the following
a general description of this metric for arbitrary sized channels will be derived. The metric
presented here is a modified and extended version of the one used in [SSV+08]. Throughout
this chapter the most relevant setups from chapter 5 will be used.

6.1 Eigenmode-based metric for Frobenius-normalized
channels

It has already been shown that there is a considerable amount of information to be processed
when dealing with multipath propagation channels and multiple channel realizations. Out of
this raw data useful information about the system or channel performance can be obtained,
such as information throughput. The problem is that in doing so several assumptions are done,
such as constant transmit power, constant SNR or reference system, which result in different
normalizations. Therefore, once the data has been processed and presented in form of capacity
curves it is difficult to display it in some other way. As result, a cross comparison of published
results becomes a very difficult (if not impossible) task. To overcome this problem an inter-
mediate metric is needed that is both compact and allows reconstruction of capacity and other
performance measures with ease. In this work an eigenvalue analysis is used to address these
issues.

Several works have previously suggested the use in some way of the eigenvalues to analyze the
informational theoretical limits of MIMO systems. Furthermore, exact solutions for capacity
based on moment generating functions (MGF) of the distribution of the mutual information
[SW08, SMM06, KA06, WG04] have been proposed. However, in spite of the fact that both
ergodic and outage capacities can be obtained through direct differentiation and integration,
these MGF are involved, non-intuitive for system developers and based on assumptions about
the statistics of the channel matrix. Furthermore, no straightforward information regarding
the diversity and multiplexing characteristics of the system is given. Therefore, even though
a wide knowledge of the eigenvalues statistical properties, summarized in [OPF09], is readily
available, a general framework for a channel independent and accurate description of mutual
information for both simulations and measurements is still missing.
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On the search for a better evaluation framework for the capacity performance, in this section
a set of evaluation criteria is introduced based on the concept of eigenvalue dispersion to be
derived in the following. Furthermore, since the approach proposed is valid for communication
channels or communication systems as a whole, mention to the communication system will be
made instead of to the communication channel. In addition, for brevity, only the uniform power
distribution will be considered.

Derivation of an eigenmode-based metric will begin by first considering the instantaneous ca-
pacity of a Frobenius normalized system with uniform power distribution (4.17) expressed as

C(H, ρ) = log2

∣∣∣∣IN +
ρ

M

(
W

1/MN

)∣∣∣∣ , (6.1)

with W = HHH/ ∥ H ∥2F . This can now be rewritten to

C(H, ρ) = log2 |IM + ρN (W)|

= log2

[
K∏
k=1

(1 + ζλk)

]
,

(6.2)

where ζ = ρN , K = min(M,N) and where the matrix W determinant has been expressed in
form of its characteristic polynomial, i.e. its eigenvalues λk.

6.1.1 Rank-2 systems

Evaluating (6.2) for a rank-2 system, i.e. a system with two antennas at either the receiver or
transmitter so that K = 2, gives

C(H, ρ) = log2 [(1 + ζλ1)(1 + ζλ2)]

= log2
[
(1 + ζ(λ1 + λ2) + ζ2λ1λ2

]
,

(6.3)

which can be rewritten as function of the eigenvalues sum and product to

C(H, ρ) = log2

[
(1 + ζ

(
2∑

k=1

λk

)
+ ζ2

(
2∏

k=1

λk

)]
. (6.4)

Observing that in this last equation the sum term is related to the arithmetic mean of the eigen-
values of the matrix W, whereas the product term is related to the geometric gain, a geometrical
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6 Improved evaluation metric for multiple element antenna systems

measure relating both results could exist. A literature survey pointed to the eigenvalue disper-
sion criterion defined in [SSV+08] and originally proposed in [SSESV04]

ξ =

(∏K
k=1 λk

) 1
K

1
K

∑K
k=1 λk

. (6.5)

In [SSESV04] and [SSESV06b] this sphericity measure of multivariate statistic [And03] was
proposed for finding a lower bound for the ergodic capacity in the high SNR regime. In these
works it was also shown that the ratio of the geometric and arithmetic means ξ constitutes a
scale-invariant measure of the system dispersion. Due to this fact it was proposed as evaluation
metric in [SSV+08] and will be fundamental in providing an intuitive evaluation metric, in con-
trast to very similar diversity measures already proposed in the past, such as that of [IN03].

Having found a measure for the relationship of the geometric and arithmetic means this new
measure is now incorporated within the capacity expression by first solving (6.5) for the product
of the eigenvalues with K=2

2∏
k=1

λk =

(
ξ
∑2

k=1 λk
2

)2

(6.6)

and then using the result in (6.4) yields

C(H, ζ(ρ)) = log2

(1 + ζ

(
2∑

k=1

λk

)
+ ζ2

(
ξ
∑2

k=1 λk
2

)2


= log2

[
(1 + ζ +

(
ζ ξ

2

)2
]
,

(6.7)

where for the Frobenius normalized system
∑K

k=1 λk = 1. It should be noted that the system
dimension, i.e. the total number of receiving and transmitting antennas MN , 4 in this case, is
already accounted for in (6.1).

(6.7) is of great importance since the capacity of rank-2 systems is now expressed in a separable
form as a function of SNR and of the multipath richness expressed through the eigenvalue dis-
persion. This means that it is now possible to compare different Frobenius normalized MIMO
systems based only on SNR regime and its eigenvalue dispersion. This is a great advantage
towards other metrics like effective degrees of freedom [SFGK00], which is SNR dependent, or
condition number [ESBP02], dependent only on the largest or smallest eigenvalue (which for
the case of a rank-2 system may suffice, but lacks information for higher ranked systems).
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6.1.2 Rank-K systems

A more general expression of (6.4) for rank-K systems based on (6.5) can be expressed as

C ≥ log2

[
(1 + ζ

(
K∑
k=1

λk

)
+ ζK

(
K∏
k=1

λk

)]
. (6.8)

Expression (6.8) becomes an equality for the case of K=2. For higher ranked systems, though,
it fails to reproduce the true system capacity. This leaves the need for a metric as insightful
as (6.5) but with much higher fidelity. Therefore, in order to understand how can the eigen-
value dispersion metric adapt to higher ranked systems, a rank-3 system is now investigated.
Obtaining a similar expression to (6.3) for rank-3 systems results in

C(H, ρ) = log2 [(1 + ζλ1)(1 + ζλ2)(1 + ζλ3)]

= log2 [1 + ζ(λ1 + λ2 + λ3)+

ζ2(λ1λ2 + λ1λ3 + λ2λ3) + ζ3(λ1λ2λ3)
]

= log2
[
1 + ζ(tr1(W)) + ζ2(tr2(W)) + ζ3(tr3(W))

]
,

(6.9)

where in the last step of (6.9) the definition of elementary symmetric functions of W given in
[Mat97] is used. Here, the k-th elementary symmetric function is given by

trk(W) =
∑

i1<i2<···<ik

λi1 · · ·λik (6.10)

and the sum is over all

(
K

k

)
combinations of k indices with i1 < · · · < ik.

The use of elementary symmetric functions within the context of mutual information is not
novel. In [MSV04] elementary symmetric functions were used in obtaining a tight upper bound
on the average mutual information, i.e. ergodic capacity. Furthermore, [MSV04] also explains
its relation to complex zonal polynomials which were also used in [SMV04] to obtain an upper
bound on ergodic capacity. Here, it is departed from the common approach of defining capacity
bounds valid under certain assumptions to explore the physical significance of restructuring the
instantaneous mutual information expression in terms which can be easily understood. The goal
is then to use these terms as a general metric regardless of SNR regime, norm and evaluation
sense (ergodic or outage). With this in mind, the instantaneous capacity for the general case of
rank-K systems can be rewritten as follows

C(H, ρ) = log2

[
1 +

K∑
k=1

ζktrk(W)

]
. (6.11)
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This equation, also valid for the case of rank-2 systems, can now be compared with the one
found previously in (6.7) based on the eigenvalue dispersion ξ. An attempt to rewrite (6.7) in a
similar form of (6.11) as a sum of terms, fails because of the absence of ξ in the second term of
the logarithm. However, it is seen that if it were possible to do such an analogy the elementary
symmetric functions could be rewritten in terms of physical meaningful system quantities. In
the search of an equivalent expression of (6.11), related in some form to ξ, (6.9) is approximated
by considering only the most meaningful eigenvalues in each elementary symmetric function,
leading to

C(H, ρ) ≈ log2
[
1 + ζ(λ1) + ζ2(λ1λ2) + ζ3(λ1λ2λ3)

]
. (6.12)

It is seen that each k-term corresponds to the k-th elementary symmetric function of a rank-k
system, with k ≤ K, i.e.

C(H, ρ) ≈ log2 [1 + ζ(tr1(W1))+

ζ2(tr2(W2)) + ζ3(tr3(W3))
]
,

(6.13)

where Wk represents the k-th ranked submatrix from the rank-K matrix W with

tr1(W1) = λ1, (6.14)

tr2(W2) = λ1λ2, (6.15)

tr3(W3) = λ1λ2λ3, (6.16)

i.e.

trK(WK) =
K∏
k=1

λk. (6.17)

In addition, from (6.7) it is known that for rank-2 systems the 2-nd elementary symmetric func-
tion can be related directly to ξ. Therefore, a revision of the eigenvalue dispersion definition to
consider sub-ranked systems might give insight into a more intuitive characterization of com-
munication systems. It follows that the new eigenvalue dispersion ϕK of the K-th sub-ranked
system can be written as

ϕK =

(∏K
k=1 λk

) 1
K

1
K
∑K

k=1 λk
=

(trK (WK))
1
K

1
K
∑K

k=1 λk
K = 1, · · · , K, (6.18)

where the following very attractive properties of the original eigenvalue dispersion [SSESV06a,
SSESV06b] are maintained:

• Its logarithm can be interpreted as the information loss owing to the sub-ranked eigen-
value dispersion.
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• Its value lies between 0 ≤ ϕK ≤ 1, where 1 is the case when the channel is decorrelated
the most and 0 is the case where there is only one eigenvalue.

• It is scale-invariant measure with respect to system (channel) norm and SNR, thus depict-
ing the multipath richness of the channel.

• It can be readily applied to any known (published) system (channel), without restrictions
towards its statistical properties, i.e. correlated or non-correlated, Rayleigh or Rician, etc.

Given that
∑K

k=1 λk ≈ 1 is valid in underspread channels (channels with poor to moderate
multipath richness), it is possible to reshape (6.18) into

K∏
k=1

λk =

(
ϕK

K

)K

, K = 1, · · · , K. (6.19)

In this way an eigenvalue-based expression for each k-th elementary symmetric function of
the k-th ranked submatrix Wk is found, where the K-th eigenvalue dispersion is identical to
the eigenvalue dispersion ξ defined in (6.5). For very rich channels some error will be made.
However, since the urban communication channel is also underspread the error done by this
approximation can be assumed to be small and will not be further discussed. Introducing (6.19)
in (6.13) the instantaneous system capacity can now be rewritten to

C(H, ρ) ≈ log2

[
1 +

K∑
K=1

ζK
(
ϕK

K

)K
]

= log2

[
1 +

K∑
K=1

(ρN)K
(
ϕK

K

)K
]
.

(6.20)

(6.20) is a very compact and powerful expression that reshapes the capacity as a function of a
set of scale-invariant measures: the family of ϕK resulting from all sub-ranked systems. This
means that the behavior of the Frobenius normalized communication system has been decom-
posed into: its eigenvalue dispersion, its SNR operating point and the number of antennas used.
Furthermore, it is seen from the special case of rank two systems, for which an exact expression
of instantaneous mutual information is given in (6.7), that only one eigenvalue dispersion is
relevant. Extended to higher K-th ranked systems, this means that there are K − 1 meaningful
indicators of the system capacity performance. It will be shown though, that for 4×4 systems
the first two eigenvalue dispersions suffice (or even just ϕK=3).
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6.2 Eigenmode-based metric for arbitrarily normalized
systems

Up to this point only Frobenius normalized systems have been discussed. However, in general,
different system normalizations might be of interest as previously discussed. In [SSV+08]Gsys,
a measure of instantaneous transferred signal power (TSP), was defined for systems normalized
with respect to a reference system HREF, with which they were able to express the instantaneous
mutual information of the arbitrarily normalized system as a function of the normalized matrix
W

C(H, ρ) = log2 |IM + ρNGsysW| , (6.21)

where Gsys gives the relationship between the studied channel and a reference one

Gsys =
∥ H ∥2F

∥ HREF ∥2F
. (6.22)

This recast of the instantaneous channel information, similarly used in [SSV07, SSKV05], ex-
presses the system capacity in a very intuitive manner since the distribution of the Gsys term
results from the power contributions of the complete communication system. In consequence
Gsys becomes at the same time a measure of diversity, which contrary to similar measures as the
one shown in [IN03, Özc04] has a physical interpretation for the computation of capacity. Mul-
tipath richness of the system under study, on the other hand, is given solely by the eigenvalue
dispersions ϕK. Furthermore, since ϕK are scale-invariant, then the previously derived metric
remains valid for the general case. Therefore, combining the results obtained in the previous
sections with this reshaped instantaneous capacity yields

C(H, ρ) = log2

[
K∏
k=1

(1 +Gsysζλk)

]

≈ log2

[
1 +

K∑
K=1

(
Gsys · ρN ·

(
ϕK

K

))K
]
,

(6.23)

where the λk eigenvalues in the first part of (6.23) constitute the eigenvalues of the Frobenius
normalized system. This thus justifies the assumption

∑K
k=1 λk ≈ 1 implicitly made in (6.23).

In addition, for medium to high SNR-regimes (6.23) can be further simplified into:

C(H, ρ) ≈ log2

[
K∑

K=1

(
Gsys · ρN ·

(
ϕK

K

))K
]
. (6.24)
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Both expressions are now general in the sense that they separate the effects of normalization,
SNR regime and multipath richness in the terms Gsys, ρN and ϕK. Moreover, the diver-
sity and multiplexing effects of the system are now isolated in different terms. ϕK expresses
the multiplexing or degrees of freedom gain, whereas Gsys expresses the diversity gain along
with the propagation channel gain. In comparison, other measures such as signal correlation
[Lee82, KCVW03] provide less insight. In consequence, with this metric easy evaluation and
straightforward characterization of MIMO systems results.

For ease of notation the following variable

ΦK =
ϕK

K
(6.25)

will be used in some cases instead of ϕK. In the upcoming section it will be shown how these
criteria are sufficient to thoroughly describe MIMO systems.

6.3 Capacity analysis with eigenmode-based metric

To prove the usefulness of the eigenvalue dispersion and the TSP in the evaluation of MIMO
systems the capacity of a path-based macro-cellular channel will be studied for 2×2 and 4×4
MIMO systems. In the case of 2×2 systems only the most relevant results from chapter 5 will
be used.

6.3.1 Rank-2 systems

In (6.7) an expression for the system capacity was given for systems with two antennas either
on transmit, on receive or both. Later on, in (6.20), an approximation for the capacity of Frobe-
nius normalized systems regardless of system rank was proposed. Both expressions showed
that capacity could be expressed as the product of independent terms. In this section it will be
demonstrated how these terms can be used to describe the system in a more general sense out
of which different capacity analysis can be performed. Furthermore, it will be exemplified how
the newly defined metric allows for better comparison of real communication systems for dif-
ferent antenna configurations. With this purpose, the communication channels resulting from
the VV×VV, VV×X, X×VV and the X×X configurations of Table 5.1 will be analyzed in light
of the achievable system capacity in both the ergodic and outage sense.

Proof that (6.20) is very accurate for rank-2 systems results from the fact that ϕ1 is equal to
one (see (6.18)). Hence, the same capacity is obtained with both (6.1) and (6.20), namely the
capacity of the Frobenius normalized system. Moreover, the same occurs for the arbitrarily
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6 Improved evaluation metric for multiple element antenna systems

normalized channel, given by (6.23). This fact is of great interest because it means that the
proposed metric is exact for 2×2 systems, the most common ones in the literature and the
most likely to be implemented in the near future because of cost issues. Therefore, the com-
munication system can be analyzed in a very exact manner as a function of SNR regime ρN ,
multipath richness ϕK and TSP Gsys. Here, as was also the case in chapter 5, in computing Gsys

an isotropic system of antennas radiating equal power in all directions is used. However, since
the choice of reference channel is arbitrary, different types of comparisons are possible (e.g. the
normalizations found in [SSV07]).

The goal at this point is to analyze the most relevant antenna setups mentioned in the previous
section in light of the metric proposed. The first metric of interest is ρN . However, since the
SNR regime of interest is a system independent criterion, it doesn’t play any role in the evalua-
tion of different antenna types and will not be discussed at this point.

The second metric of interest is the family of eigenvalue dispersions ϕK. For rank-2 systems
this reduces to the study of only ϕ2, since ϕ1 = 1. In Figure 6.1 the second order eigen-
value dispersion ϕ2 for the VV×VV, X×VV and X×X setups is shown alongside with the one
of an independent identically distributed (iid) channel [PNG03]. The eigenvalue dispersion of
the VV×X setup is omitted for brevity, since it yields almost identical results to the VV×X one.

From Figure 6.1 it is seen that ϕ2 is greatly dependent on antenna type, and on the antenna
inter-element spacing sTx and sRx at the transmitter and at the receiver. A brief comparison
of these two setups shows that the use of ±45°polarized antennas greatly benefits the system
performance, being the performance of the X×X setup the most similar of all 2×2 setups to
the iid case. The VV×VV setup, on the other hand, is the most dissimilar regardless of antenna
inter-element spacing. In addition to this, depending on the antenna type used, different impact
of sTx and sRx on the system is seen.

In the case of the VV×VV setup a clear dependence on sTx is observed, where sTx = 5λ

resulted in the most proximate curves to the iid channel (multipath rich environment). sRx, on
the other hand, also showed improved multipath richness at bigger inter-element spacings, even
though only marginally when compared to sTx. For the X×VV setup a significant multiplexing
gain with respect to the VV×VV one was seen, but the same trends regarding sTx and sRx

were verified. However, it was noted that in this case, changes in sRx have a larger influence
on the eigenvalue dispersion than changes in sTx. Finally, in Figure 6.1c it is shown how the
inter-element spacing effect on eigenvalue dispersion is marginal for the X×X setup. In this
case as well larger sTx leads to more decorrelated signals, i.e. better multiplexing behavior.
Yet, at smaller sRx the multiplexing gain is improved. To summarize Figure 6.1 depicts the
multiplexing behavior of the channel and adds to the conclusions drawn in the previous chapter:
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Figure 6.1: CDF of second eigenvalue dispersion ϕ2 for the “Karlsruhe" communication chan-
nel with different 2×2 setups.

• Orthogonal polarized setups at the base station are capable of better exploiting the avail-
able spatial degrees of freedom of the channel.

• Larger antenna spacings at the base station always improve the multiplexing gain of 2×2
systems.

• Larger antenna spacings at the mobile station help decorrelate the received signals in all
but one configuration: the X×X setup.

• The most iid-like performance is achieved with the X×X setup.
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The remaining metric to be evaluated is TSP, which as was the case of eigenvalue dispersion is
also dependent on the antenna setup used. However, in this case the setup impact on diversity
rather than multiplexing is seen. Moreover, since an isotropic equivalent channel is used as
reference, only the diversity effects due to different antenna types are noticed (not those of
the propagation channel). In Figure 6.2 a comparison of Gsys for all 2×2 studied antenna
configurations is shown based on their cumulative distribution function (CDF). Here, for clarity,
only the cases of sTx = 0.5λ and sRx = 5λ are shown. In Figure 6.2, on the other hand, all
curves are plotted together. It is seen that Gsys does not change greatly based on the antenna
type used. Comparison with [SSV+08] also shows lesser dependence of Gsys on antenna type.
This can be due to the scenario considered and the sliding norm (normalization in time) used in
[SSV+08]. It is seen that among all 4 configurations a maximum of 1 dB variation is observed
for changes at the receiver. More specifically, two vertically polarized dipoles exhibit greater
TSP (diversity gain) than X polarized dipoles, regardless of base station antenna. However,
X polarized dipoles increase the effect of different antenna spacings on TSP. In particular it is
verified that smaller sTx increases TSP in those setups with X polarized dipoles. Altogether,
regarding the diversity behavior of all 2×2 setups these observations indicate that:

• The use of different antenna types at the base station, where multipath effects are less no-
ticeable, result in little change in TSP. At the mobile station, however, vertically polarized
dipoles outperform X polarized dipoles in terms of diversity.

• With vertically polarized antennas at the mobile station changes in sTx do not have an
impact on diversity.

• In setups with X polarized antennas at the mobile station changes in antenna spacing can
impact the system diversity. More specifically, smaller sTx achieve greater diversity gain.

Now that the newly defined metric has been discussed for all 2×2 setups the way different ca-
pacity curves can be obtained from it will be demonstrated. Here, (6.20) and (6.23) are used to
obtain the capacity of the Frobenius normalized channel and the reference normalized channel
(isotropic equivalent channel, see chapter 5). All capacity curves for the four 2×2 configura-
tions previously discussed are shown in Figure 6.4. In addition the capacity of the iid channel
is also given.

From Figure 6.4 it is seen that the capacity curves of the Frobenius normalized channel have
the same dependence on sTx and sRx as the eigenvalue dispersions. This is a reasonable result
since in the instantaneous capacity of (6.20) SNR is only an additive and multiplicative term to
ϕ. This means that in Frobenius normalized channels only the antennas multiplexing contribu-
tion is reproduced. In the capacity of reference normalized channels, however, both diversity
and multiplexing effects are present. Yet it is not straightforward how each effect impacts the
overall performance. This was the case of all results presented in chapter 5. Therefore the adop-
tion of this metric allows to easily interpret the nature of the spatial benefit a certain antenna
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Figure 6.2: CDF of TSP for different 2×2 MIMO setups with sTx = 0.5λ and sRx = 5λ.
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Figure 6.3: CDF of TSP for different 2×2 MIMO setups with varying sTx and sRx.

configuration brings to the system performance. Since the curves of the reference normalized
channel are identical to those presented in chapter 5 a discussion at this point on the antenna
spacing effect on ergodic capacity will be omitted.

Regarding the capacity curves of the reference normalized channels in Figure 6.4 it is noticed
that, due to the Gaussian nature of Gsys (see Figure 6.2), eigenvalue dispersion impact on ca-
pacity at small to medium outage probabilities (≤ 50%), even though considerably reduced
with respect to mean values, is augmented with respect to the Frobenius normalized channel.
This, therefore, explains why low outage capacities have less dispersion for Frobenius normal-
ized channels. The latter has thus lead to the conclusion that Frobenius normalized channels
not only compensate for fading but also for the antennas and therefore are not a good basis of
comparison for antenna systems in general [WSW04]. Here it is corroborated that this is not
necessarily the case, since the use of the Frobenius norm while compensating for Gsys does not
mitigate the antenna induced eigenvalue dispersion. What happens is that non-Frobenius nor-
malized channels, exhibiting Gaussian distributions, augment ϕ. It follows that antenna effects
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Figure 6.4: Cumulative distribution function of capacity for different 2×2 setups.
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Figure 6.5: Ergodic and outage capacity vs SNR for VV×VV and X×X setups.

in general are less noticeable at low outage capacities while maintaining the same tendencies
of capacities in the ergodic sense. In the same manner, at lower SNR (power) regimes multi-
path richness becomes less noticeable. This is of great importance for system developers, since
based on the SNR regime of operation of any given application, significant efforts on antenna
design might not be worthwhile.

In order to better understand this metric influence on the study of capacity, a study of capacity
vs. SNR in the ergodic and outage sense [TV05] is given in Figure 6.5 for the VV×VV and
X×X setups. For the VV×VV configuration sRx = 0.5λ and varying sTx are used. For the
X×X case, on the other hand, sTx = 0λ and varying sRx are considered. Selection of this
working points, i.e. sRx and sTx was arbitrary and was done in the interest of clarity, since all
other spacings result in almost identical curves with small deviations. Here, the capacities of
both the Frobenius normalized and reference normalized channel are once more given along
with the Frobenius normalized capacity of the iid channel. Moreover, all curves are evaluated
for mean capacity and outage level of 10%.
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6 Improved evaluation metric for multiple element antenna systems

By looking first at the ergodic capacity curves a visual insight into the functioning of the pro-
posed metric is gained. It is noticed that the deviation between the capacity of the iid channel
and the Frobenius normalized one represents the mutual information loss due to the non-ideal
richness of that particular setup. Moreover, this deviation becomes less significant at the low
SNR regimes. In the same manner, looking at the reference normalized curve it is seen that the
capacity increase due to the mean TSP is more noticeable at all SNR values than the eigenvalue
dispersion (see Figure 6.5b). This corroborates the known fact that diversity gain is more sig-
nificant at low-SNR regimes, whereas multiplexing gain is important for high SNR regimes.

For the outage capacities a similar behavior is verified. One significant difference, however, is
that the impact of the total spatial gain decreases for both setups. As result, capacity deviation
among these two channels becomes less significant in the same manner. In addition it is seen
that the X×X setup succeeds in reproducing the capacities of scatterer rich environments for all
SNR regimes. In general it is demonstrated, that the multiplexing and diversity effects of the
channel can be predicted from the previous metric for all SNR-regimes.

The previous results show that an analysis of the eigenvalue dispersion and TSP suffices to un-
derstand the impact of a certain antenna configuration on the system. Furthermore it is shown
that this can be done regardless of antenna spacing and antenna polarization. In addition, out of
these measures any capacity evaluation of any arbitrarily normalized channel can be performed.
Here, this was demonstrated for the equivalent isotropic channel of chapter 5. To further prove
the usefulness of this metric in higher ranked systems now 3×3 and 4×4 systems will be inves-
tigated.

6.3.2 Rank-K systems

When dealing with higher ranked systems the first thing to validate in the proposed metric is
its accuracy. As was previously discussed, (6.23) is only an approximation of the true instanta-
neous capacity of a system. Therefore, investigating the accuracy of the eigenvalue dispersion
metric is of great importance. In order to do this 3×3 and 4×4 ideal channel based systems will
be investigated. Such systems represent a good criteria for comparison because of their greater
channel richness. Afterwards the proposed metric will be validated for real channels, as done
in the previous section, for 4×4 systems.

Figures 6.6 and 6.7 show the comparison between the exact

ϕK,exact =
(trK (W))

1
K

1
K
∑K

k=1 λk
K = 1, · · · , K (6.26)
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6.3 Capacity analysis with eigenmode-based metric

and approximated (6.18) family of eigenvalue dispersions for 3×3 and 4×4 iid channels. Here,
the CDF and probability density functions (PDF) of the eigenvalue dispersions are compared.
The results confirm that with higher ranked channels the lower order eigenvalue dispersions
become less accurate. Eigenvalue dispersions of the highest order possible per System, i.e. ϕ3

for 3×3 systems and ϕ4 for 4×4 systems, are, however, exact. This is of special importance
because of the implicit exponent dependence of each eigenvalue dispersion, which yields higher
ordered ϕ more important.

In addition, Figures 6.6 and 6.7 also give insight regarding the statistical properties of the fam-
ily of eigenvalue dispersions. It is thus seen that all eigenvalue dispersion functions ϕK exhibit
Gaussian-like distributions, whereas the family of eigenvalue dispersions given by (6.18) rep-
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Figure 6.6: (a) Probability density function and (b) cumulative distribution function of the
eigenvalue dispersions for a 3×3 MIMO iid channel.
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Figure 6.7: (a) Probability density function and (b) cumulative distribution function of the
eigenvalue dispersions for a 4×4 MIMO iid channel.

resent truncated versions of the original ones. How exactly this affects the capacity evaluation
of the system will be now discussed.

In order to prove the efficiency of the proposed eigenvalue-based metric focus is now given
to 4×4 systems of a macro-cellular scenario with two antenna setups: 1) VVVV×VVVV and
2) XX×XX (same nomenclature and antennas as in chapter 5). Once more, as was done for the
2×2 systems considered in the previous section, antenna inter-element spacing is varied at both
the receiver and transmitter. In this case sTx and sRx are varied between 0.5λ and 2λ. Results
for Gsys are omitted for brevity, but similar curves as those of Figures 6.2 and 6.3 are observed.

Figure 6.8 shows for the VVVV×VVVV setup the cumulative distribution functions for all
eigenvalue dispersions ϕK together with the capacity curves of the Frobenius normalized chan-
nel and the reference normalized one. In this way it is intended to understand the impact that the
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Figure 6.8: Cumulative distribution function of (a-c) the eigenvalue dispersions and (d) the ca-
pacity of a VVVV×VVVV setup.

different eigenvalue dispersions have on overall multiplexing gain. In addition the iid channel
is also shown as reference. It is seen that each eigenvalue dispersion is a measure of the rich-
ness achieved with the studied setup, whereas the Frobenius normalized channel summarizes
all eigenvalue dispersion contributions. Due to this behavior it seems that by determining which
eigenvalue dispersion has the largest impact on capacity this eigenvalue dispersion can be used
to predict the capacity or arbitrary normalized systems with the additional knowledge of TSP.

In the case of Figure 6.8 it is seen that both ϕ2 and ϕ3 resemble the behavior of the Frobenius
normalized channel. However, it can’t be determined which eigenvalue has a greater influence
on the overall diversity performance. In general it can be said that, as was the case with the
VV×VV setup, the eigenvalue dispersions exhibit significant multiplexing degradation with
respect to the iid channel. Regarding the reference normalized channel, on the other hand, it is
noticed that the same trends as for the Frobenius normalized channel take place. This means
that for both channel normalizations larger sTx and sRx yields the largest capacities. In this
way it can be stated that both diversity and multiplexing gains respond in the same manner to
changes in the antennas inter-element spacings.

89



6 Improved evaluation metric for multiple element antenna systems

0 0.5 1
0

20

40

60

80

100

φ

C
D

F
 i
n

 %

iid

(a) ϕ2

0 0.5 1
0

20

40

60

80

100

φ

C
D

F
 i
n

 %

iid

(b) ϕ3

0 0.5 1
0

20

40

60

80

100

φ

C
D

F
 i
n

 %

iid

(c) ϕ4

C
D

F
 i
n

 %

C in bits/s/Hz

5 10 15 20 25 30
0

20

40

60

80

100

(d)

5 λ

2 λ

1 λ

0.5 λ

0 λ

s
Tx

Frob norm iid

Frob norm

Ref norm

5 λ

2 λ

1 λ

0.5 λ

0 λ

s
Rx

Figure 6.9: Cumulative distribution function of (a-c) the eigenvalue dispersions and (d) the ca-
pacity of a XX×XX setup.

In Figure 6.9 now the eigenvalue dispersions and capacity curves of the XX×XX setup are
shown. Overall, contrary to Figure 6.8 all eigenvalue dispersions approximate better the eigen-
value dispersion of the iid channel. However, an important degradation in system richness is
noted when compared to the almost ideal behavior of the X×X setup. Furthermore, in this case
it is seen more clearly that ϕ3 resembles best the overall multiplexing behavior.

In addition for this setup the same trends regarding antenna inter-element spacing as those in
Figure 6.8 are verified. This means that at larger sTx and sRx better capacity values are ob-
tained. In particular, this confirms the conclusion drawn in chapter 5, where it was stated that:
by using multiple antennas of the same type (in this case same polarization) the behavior of
single polarized systems was reproduced.

From Figures 6.8 and 6.9 it is seen that ϕ3 resembles best, the overall multiplexing behavior
of the system. However, the dependence on sTx and sRx of each eigenvalue dispersion remains
the same for all, even though each eigenvalue dispersion exhibits different statistical properties.
This dependence on sTx and sRx is also seen for the arbitrary normalized channel. This means
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that, with respect to an equivalent isotropic channel, system diversity does not change the de-
pendence on antenna inter-element spacing for none of the previous configurations. As result,
the eigenvalue dispersion determines to great extent how the system will perform. Moreover,
since in 4×4 systems a repetition of the same polarization type occurs, the channel multiplex-
ing behavior will most likely be improved with larger sTx and sRx, regardless of polarization or
antenna type.

6.4 Final remarks

In this chapter a new evaluation metric was introduced for communication channels and sys-
tems in general. The goal of the proposed metric was to ease comparison of simulations and
measurements. To attain this goal an intermediate metric between the raw data in form of
channel matrices and the final performance measures such as capacity was introduced. This
preprocessed measure is defined as the eigenvalue dispersion and what sets it apart from other
similar evaluation metrics is its compactness in describing the system. Furthermore, it has been
shown that with this metric not only a very accurate description of the system is made, but a
simple depiction of the system capacity with any given norm is achieved (only two figures of
merit). As result an evaluation framework understandable for antenna designers and manufac-
tures, presented with the difficult task of sorting out optimum antenna configurations, has been
laid out.

Deriving from the previous results, additional work should focus on exploring the information
given in the different eigenvalue dispersions of rank-K systems in order to better understand
their role in the overall system capacity. Its validity and effectiveness though has been proven
here. Moreover, not only the impact of this metric in systems with no channel state information
at the transmitter should be considered, but also waterfilling and beamforming power allocation
schemes should be analyzed.
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7 Communicational limits of linear multiple
element antennas

In the previous chapters the modeling and evaluation of MEA systems was discussed. It was
shown how diversity and multiplexing effects contribute to improve the system performance
from an information point of view. Furthermore, certain trends regarding antenna type, orien-
tation and polarization were verified with the aid of simulation results and a novel evaluation
framework. However, no antenna setup was proven to provide the maximum attainable capacity
and no investigation on the communicational limits of the system was performed. Therefore,
the goal of this chapter is to find the communicational limits of linear arrays in general and
within the “Karlsruhe" communication channel. Later, in chapter 9 antenna setups capable of
achieving those limits will be investigated based on a novel synthesis method.

To determine the spatial degrees of freedom of linear arrays in the “Karlsruhe" communication
channel, a progressive approach will be taken. First a methodology for investigating the max-
imum number of spatial degrees of freedom available in free space will be discussed. Then
the proposed approach will be extended to the case of multipath scenarios. And finally, with
this backgorund, the attainable capacity limits under different SNR regimes for the non-ideal
“Karlsruhe" communication channel will be investigated.

7.1 Spatial degrees of freedom in free space

The spatial degrees of freedom of a channel can be recognized by the number of parallel inde-
pendent data streams that can be used in a certain scenario. In the context of information theory
this is usually defined as the number of degrees of freedom (NDF). In free space NDF will de-
pend on the geometry of the problem, i.e. how many spatial distinct communication links can
be established. In the following, the case of linear arrays will be shown based on the approach
taken in [TV05]. The case of two arrays placed at very large distances will be considered first.
Based on the observations made for this case, the conditions for achieving multiplexing gain in
free space will be derived.

For two linear vertically oriented arrays of single-polarized omni-directional antennas placed
at a distance d0 (see Figure 7.1) with transmitting and receiving inter-element spacings sTx and
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(a)

Figure 7.1: Multipath model for angular resolvability.

sRx (normalized with respect to wavelength λ0), the channel coefficients given by (2.49) can be
written as

Hnm =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)
e−jβdnm

d0
. (7.1)

Considering that for sTx ≪ d0 and sRx ≪ d0, dnm in (7.1) is equal to

dnm = d0 + (m− 1)sTxλ0 cosϑm + (n− 1)sRxλ0 cosϑn. (7.2)

With (7.2) the resulting channel matrix H of channel coefficients Hnm can now be rewritten as

H =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)
e−jβd0

d0
e⃗ ∗
Tx(ϑTx)e⃗Rx(ϑRx), (7.3)

where e⃗Tx(ϑm) and e⃗Rx(ϑn) are given by

e⃗Tx(ϑTx) =



1

exp(−j2πsTx cos(ϑTx))

exp(−j2π2sTx cos(ϑTx))
...

exp(−j2π(M − 1)sTx cos(ϑTx))


, (7.4)
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and

e⃗Rx(ϑRx) =



1

exp(−j2πsRx cos(ϑRx))

exp(−j2π2sRx cos(ϑRx))
...

exp(−j2π(N − 1)sRx cos(ϑRx))


. (7.5)

In this way the channel matrix is now expressed in term of the transmitting and receiving array
steering vectors e⃗Tx(ϑm) and e⃗Rx(ϑn), which correspond to the looking directions of the trans-
mitting and receiving arrays of size M and N respectively. Furthermore, since in this case only
one ϑm and one ϑn are used, it follows that there is only one communication path and that the
transmitted signals are all projected onto a single dimensional space. As result a channel matrix
H is obtained with approximately equal coefficients, which translates into a communication
system with no degrees of freedom gain, but only diversity gain due to array beamforming.
This behavior is expected for scenarios with strong line of sight (LoS) component in general.

In (7.3) it was assumed that all antennas see an outgoing or impinging plane wave, which is true
if the distance d0 between transmitting and receiving array is infinite. In reality, propagating
waves are spherical and all antenna do see a slightly different outgoing or incoming angle, even
in the case of sTx ≪ d0 and sRx ≪ d0. However, these small angular variations are not big
enough to generate distinct spatial signatures. This means that rich channel matrices require, in
addition, comparable energy distribution among all subchannels (eigenvalues). Otherwise, the
channel matrix is said to be ill-conditioned [GL96] and not all commuication paths are resolved.
From this, two questions now arise: 1) how different should the angles be in order to achieve
resolvable parallel data streams? and 2) based on the sufficient resolvability of all data streams,
how many parallel links can be implemented? (what is the NDF of the system?).

The easiest way to answer these questions is to consider the case of two transmitting antennas,
i.e. M = 2. Since in this case, the maximum number of resolvable paths, i.e. the rank of the
system, is determined by the minimum number of antennas, it is a priori known that only two
paths can be resolved. Therefore, by placing the two antennas at different spacings the existence
and number of distinct communication links can be investigated.

From (7.3) and following the approach in [TV05], when two antennas are used as transmitters,
the spatial signature that each transmit antenna impinges on the receiving array (if both antennas
are located at a distance d0 from the receiving array) is

Hk =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

)
e−jβd0

d0
e⃗Rx(ϑRx,k), k = 1, 2, (7.6)
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Therefore, the channel matrix H = [H1,H2] will have independent columns as long as
e⃗Rx(ϑRx,1) ̸= e⃗Rx(ϑRx,2). Given the periodic nature of the steering vector (exponential func-
tions) this is guaranteed to happen as long as the difference between directional cosines
δ = (cos(ϑRx,2)− cos(ϑRx,1)) differs from the period of e⃗Rx, which for linear arrays is 1/sRx

[TV05]. This means that based on resolvability the following constraints for δ exists

0 < δ < min

(
1

sRx

, 2

)
. (7.7)

From (7.7) follows that if sRx ≤ 1/2 is chosen, a full rank channel matrix results for all δ > 0.
Yet, this is not sufficient to guarantee multiplexing, since the matrix can still be ill-conditioned
(cf. previous discussion when sTx ≪ d0 and sRx ≪ d0). Therefore the question remains as
to which value should δ take in order to have both a full ranked and well conditioned channel
matrix H.

In order to study the minimum distance for resolvability between two paths, in [TV05] the
alignment between the spatial signatures

f(δ) = e⃗Rx(ϑRx,1) ∗ e⃗Rx(ϑRx,2) (7.8)

is studied. There it is found by direct computation that

|f(δ)| =
∣∣∣∣ sin(πLRxδ)

sin(πLRxδ/N
)

∣∣∣∣ , (7.9)

i.e. |f(∆ϑ)| follows the absolute value of a sinc function. Therefore, given the fact that the
condition number

λ1
λ2

=

√
1 + |f(δ)|
1− |f(δ)|

, (7.10)

directly depends on |f(δ)|, the matrix will be ill-conditioned whenever |f(δ)| ≈ 1, which
occurs for all δ lying within the main lobe of the sinc function in (7.9). From this, an additional
constraint for δ results

1

LRx

≤ δ, (7.11)

which yields the minimum angular resolvability. It is then found with (7.7), that the set S

S :=

{
e⃗Rx (0) , e⃗Rx

(
1

LRx

)
, . . . , e⃗Rx

(
N − 1

LRx

)}
(7.12)

constitutes a basis of spatially orthogonal modes.
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To evidence this fact, |f(δ)| is plotted as a function of δ in Figure 7.2 with LRx = 1 and
LRx = 2. It is seen that in both cases only two distinct modes1 exist (ϑRx = 0, 1/L) which
comply with conditions (7.7) and (7.11). Yet, for LRx = 1 the whole visible δ range [-2,2] is
used, whereas for LRx = 2 two distinct signatures exist already within [-1,1]. This means that
multiple maxima of the same mode will occur if all possible δ values are considered. As result,
in the blacked-out regions of Figure 7.2 the spatial signatures will be ambiguous.
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Figure 7.2: Spatial signature alignment for fixed number of receiving antennas N = 2.

From an antenna perspective this is equivalent to study the available beamforming vectors of
the receiving array, since the spatial signature |f(δ)| gives also the attenuation seen by an in-
coming signal. This means that the radiation pattern C(ϑ) of the array factor [Bal97] with look
direction ϑ0 is equivalent to |f(cos(ϑ) − cos(ϑ0))|. The corresponding beamforming patterns
plotted in this manner are shown in Figure 7.3. Here, it is seen that in the case of LRx = 1,
sRx = 1/2, only two main beams per mode result, whereas for LRx = 2, sRx = 1, four main
beams for each mode are obtained (cf. 7.2b). Additionally, all patterns are symmetrical about
the 0°-180° and are spatially orthogonal.

Figures 7.2 and 7.3 show how conditions (7.7) and (7.11) guarantee the existence of orthog-
onal beamforming vectors and a well-conditioned channel matrix. The beamforming vectors
for N = 4 and N = 8 are shown in Figures 7.4 and 7.5 in order to show the way these two
constraints determine NDF at the receiver, NDFRx.

From Figures 7.3c, 7.3d, 7.4 and 7.5, where LRx = 2, it is seen that regardless of the number of
antennas and modes, given a certain array length the same spatial signatures result (same main

1Here, the term modes refer to the different orthogonal spatial signatures or beamforming vectors, not to be
confused with the spherical modes introduced in chapter 3.
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Figure 7.3: Receive patterns with varying length and 2 receiving antennas.

beams). This means that the number of orthogonal directions that can be used in free space is
given solely by LRx. However, depending on whether a sufficient number of antennas is used or
not, one or many looking directions are assigned to each mode. Ideally, one mode is assigned
to each looking direction, as is the case in Figures 7.4 and 7.5. In the case of Figure 7.5 more
antennas than available look directions are used. As result, most of the modes provide very little
to no energy (cf. Figures 7.5d-7.5f), which means that together with conditions (7.7) and (7.11),
the periodicity of the steering vector limits the largest angular distance between resolvable
paths, regardless of N . It thus follows that if the minimum distance between resolvable paths is
given by the angle δ then the following condition should be also enforced

δNDFRx ≤
1

sRx

(7.13)

In consequence, the number of distinct communication links inherent to the system is deter-
mined by the periodicity of the steering vector, which depends on the total number of antennas
N and the array lengthLRx (sRx = LRx/N ). Therefore, replacing (7.11) into (7.13) and appying
the constraint (7.7) a more general condition for NDFRx results

NDFRx ≤ min

(
LRx

sRx

, 2LRx

)
= min (N, 2LRx) . (7.14)
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Figure 7.4: Receive patterns for fixed receiving length LRx = 2 and 4 receiving antennas.
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Figure 7.5: Receive patterns for fixed receiving length LRx = 2 and 8 receiving antennas.

(7.14) predicts the number of available subchannels that a linear system in free space can have.
Moreover, the number of subchannels is limited by two times the array length2, after which
the inclusion of additional antennas only provides spatial signatures that are energetically weak
(see Figures 7.5d-7.5f). In addition, an identical condition for a transmitting array can be found
due to the reciprocity of antennas. Combining both conditions the total NDF is found to be

NDF ≤ min (NDFTx,NDFRx) = min (M,N, ⌈2LTx⌉, ⌈2LRx⌉) . (7.15)

It should be noted that in (7.15) ⌈·⌉ has been included to denote the rounding up to the next inte-
ger, since NDF can only take integer values (no fractional subchannels possible). Furthermore,
the minimum number of antennas at each communicating end determines the rank of the com-
munication channel in the case that the 2LTx and 2LRx limits haven’t been yet reached. Because
of this, within the context of information theory, the term NDF refers rather to the maximum
NDF and not to the current number of subchannels available. From now on, this definition of
NDF will be adopted and applied to multipath propagation channels, and more specifically to
the “Karlsruhe" communication channel.

2Due to the symmetry along the 0°-180° axis, even though the number of main beams in one half-space is limited
to 2LRx, an additional spatial signature to that predicted by (7.14) results. This can be seen in Figure 7.5 where
2LRx +1 energetically strong modes were obtained. In general, though, (7.14) is an acceptable approximation
[PBT05].
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7 Communicational limits of linear multiple element antennas

7.2 Spatial degrees of freedom in multipath channels

In the previous section, a resolvability criterion for the study of the maximal number of sub-
channels that could be established in free space was discussed. It was shown, that the number
of orthogonal steering vectors determines the resolvability of different angular regions. There-
fore, regardless of the antenna radiation pattern, it is the array factor (in the form of steering
vectors) what guarantees sufficient multipath richness. By means of both the array length and
the number of antenna elements. The former determines the angular resolution, i.e. the spatial
beamwidth (cf. (7.11)), while the latter shows the extent up to which each look direction can
be individually resolved. Furthermore, since there can be only as many look directions as the
number of main beams that result from a certain array length, the number of resolvable angu-
lar regions is constrained by the array length (cf. (7.15)). However, this requires comparable
antenna inter-element spacings with respect to the distance between transmitting and receiving
arrays, which is not the case in practical antenna systems. Nonetheless, significant multiplexing
gains have been reported. Therefore, it will be shown how the existence of multiple propagation
paths yields an analogous effect to that of largely spaced arrays. In particular equal received
power for all paths will be assumed in order to omit effects due to uneven power distribution in
the angular domain. These effects will be studied in more detail in section 7.3.

Extending (7.3) to multipath channels as done in section 2.3.2 it is seen that the expression of
the channel matrix H can be written as

H =

√
RA
n

RA
m

ηnηmDnDm

(
λ

4π

) P∑
p=1

Tpe⃗
∗
Tx(ϑTx,p)e⃗Rx(ϑRx,p), (7.16)

where Tp is the vertically polarized transmission coefficient (contrary to the full polarimetric
matrix T in (2.50)) of the p-th path. It is seen that, due to the multiple propagation paths,
different outgoing and incoming angles at the transmitting and receiving antennas result. In
consequence, different spatial signatures can be obtained. For the receiving array in (7.6), these
different spatial signatures are associated with the angle at which the transmitting antennas are
seen (i.e. look direction). In multipath environments, though, the different spatial signatures
result from the look direction to/from which the path propagates. It follows that, as was the case
in free space, an spatially orthogonal set of steering vectors can be also obtained for multipath
propagation.

An ideal set of orthogonal steering vectors for multipath scenarios can be found based on the
same constraints derived in the previous section. Hence, (7.12) is also a basis of spatially
orthogonal vectors in multipath scenarios. However, since in this case the direction of the out-
going or incoming paths can’t be varied, NDF will depend on the channel itself. This is to some
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7.2 Spatial degrees of freedom in multipath channels

extent known from communication theory where the number of paths P determines the rank of
H. The novelty in this analysis lies in the fact that paths exhibiting very similar outgoing or in-
coming angles will reduce the number of subchannels to less than P . This situation is depicted
in Figure 7.6 for P = 3. It is seen that paths A and B have a very similar spatial signature
at the transmitter. As result any transmit beamforming scheme wouldn’t be able to resolve for
both paths since the resulting beams (with beamwidth 1/LTx) would overlap to great extent. It
follows that for a situation as the one shown in Figure 7.6 only two subchannels could be ef-
fectively used. Furthermore, as was the case in free space it suffices to have overlapping spatial
signatures at either one communicating end, to limit the rank of the whole system.

A

B

C

A

B

C

Transmit

array

Receive

array

Propagation Scenario

(a)

Figure 7.6: Multipath model for angular resolvability.

Assuming now an array length L at both transmitting and receiving arrays, it follows that at each
communicating end a maximum of 2L subchannels can result (for sufficiently high number of
antennas). Considering, in addition, an ideally scattered scenario, paths will be transmitted and
received from all angular directions. Yet, paths will be only assigned to one of the 2L distinct
beamforming vectors. This means that, even though the paths themselves are not all resolvable,
they are grouped into resolvable regions by the antennas steering vectors.

As result, it can be said that, for scatterings scenarios, the antennas are responsible for spatially
sampling the communication channel. Furthermore, it is the channel-antennas interaction what
determines the resulting look directions. This refers to the fact that the way the propagation
channel scatters the signals will determine which spatial signatures can be effectively used. In
the case that most of the paths are localized within a certain angular region, very large arrays
will be needed to distinguish between the very similar look directions of each path. Yet, the
number of antennas used may remain small3.

3It should be noted that if a small number of antennas together with large overall array length is used, then an
important number of grating lobes will result.
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7 Communicational limits of linear multiple element antennas

The influence of scattering on NDF was studied in [PBT05]. It was suggested that condition
(7.15) for sparsely scattered scenarios can be given by

NDF ≤ min (⌈LTxΩTx⌉, ⌈LRxΩRx⌉) , (7.17)

where ΩTx and ΩRx are

ΩTx =

∫
ΘTx

d cos(θTx) and ΩRx =

∫
ΘRx

d cos(θRx), (7.18)

with ΘTx and ΘRx being the angular regions along which the paths propagate. In this manner,
ΩTx = ΩRx = 2 results for scatterering rich scenarios with outgoing and incoming paths from
all directions. In consequence, in multipath scenarios the antennas also act as sampling ele-
ments of space, but the number of spatial signatures that can be used is limited by the multipath
richness.

From this sampling interpretation, it is now possible to imagine an angular domain represen-
tation for multipath communication channels. The idea is to decompose the channel matrix
similar to the SVD decomposition as

H = UaSaV
†
a, (7.19)

where Ua and Va are the unitary matrices responsible for the spatial to angular transformation,
and Sa is the angular channel matrix. The columns of Ua and Va are given by the (possibly
non-orthogonal) steering vectors inherent to the communication channel. It can be seen that
the rank of the channel matrix is limited by the number of resolvable (i.e. spatially orthogonal)
angular regions obtained from the previous factorization. Hence, (7.19) is a more intuitive an-
gular domain representation of the channel to that given in [TV05] and is in good agreement
with the channel model interpretation of [WHÖB06]. In the following no further details on the
computations of Ua, Sa and Va will be given since this does not fall within the scope of this
work. The interested reader is referred to the work in [WHÖB06].

From the previous angular domain representation, it is seen that the ideal waterfilling scheme of
chapter 4 also yields the spatial orthogonalization of the transmitted signals, and that by doing so
specific spatial signatures are used. For a waterfilling system of linear arrays these signatures are
given by the columns of e⃗Tx (ϑ)VV† and e⃗Rx (ϑ)UU† for the transmitting and receiving cases
respectively. Therefore, the singular value (and diagonal) matrix S in (4.23) is also a measure
of the number of spatial signatures that are effectively used by the system. Also, if a sufficiently
large number of “sampling" antennas NS is considered then the previous discussion confirms
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7.3 Spatial degrees of freedom of the “Karlsruhe" communication channel

that the system NDF will be reached. In other words, for min(N,M) > NDF there will be NDF
non-zero eigenvalues and the rest will have near to no energy. Because of this, the eigenvalue
analysis of over-dimensioned systems will be the core approach to be used in the following
section in order to investigate the spatial degrees of freedom of the “Karlsruhe" communication
channel. Aditionally, condition (7.17) will be used to predict the channel behavior.

7.3 Spatial degrees of freedom of the “Karlsruhe"
communication channel

Since 7.17 can predict NDF in multipath channels, this approach will be used in this section
to investigate the NDF of the “Karlsruhe" communication channel. Focus will be given to the
study of NDF in real systems and its dependence on SNR, as well as the validness of condition
(7.17) in the prediction of NDF in real systems.

7.3.1 Degrees of freedom definitions for non-ideal channels

Up to this point the concept of degrees of freedom has been discussed for both free space and
multipath scenarios. In this way, considerable insight into the communicational limits of these
ideal channels was obtained. Yet, these scenarios do not reflect the complexity of real settings,
such as the uneven (power) multipath propagation that takes place in an urban communication
channel. Therefore, the number of degrees of freedom in such non-ideal channels will now be
investigated based on the following two NDF definitions:

• Traditional definition (NDF). In the traditional definition of degrees of freedom the
number of available orthogonal channels is determined by the angular domain represen-
tation of the communication channel as discussed in the previous sections. In this way, the
communication channel (propagation channel + antennas) relates the spatial and angular
domains to each other and the eigenvalues of the matrix H yield a measure of the number
of spatial signatures (looking directions) available to the system, namely the traditional
NDF. Furthermore, since the number of beamforming vectors realizable in an ideal chan-
nel depends on the transmitting and receiving lengths (or areas), the addition of more
antennas does not increase the number of orthogonal links. Therefore, the scenario de-
pendent NDF can be determined by studying the number of eigenvalues in systems with
a large number of transmitting and receiving antennas but fixed array length [Mig06b].
This is the traditional SNR independent NDF definition as found in information theory
works and previously discussed for the free space and multipath channels [PBT05].
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7 Communicational limits of linear multiple element antennas

• SNR dependent definition (N̂DF). It is known from communication systems that, due
to the uneven power distribution of the singular values, not all singular values greater
than zero can be used with insufficient SNR. Therefore, SNR constraints the maximum
number of subchannels that can be used if non-ideal channels, in the sense of non-equal
power distribution among all paths, are considered. This can be seen at hand from sys-
tems using the waterfilling power allocation scheme. For such systems it was explained in
section 4.2.2 that energy is distributed optimally along each subchannel. Hence, if there
are subchannels with no energy, the waterfilling capacity will remain the same. From this
follows that by increasing the number of sampling antennas NS at both communicating
ends, a certain threshold NS = N̂DF will be reached, after which capacity will no longer
increase for a given SNR. N̂DF then yields the maximum number of subchannels that can
be found. However, contrary to the discussion of sections 7.1 and 7.2 not all subchannels
need to correspond to orthogonal spatial signatures in this case.

Since both definitions depend on the channel matrix H, two questions arise regarding the tradi-
tional NDF analysis and this new SNR dependent N̂DF definition: 1) what is their relationship?
and 2) what practical meaning do both definitions have in predicting the degrees of freedom of
non-ideal channels? In the following this will be explained for single channel realizations of
the “Karlsruhe" communication channel.

7.3.2 Degrees of freedom of single channel realizations

To begin the study of the relationship between the two degrees of freedom definitions and their
practical meaning, first the traditional NDF interpretation will be investigated. For this purpose,
the eigenvalues of the H matrix are analyzed. Their distribution yields the critical number of
subchannels SC after which the energy of the remaining subchannels drops significantly. In free-
space [Mig06b, Fig. 5] and multipath environments with equal power distribution in all angular
directions, i.e. ideal scenarios, a knee-like behavior for the singular values of the communica-
tion channel results. In non-ideal multipath scenarios, however, a different behavior has been
reported [HF06, XJ06]. For these cases, in spite of energy decrease in the singular values, no
step-like behavior is obtained. Since the “Karlsruhe" communication channel falls within this
category, a similar behavior is also expected. This is confirmed in Figure 7.7, where a 5λ array,
located at coordinates (1637 m, 637 m), oriented in y-direction and with NS = 22, has been
considered. It is seen that, in spite of the downward trend of σk, no obvious step-like behavior
is recognized. Yet, for k > 4 a significant decrease in the subchannels power is seen. This
corroborates previous results and indicates that in non-ideal scenarios non-orthogonal spatial
signatures result, due to the uneven power distribution among angular regions. This means that
two non-(spatially-)orthogonal neighboring look directions might be favored over other better
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Figure 7.7: Singular values of 5λ array of NS = 22 omni-directional antennas oriented in
the y-direction. Only the first 10 eigenvalues are shown. Receiver is located at
(1637 m, 637 m).

resolved ones, if the incoming energy at these two is sufficiently strong. In other words, when
there is no angular constant power distribution, the propagation channel can concentrate energy
in those directions where non-orthogonal spatial modes can be formed. As result, contrary to
ideal systems that are SNR-insensitive (due to the step-like energetic differences between strong
and weak spatial modes) SNR plays a significant role in non-ideal channels.

In order to see the impact of SNR on the number of available subchannels Figure 7.8 shows
the relationship between N̂DF and SNR. As previously explained, N̂DF in Figure 7.8 corre-
sponds to the number of subchannels after which, at a certain SNR regime, capacity no longer
increases when a waterfilling scheme is used4. In other words, N̂DF is equal to the number of
non-zero singular values5 of H used by the waterfilling power allocation scheme. In this regard,
it is seen from Figure 7.8 that N̂DF grows more rapidly at low SNR regimes. At mid to high
SNR regimes (SNR>10 dB) considerable larger SNR values are needed to improve N̂DF. This
accelerated increased of N̂DF at low SNR regimes can be closely followed by a line up to the
point where N̂DF =NDF. From this point on, the rate at which N̂DF increases decelerates con-
siderably. Moreover, the same linear behavior could be verified at different channel locations
with only changes in NDF and slight shifts towards lower or higher SNR values. From these
observations, it is thus concluded that for relative small NDF values (≤ 4), in most cases, 10
dB SNR suffices to reach the NDF threshold.

For practical purposes, the behavior depicted in Figure 7.8 means that, even if higher SNR
regimes are considered, the most “profitable" SC subchannels are those where SC ≤ NDF.

4Waterfilling capacity curves are omitted for brevity. It should be noted though that the same normalization
scheme of chapter 5 was used.

5In real channel realizations there might exist spurious singular values that have only marginal energy levels.
Therefore singular values below -55 dB (eigenvalues below -110 dB) are considered to be equal to zero.
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Figure 7.8: N̂DF vs SNR of 5λ array of NS = 22 omni-directional antennas oriented in y-
direction. Receiver is located at (1637 m, 637 m).

Therefore, being able to predict NDF in the traditional sense is of great importance in the di-
mensioning of antenna arrays and can optimize the performance-cost tradeoff. In the following,
NDF prediction based on (7.17) will be discussed.

It has been seen that approximation of NDF for multipath channels requires the knowledge of
the angular distribution of the scattered signals. Hence, in order to understand the quality of
the NDF estimation in (7.17), the angular distribution of the transmitted and received signals is
needed. Since NDF for a receiver located at coordinates (1637 m, 637 m) has been already de-
termined, the angular spectrum of the received power, Pr, for this very case is plotted in Figure
7.9. It should be noted that, in spite of ϕ ranging between 0 and 2π, ϕ has been remapped to
the (0,2π) region in Figure 7.9 due to the symmetry of linear arrays (cf. 7.3). In this way, it is
now possible to compute ΩTx and ΩRx, as given in (7.18), in order to predict the NDF of the
communication channel for a given array length. From Figure 7.9 and (7.18), ΩTx ≈ 0.75 and
ΩRx ≈ 1.95 result. In consequence by considering different array lengths the predicted NDF
of Table 7.1 result. From Table 7.1 follows that the transmitter is responsible for limiting the
NDF of the system for this particular channel realization. Furthermore, based on the simulation
results and previous discussion, for the setup of Figures 7.7 and 7.8, LΩ correctly predicts the
simulated value of NDF=4.

Now, in order to verify the ability of (7.17) in predicting the impact of L on NDF, Figure 7.10
shows the computed NDF for all cases in Table 7.1. This is a similar representation to that in
Figure 7.8, where N̂DF vs SNR is once more plotted, but in this case, the N̂DF steps have been
replaced with markers for visualization ease. From Figure 7.10 it is seen that, even though a
clear trend towards higher NDF and N̂DF with larger arrays exists, (7.17) is an innacurate mea-
sure of the NDF of the channel. In consequence, at small array lengths (7.17) underestimates
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7.3 Spatial degrees of freedom of the “Karlsruhe" communication channel

Table 7.1: Predicted NDF for Figure 7.9

L 1λ 2λ 3λ 4λ 5λ 6λ 7λ

Tx 1 2 3 3 4 5 6

Rx 2 4 6 8 10 12 14

the channel NDF, whereas for larger arrays it overestimates it. In particular it is also noticed that
for small array length a larger number of subchannels appears as those theoretically possible in
free space (cf. L = 2λ case with Figure 7.5). In the following the possible reasons for these
discrepancies will be discussed.

Considering that results presented so far were based on the assumption that array dimensions
vary simultaneously at transmitter and receiver, if transmitter and receiver are allowed to change
independently from each other a different behavior to that observed so far might be found as
reported in [XJ06]. These results showed that changes in the transmitter affected the eigenvalue
distribution and sytem NDF, for a NDFRx limited system. To see if this holds true in the “Karl-
sruhe" scenario, a fixed transmitter length LTx of 3λ was chosen, whereas LRx, i.e. receiver
length, was allowed to vary between 1λ and 7λ. The result is shown in Figure 7.11. It is seen
that for LRx = 1λ and 2λ the NDF curve changes slightly with respect to the L = 3λ case
of Figure 7.10. For all other cases only marginal changes are observed. Furthermore, only for
LRx = 1λ NDF is reduced. This shows that NDFTx ≤ NDFRx holds true for LTx = 3λ when
LRx ≥ 2λ. In this way NDF=min(NDFTx,NDFRx) is proven valid and excluded as possible
cause for the discrepancies between Table 7.1 and Figure 7.10.
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Figure 7.9: Received power vs angular distribution in azimuth. Receiver is located at
(1637 m, 637 m).
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Figure 7.10: Number of available subchannels vs SNR for an array of varying length oriented
in the y-direction and NS = 22. Receiver is located at (1637 m, 637 m).
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Figure 7.11: Number of available subchannels vs SNR for an array of varying length oriented
in the y-direction and NS = 22 with fixed antenna length LTx = 3λ. Receiver is
located at (1637 m, 637 m).

Another possible cause for an inaccurate NDF prediction may be the use of a poorly scattered
channel (i.e. very limited angular distribution). To exclude this possibility in Figure 7.12 a
more scattered channel is considered resulting from a receiver located at (1400 m, 150 m). In
this case ΩTx ≈ 1.97 and ΩRx ≈ 2 are obtained. The predicted NDF values with (7.17) for
different L are given in Table 7.2. Here, once more no accurate prediction can be made as seen
from Figure 7.13. Moreover, the same trends as with Table 7.1 are confirmed, i.e. at small
array lengths NDF is underestimated, whereas at larger array lengths NDF is overestimated.
In addition, a different behavior to that of Figure 7.10 is observed. In this case all curves ex-
hibit a more pronounced rake-like shape with distinct regions. A first region in which N̂DF

increases slowly with respect to SNR, a second region in which N̂DF increments occur much
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Figure 7.12: (a) Received power vs angular distribution in azimuth. Receiver is located at
(1400 m, 150 m).

more rapidly and a third region in which N̂DF growth decelerates once more. The transition
point between the second and third region yields the system NDF. Finally, it can be concluded
that even in scatterer-richer scenarios (7.17) still fails in predicting NDF.

From the previous discussion follows that in all cases NDF is proportional to array length and
to some extent also on Ω. Yet, it seems that due to the fact that the transmitted power is not uni-
formly distributed along θ, Ω might have an SNR dependence. Therefore, depending on SNR a
different angular region might be seen by the antennas. In addition the fact that in some cases
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Figure 7.13: Number of available subchannels vs SNR for an array of varying length oriented
in the y-direction and NS = 22. Receiver is located at (1400 m, 150 m).
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7 Communicational limits of linear multiple element antennas

Table 7.2: Predicted NDF for Figure 7.13

L 1λ 2λ 3λ 4λ 5λ 6λ 7λ

Tx 2 4 6 8 10 12 14

Rx 2 4 6 8 10 12 14

(smaller array lengths) additional subchannels to those possible in free space result, is also due
to the uneven power distribution. In this way, otherwise weak subchannels from an antenna
perspective might receive sufficient energy as to contribute to N̂DF.

To summarize, even though the previously published formula LΩ for predicting NDF has been
proven inadequate for the single channel realizations of the “Karlsruhe" communication chan-
nel, similar trends could still be observed:

• Angular spread at transmitter and receiver do limit NDF, and in consequence N̂DF.

• Array size directly influences both NDF and N̂DF.

• Even though higher SNR regimes can increase the degrees of freedom of the channel as
evidenced by N̂DF, it is most convenient to design antenna systems with a maximum of
NDF dimensions. Otherwise great amounts of energy might be needed to benefit from
higher ranked systems.

• Finally, it seems that due to the non-uniform nature of the angular distribution of real
environments SNR effects on Ω need to be considered.

With this knowledge, evaluation of the urban communication channel in a more general sense,
i.e. as the statistic resulting of all links, can be approached.

7.3.3 Degrees of freedom of all channel realizations

The study of the urban communication channel in a statistical sense can only be done based on
certain system assumptions. Here, the same assumptions as given in 3.3 are used. Furthermore,
the same approach in the study of the degrees of freedom of the channel as the one given in the
previous section is used. This means that N̂DF vs SNR will be investigated for all channel re-
alizations. Therefore, the total N̂DF will result from the maximum N̂DFl among all L channel
realizations, where the subscript l denotes the l-th channel realization.

Figure 7.14 shows the angular received power distribution and the corresponding N̂DF, for an
array of 22 omni-directional antennas oriented in the y-direction. It is seen in Figure 7.14a that
power is better distributed among all angles than it was the case for the single channel realiza-
tions considered in the previous section (Ω = 2 at receiver and transmitter). In consequence
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Figure 7.14: (a) Received power vs angular distribution in azimuth and (b) SC vs SNR for an
array of varying length oriented in the y-direction and NS = 22 averaged over all
receiver positions.

the same predicted NDF values of Table 7.2 result. Furthermore, an uneven power distribution
is also noticed in this case. Therefore, as seen from the N̂DF curve in Figure 7.14b, (7.17)
fails once more in predicting NDF. Nonetheless, certain trends are recognized: 1) the channel
as a whole exhibits higher N̂DF values and 2) similar to Figure 7.12 a rake-like behavior for all
curves was found. For SNR regimes below ≤-10 dB N̂DF increases slowly with SNR and con-
tinues to do so for L < 3λ. For L ≥ 3λ, on the other hand, an accelerated growth rate is noted,
from which according to the examples of the previous section, a NDF value can be estimated.
For L =3λ-7λ NDF, as read from Figure 7.14b, is 5,7,9,11 and 13 respectively. Here, once
more a linear dependence of NDF on L is verified, yet only from a certain threshold length (in
this case 3λ). In addition, when looking at a fixed SNR, i.e. 20 dB, also a linear dependence on
L for N̂DF is suggested.

For completeness, in Figure 7.15 also the received power angular distribution and the corre-
sponding N̂DF, for an array of 22 omni-directional antennas oriented in the z-direction are
shown. It is seen that in this case an uneven power distribution in the elevation also results6.
Furthermore, in this case, a smaller angular region is used. In consequence, much smaller N̂DF
values are obtained, yet the same rake-like behavior of Figure 7.14b is seen. Finally, in this case
(7.17) is also a poor approximation of the true NDF of the system.

6It should be noted that related angular distributions for the “Karlsruhe" communication channel have been
already published [Sch07]. Yet, in this case the angular spectrum and not the number of received paths per
angle are plotted. An histogram of all received paths (not shown) is very similar to the one in [Sch07]. However,
such histograms are not a sufficient measure to understand the available spatial resources, since they might
wrongly suggest that energy concentrates in a small angular region, which is not the case.
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Figure 7.15: (a) Received power vs angular distribution in elevation and (b) SC vs SNR for an
array of varying length oriented in the z-direction and NS = 22 averaged over all
receiver positions.

From the previous results follows that for practical purposes and without previous simulation it
is not possible to predict either NDF nor N̂DF, since appearance of new channels is completely
random. Instead, these results should be taken as reference in order to decide, depending on the
SNR regime to be used, if the communication channel, and thus the system, benefits from hav-
ing larger arrays or closely spaced antennas. Moreover, it must be stressed out that in this case
the effects of mutual coupling are not considered, and should be the focus of future research.

7.4 Final remarks

In this chapter the communicational limits of linear antenna arrays in three different scenarios
were discussed: free space, multipath with homogeneous power distribution among all paths
and multipath with uneven power distribution as in the “Karlsruhe" communication channel.
As result, a method for estimating the available degrees of freedom in each case was obtained.
It was seen that the number of degrees of freedom, which ultimately translates to the number
of possible subchannels available, is dependent on SNR, array length and scenario. In this
way, it can be concluded for real systems that depending on the SNR regime used, there will
be a certain number of antennas that provides the best trade-off between cost and performance
improvement. Because of this, antenna design in real settings will differ from that in free
space. More importantly, in real scenarios with uneven power distributions (contrary to free
space) there does not seem to be a specific number of antennas after which capacity abruptly
decreases. Yet, a point can be determined after which the inclusion of additional subchannels
results in only small capacity increases. Because of this, it seems likely that for systems work-
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ing at high SNR regimes an optimum trade-off between number of antennas and capacity can
be found depending on the array length used. For low SNR regimes, however, the use of ad-
ditional subchannels seems to be less sensitive to changes in array length than to SNR. In the
following the antenna synthesis problem for the urban channel from a multiple element antenna
perspective will be approached.
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8 Antenna design for wireless
communication channels

To conclude this work, in this chapter the design of capacity maximizing MEA arrays will be
handled. Contrary to chapter 5 selection of an optimum antenna array will not be done by com-
parison of a vast number of MEA configurations. Instead the background of chapter 7 will be
used to exploit the spatial resources of the channel as shown possible from chapter 4. The ap-
proach taken here is thus novel, since it synthesizes an antenna in a capacity maximizing sense,
rather than just achieving a desired radiation pattern as done in more traditional synthesis meth-
ods. The difference lies in the fact that in the case of power or pattern synthesis [Mai05, Bha07]
a certain radiation property is desired, since it is assumed that in this way a better system per-
formance concerning any parameter of interest can be attained. In this way it is customary to
define a specific issue, such as pattern interference, and based on it define an optimum radiation
pattern for which a certain synthesis method is then applied, as done in [PW07, PLW07]. Given
that capacity is a complex measure resulting from all system component and channel interac-
tions it is not possible to define a priori a capacity maximizing radiation pattern. Therefore,
in this chapter an in-system synthesis (-optimization) method is proposed. As result, a set of
suggestions toward better antenna designs for the future will be made.

This chapter is structured as follows. First, a synthesis method for fully exploiting the chan-
nel spatial resources in a capacity maximizing sense will be discussed. Then, the synthesis
of capacity maximizing antenna arrays for the urban communication channel will be under-
taken. And, finally, based on the results obtained antenna design concepts for the future will be
proposed.

8.1 Multiple element antenna synthesis method

In chapter 7 an heuristic approach based on resolvability, similar to that in [TV05, PBT05], was
taken for finding the degrees of freedom of linear MEA systems in different communication
channels. This intuitive approach, however, has its background on a more involved theoreti-
cal framework focusing on the link between electromagnetism and information theory. In this
section a capacity maximizing synthesis method will be derived based on this theoretical frame-
work.
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8 Antenna design for wireless communication channels

Figure 8.1: Basic model for communicating volumes.

The first works related to the informational content of electromagnetic waves date back to the
seminal works of Gabor and di Francia from the 1950s in the field of optics, who studied
the available channels of communication among diffraction-limited surfaces. With this back-
ground, [Mil00, PM00] investigated the available number of communication modes for arbitrary
volumes in optical systems based on an eigenfunction approach. Here it was shown that for the
case of communicating volumes (three dimensional balls in Figure 8.1) it is possible to express
the sources and waves in terms of basis functions with coefficients βk and αk. In this way, the
wave propagation problem can be rewritten into matrix form

α = Hβ. (8.1)

As result, the problem of maximizing the information throughput is recasted as the maximiza-
tion of the so-called communication operator H between the three dimensional transmitting and
receiving balls (volumes) Bt and Br. Where, the non-zero elements of the otherwise infinite-
dimensional H matrix, i.e. the rank of H, represent the available independent communication
channels referred to as subchannels in the context of MIMO systems (NDF in information the-
ory). This fundamental link between field theory and information theory poses, however, the
difficulty of finding the rank of the H matrix with the largest coefficients. Yet, this is only
under proper definition of the basis functions ρ and τ in single polarized 3D fields (or ρ⃗ and τ⃗
for vectorial fields as stated in [PM00])

E(r⃗) =
∞∑
k

αkρk, (8.2)

J(r⃗) =
∞∑
k

βkτk. (8.3)

Finding a proper set of basis functions is, in consequence, the key problem in determining H

with maximum communication coefficients. Moreover, the dimensioning of the communication
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8.1 Multiple element antenna synthesis method

system will depend on the number of basis functions needed to accurately represent E(r⃗) and
J(r⃗) while truncating the series (8.2) and (8.3).

In [Mil00], an analytical solution for the basis functions of the scalar source in integral-equation
form with aid of the prolate spheroidal wave functions for the case of three-dimensional hyper-
rectangles is derived. In [PM00], on the other hand, multi-polarized fields and currents E⃗(r⃗)
and J⃗(r⃗) are considered and the vectorial eigenvalue problem, found when maximizing the in-
terconnection strengths of H, is solved for vectorial basis functions of the source current with
the use of a numerical technique called the Galerkin method. Later on, in [HF06] the approach
in [Mil00] is extended for the case of arbitrary volumes and the effects of multiple scatterers
is considered, yet similar to [PBT05, CF06, XJ06, Mig06b, Mig06a, GM08] focus is shifted
from computation of the basis functions to obtention of NDF. And it was not until recently that
[JW08] showed that the basis functions of the current J could themselves be approximated by
a set of sub-basis functions. These sub-basis functions then sample the channel in the spatial
domain so that the optimal current distributions and radiation patterns for a certain antenna size
in a specific scenario can be found.

However, in [JW08] only results for a two-dimensional channel model are presented. Therefore,
in this work, results for a realistic urban propagation scenario based on a three dimensional ray-
tracing simulator are presented and, in addition, an extension to the synthesis method of [JW08]
is also proposed.

In [JW08] it was shown that the basis functions ρ⃗ and τ⃗ (vectorial form) could be numerically
approximated as a linear combination of an additional set of sub-basis functions ˜⃗ρ and ˜⃗τ In this
way the source current, could be rewritten solely in terms of the sub-basis functions [JW08, Eq.
(20)]. As result, computation of the channel matrix H̃ between the sub-basis functions and its
singular value decomposition (SVD) H̃ = ŨS̃Ṽ† suffices to determine H and the optimal basis
functions as

ρk =
∑
v

Ṽvkρ̃v

τk =
∑
u

Ũukτ̃u,
(8.4)

in the scalar case.This formal approach in determining H was heuristically used in the previous
chapter. The main idea was to sample the communicating space and determine its limitations.
Therefore, in [JW08] the sub-basis functions act as sampling functions which then with use of
a water-filling solution allow for reconstruction of the optimal current distributions and electric
fields.
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8 Antenna design for wireless communication channels

Computation of the optimal current distribution, requires that ˜⃗ρ and ˜⃗τ are orthonormal. In
[JW08] this was done by subdividing the transmit and receive apertures into NS subapertures
in each dimension (see Figure 8.2b). This resulted in an elaborate expression for H̃ [JW08,
Eq. (23)] (for the single polarized case). In this work, the use of point sources is proposed
instead (see Figure 8.2c). With point sources orthonormality is maintained and a much simpler
expression for H̃ is found by substituting for the scalar case ρ̃ and τ̃ with dirac delta functions
in the expression for H̃vu implicit in [JW08, Eq. (19)]

H̃vu =

∫
Br

dBr

∫
Bt

dB′
t ρ̃

†
v (r⃗r)G(r⃗r, r⃗

′
t) τ̃u(r⃗

′
t)

= G(r⃗r,v, r⃗t,u),

(8.5)

where G is the scalar Green function of the channel (in the general case the dyadic Green
function

↔
G results). Then, under adoption of the commonly used plane wave model, (8.5) is

found to be

G(rr,v, rt,u) = H̃vu =
P∑
p=1

Tpe
jφ(r⃗r,v,Ωr,p)ejφ(r⃗t,u,Ωt,p), (8.6)

with
φ(r⃗,Ω) =

2π

λ
(x cosψ sinϑ+ y sinψ sinϑ+ z cosϑ), (8.7)

where ϑ and ψ are the elevation and azimuth angles of the receive and transmit vectors r⃗r,v and
r⃗t,u, of the v and u sub-basis function for the p-path and Tp is the transmission factor of the
polarization component of interest.

Now, in order to synthesize the antenna radiation pattern out of the given sub-basis functions the
τ basis functions are used to obtain the optimal current distribution, and out of it the radiated
pattern of the ideal antennas. It should be noted though that from a communication system
perspective τk represents the k-th subchannel. Therefore, here the fact must be stressed that
even though the total current is written as in (8.3) [JW08, Eq. (6)], interest lies in the current
distribution of each subchannel. It follows that Jk = τk and the transmitted electric field Et,k of
the k-th subchannel can be found from

planar antenna

(a)
subaperture divisions

(b)
simplification

(c)

Figure 8.2: Array aperture showing the sub-basis regions with NS = 2.
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8.2 Antenna array synthesis for the urban communication channel

Et,k (r⃗t) =
e−jkrt

rt

∫
∆Vt

ejφ(r⃗
,′
t ,Ωt)Jk (r⃗

′
t) dr⃗

′
t . (8.8)

For computing the electric field of the receiving antenna the channel matrix is transposed (in-
verse communication direction) and an analogous expression to (8.8) is used, but integrating
over the receiving volume. In this case the optimal k-th current distribution at the receiver
results from

Jk(r⃗r) = τ ′k(r⃗r) =
∑
v

Ṽ ∗
vkρ̃v(r⃗r). (8.9)

A drawback of point sources, though, is that they are only capable of sampling the channel at
discrete points, contrary to the continuous aperture approach in [JW08]. As trade-off, however,
antenna synthesis can be easily integrated to existing channel simulators. In this way H̃ can
be easily computed and, in addition to point sources, regular antennas can be chosen as sub-
basis functions so that an antenna type based synthesis becomes feasible. It follows, that a
multi-polarized or multi-antenna synthesis is straightforward and is done by expressing each
sub-basis function as a linear combination of the different polarization components or different

antennas. This could be seen as a modal expansion and yields in return a tensor
↔̃
H matrix, i.e. a

four dimensional matrix, with tensor elements
↔̃
Huv, i.e. two dimensional elements. For practical

purposes this is equivalent to simply computing one H̃ for each antenna or polarization needed
and arranging them in a two dimensional matrix to obtain the desired water-filling solution. The
potential of this for optimizing the communication channel capacity will be shown later on.

8.2 Antenna array synthesis for the urban
communication channel

In order to visually clarify the functioning and potential of the synthesis method previously
described, in Figure 8.3 the synthesized antennas obtained when the receiver is located at
(1637 m, 637 m) are shown, for a free space channel (Figure 8.3a) and for the channel described
in section 3.3 (Figure 8.3b). The synthesized antennas are generated using a planar array with
NS = 5 in y and z-direction at both base station and mobile stations. H̃ is obtained with help
of the network model of chapter 3 under the assumptions of perfect impedance matching. It is
seen that for free space the resulting antennas look at each other. For the multi-path propaga-
tion scenario, on the other hand, a minimum at the line of sight direction is observed. This was
purportedly chosen this way to show that, even in cases where most of the incoming energy at
the receiver originates from scattering objects, the method presented is capable of synthesizing
an optimal current distribution, and from it an optimum antenna radiated field.
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8 Antenna design for wireless communication channels

(a) Free space

(b) “Karlsruhe" scenario

Figure 8.3: Synthesized antennas.

In the following, in order to obtain a more realistic description of the actual site, influenced to
a lesser extent by the base station look direction, a three-sectorized cell is used. This means
that for each sector only those mobile station positions lying within the defined angular limits
are considered and the base station orientation is rotated accordingly. Orientation of mobile
stations, on the other hand, is kept constant and parallel to the x-axis for all sectors. Effectively,
this results in three different propagation environments and thus three different syntheses for
both mobile and base station. However, since in each sector multiple antenna links exits, in
order to obtain the antenna that maximizes capacity in most cases, an averaging over all links,
i.e. channel realizations, is performed.

These average Jk currents are then used in (8.8) to obtain the radiated pattern. Alternatively,
instead of an antenna synthesis this can be interpreted as a synthesis of the optimal current
distributions for the array of point sources. In the case where specific antenna types (i.e. non-
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8.2 Antenna array synthesis for the urban communication channel

isotropic antennas) are considered as the point sources, i.e. sub-basis functions, their radiation
patterns are multiplied with Jk resulting in a weighted current J ′

k. And for the more general
case of multiple fully polarized (θ and ψ polarized) antennas a vectorial weighted current re-
sults J⃗ ′

k. The synthesized radiation patterns from J⃗ ′
k are then used to compute the waterfilling

capacity. However, since there might be interest to use only a certain number of antennas in-
stead of all possible, the number SC of most significant subchannels used for synthesis is varied.
The synthesized antennas are assumed to have the same location, SNR is fixed to 10 dB, and
all channel matrices are normalized with the ones resulting from an equivalent (same antenna
number and location) omni-directional antenna system. The antenna synthesis is done using an
array of point sources of length L = 5λ aligned in z-direction (perpendicular to ground) at both
base station and mobile stations.

In Figure 8.4 capacity vs. number of synthesized subchannels SC is shown for omni-directional
antennas. The antenna elements used for each sub-basis function were omni-directional anten-
nas either θ polarized, ψ polarized or both. Hereby, two array orientations were considered:
y-direction (Figure 8.4a) and z-direction (Figure 8.4b).

It is known from the previous chapter that a larger number of subchannels in the y-direction
than in the z-direction can be obtained. In Figure 8.4 this is confirmed. It is seen that when
only one polarization is used, the capacity of the in y-direction synthesized antennas reaches its
maximum value at SC = 10. For the in z-direction synthesized antennas the capacity limit is
already reached with SC = 5. Remarkably though, with equal number of synthesized subchan-
nels the in z-direction synthesized antennas achieve larger capacities. This means that narrower
beams (larger gain) in elevation, compensate for the reduced angular spread inherent to arrays
oriented in z-direction. This, therefore suggests that for MEA systems in urban settings with
few antennas (less than 71), the use of the available subchannels in the elevation, rather than in
azimuth, will yield the best performance. Finally, it was also seen that in bot cases when dual
polarized omni-directional antennas are used for synthesis, capacity improves significantly (al-
most doubles) and the number of subchannels doubles as predicted in [PBT05, Mig06b].

Figure 8.5 now shows a similar result but in this case combinations of dipoles oriented parallel to
the coordinate axes are considered. Here, for brevity only the case of an array in the z-direction
is considered. The result for a z-oriented dipole is similar to Figure 8.4b, with small differences
due to the effect of the dipole radiation pattern in comparison with an omni-directional antenna.
However, it is seen that the use of two perpendicular dipoles almost completely exploits the
polarization diversity (capacity stabilizes at SC = 9) and that the addition of a third dipole does

1This criterion is not arbitrarily chosen and might change depending on the propagation channel considered. It
results from comparing the capacities of the in z and in y-direction synthesized antennas and finding the point
from which the latter outperforms the former.
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(a) Arrays of sub-basis antennas are oriented in the y-direction, NS = 40
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(b) Arrays of sub-basis antennas are oriented in the z-direction, NS = 25

Figure 8.4: Capacity vs SC for synthesized antenna arrays of omni-directional antennas with
different polarizations. The capacity of the synthesized arrays is averaged over all
channel realizations.

not improve capacity significantly (even though polarization diversity is fully exploited). This
assessment is in good agreement with the results of chapter 5, where the best capacity values in
2x2 systems were obtained for the Xk×Xd setup.

Summarizing, these results are of great importance since they demonstrate that by using very
simple antenna elements, capacities comparable to those of current commercial antennas in 2x2
setups can be achieved. For example, comparison of the absolute capacities of the VV×VV
setup with the capacities obtained in Figure 8.4 evidences the fact that when using only two sub-
channels SC = 2 the synthesized antennas reach almost the same capacities as the VVk×VVd
setup with sTx = 5λ and sRx = 5λ. Furthermore, if it is considered that in this case the
antennas are synthesized based on smaller arrays than the ones currently available in commer-
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Figure 8.5: Capacity vs SC for synthesized antenna arrays of NS = 25 dipole antennas oriented
parallel to the coordinate axes. The arrays of sub-basis antennas are oriented in the
z-direction and their capacity is averaged over all channel realizations.

cial antennas, this could translate into significant savings for antenna providers. For example,
by deploying an antenna in z-direction with two subchannels would already result in the ca-
pacity increases obtained with two base station antennas. It can be argued, though, that the
±45°polarized base station antennas considered in this work already provide these capacities,
yet what these results show is that by accessing more independent subchannels (i.e. having
multiple power distributions driving the same antenna elements) in a single physical antenna
great capacity improvements can be achieved without the need to have additional antennas in-
stalled. As result, synthesis strategies that make better use of the available radiating elements
seem more promising than adding more antennas.

8.3 Antenna design concepts for the future

The previous simulations showed that capacity of cellular systems for the urban scenario could
be increased without having to use additional antennas. Instead, several array excitations could
be used. This approach borrows from the diagonalization performed by the waterfilling algo-
rithm in MIMO systems. In the waterfilling algorithm the goal is to find orthogonal subchannels
to convey the largest amount of information per time. Out of it different weighting vectors for
all communicating antennas for each channel realization result. In the previous section instead
of having many antennas, with many radiating elements each, the antenna radiating elements of
one antenna are used as single antennas. Then, out of the averaging of the subchannels for all
channel realizations the optimum complex weight for each antenna element for each averaged
subchannel is found. The main difference, thus, with respect to the regular waterfilling algo-
rithm that requires dynamically driving each antenna element is that in this case fixed driving
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8 Antenna design for wireless communication channels

networks suffice to provide high capacities. In this way it is found that equal or better capacity
performances can be reached by exploiting the signal diversity in the elevation plane than with
more antennas in the azimuth direction. In consequence, initial costs would be reduced as well
as running costs, such as rent space for the antennas and transmit power. Now the problem of
implementing such synthesized antennas will be addressed.

In Figure 8.6 a typical base station antenna implementation for an XX configuration, i.e. two
cross polarized antennas at the base station, is depicted. It was shown in chapter 5 that this
configuration results in a good compromise between capacity and number of antennas, therefore
it will be used for comparison. As previously discussed this configurations yields a 4x2 MIMO
system when two antennas are available at the mobile station. Thus four ports are fed into the
physical layer processing unit [ITU94] after being amplified by the tower mounted amplifier
(TMA). In order to make a fair comparison, resulting in the least impact to the system, in the
following, two approaches with four base station antenna ports will be also discussed. It will be
seen that with the solutions proposed unit costs can be reduced while still optimizing capacity.

Figure 8.6: Typical base station block model [Kat09].
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The main idea proposed in the previous section was to have individual array excitations for each
transmitted or received signal. In this way if a MIMO system is capable of having four subchan-
nels at any given time, then four distinct array excitations can result in a better capacity than
having multiple antennas. However, current antenna systems are usually passive and consist
of one driving network, i.e. one array excitation. A way in which simultaneous array excita-
tion can be generated is if each antenna can be individually controlled by the base transceiver
station. For normal antennas, this would require the processing of 8 or more parallel signals,
which results in increased costs. Moreover, due to polarization diversity, as shown in this work,
in order to exploit the available degrees of freedom access to a second array of orthogonal el-
ements would also be needed to reach the capacity of cross polarized antennas. This would
further increase the costs of the system and would yield such a solution unpractical. One option
is therefore to avoid the use of driving networks altogether and partition the antenna radiating
elements into subarrays. In this manner each subarray can be handled as an individual antenna
and can make use of the signal diversity in the elevation plane.

Another alternative is to have a pre-processing unit (PU). This unit would then be respon-
sible for mapping the received and transmitted signals to all radiating elements. An analog
implementation of such a unit would require having four passive networks with additional di-
viders/combiners and would thus result in power losses and higher costs. The alternative is
to have a digital implementation. The drawback is the cost of converting the signals at each
radiating element from the analog into the digital domain. In exchange though the TMA would
become unnecessary. Therefore, here, focus is given to the digital implementation of such PU.
In the following two PU approaches will be proposed, with potential of efficiently driving the
individual radiating elements in such a way that the most efficient array excitations result. In
this case the number of array excitations is four. In real systems, on the other hand, it will
depend on the allowed complexity of the system and the impact it has on the system capacity
based on simulation results.

In Figure 8.7 the proposed solutions are depicted. For comparison purposes cross polarized
antennas as those previously used in chapter 5 are used. This is equivalent to applying the
previous synthesis method with -45°and +45°oriented dipoles as sub-basis functions. Such
sub-basis functions would then yield very similar results as those obtained in Figure 8.5 for the
z and y oriented dipoles.

In Figure 8.7a the first and relatively simple proposed implementation is shown. It consists in
subdividing the antenna array into sub-arrays. In this way it is possible to access each sub-
array as if it were a single antenna and thus exploit the signal diversity in the elevation plane.
Even though this is not the same as controlling the excitation of each radiating element for each
transmitted and received signal, it is most likely that very similar capacities as with two cross
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8 Antenna design for wireless communication channels

polarized base station antennas will result due to the use of signal diversity in the elevation
plane. In addition, a significant cost reduction would be achieved, since there is no longer a
need for a second antenna as in 8.6.

The second approach proposed is that of Figure 8.7b. There are several differences with re-
spect to the implementation of Figure 8.6. The first difference is the use of a so called tower
mounted processing unit (TMPU). This TMPU corresponds to the physical implementation of
the PU previously discussed and consists of a unit responsible for the signal processing in both
the transmit and receive case and could be also placed within the physical antenna. The second
difference is the use of additional ports between the antenna and the TMPU. Ideally the number
of ports would be the same as that of the number of antennas, i.e. yielding an active antenna
array. However, this would increase the difficulty in implementing such a scheme. One way to
overcome this problem is by using subarrays, as was done in Figure 8.7a. In this case, however
smaller subarrays are suggested in order to better exploit signal diversity in the elevation plane.

(a) (b)

Figure 8.7: Block model of proposed base stations with (a) sub-array implementation and (b)
with external tower mounted pre-processing unit (TMPU).
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These two approaches exhibit advantages and disadvantages and it is not intended here to assess
the viability or cost-efficiency of each approach. In the same manner no implementation details
are of interest at this point. Instead, these solutions intend only to show that it is indeed possible
with the available technology to try out new ways in which the spatial resources available to
base station antennas can be better exploited. Furthermore, these approaches are only two out
of many ways in which a more efficient use of the spatial resources can be done. As it has
been shown in this work, only by knowing which are the resources available and how they
can be exploited it is really possible to optimize the antennas in MEA systems. Therefore,
since the results obtained show that diversity in the elevation plane suffices to reach comparable
capacities as those obtained with additional antenna elements in the azimuth direction, these
solutions seem as promising alternatives for the design of future base station antennas.

8.4 Final remarks

In this chapter a synthesis method for achieving maximum information throughput in MIMO
channels is shown. Based on it, the communicational limits of the urban communication chan-
nel are explored. From the results presented the following conclusions can be stated:

• The number of degrees of freedom, which ultimately translates to the number of possible
subchannels available is dependent on SNR, array length and scenario. If all these vari-
ables are fixed, though, it is possible by a SVD and waterfilling based approach to obtain
a setup that maximizes capacity in each case for a certain set of sub-basis functions, i.e.
radiating elements.

• Under the assumption of a perfect power control (PPC) scheme, as implicitly done by
the normalization used throughout this work, a maximum capacity exists after which the
subsequent addition of subchannels does not improve the system performance (in case
of power distributions other than waterfilling -optimum- it worsens it). This maximum
capacity constitutes the communicational limit of the channel. Nonetheless, it should be
noted, that the addition of receiving antennas will always have a positive impact on the
system in terms of power.

• It is found that a higher number of degrees of freedom is available in azimuth rather than
elevation. However, these aren’t enough to compensate for the achievable antenna gain
and small beamwidth when several radiating elements are placed in the elevation plane.
As result, the addition of subchannels in vertical oriented base station antenna is shown
to yield higher capacities than the same number of subchannels in an horizontal oriented
one.

• The capacity maximum reached for a certain configuration doubles if orthogonal polar-
izations are used for synthesis. And the use of two orthogonal dipoles yields very similar
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8 Antenna design for wireless communication channels

results to two isotropic orthogonal polarizations, whereas three orthogonal dipoles pro-
vide little additional improvement.

With the results presented in this chapter it is proven for the urban communication channel
that better capacities to those of commercial antenna setups could be achieved, not with more
antennas, but by driving more subchannels. In consequence, contrary to larger antenna deploy-
ments, antenna driving networks capable of producing several array excitations are suggested
as the next step toward better capacities in urban communication channels. Here, three possible
implementations are proposed for further investigation.
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9 Conclusions

The use of MEA systems for the planning of upcoming services and technologies has become
the norm in the context of wireless communications. The strategies for meeting the constantly
increasing data rate demand for an important number of standards for the wireless transmission
of information are based on the efficient and coordinated use of the frequency, time and space
resources. In this manner, space has become a significant factor for the analysis and design
of antenna systems, in general. However, this is done mostly from a passive perspective, in
which space is usually given as the byproduct of a certain scenario and antenna configuration.
The motivation of this thesis was therefore to extend the understanding of the spatial resources
when it comes to MEA systems. This was achieved for the urban “Karlsruhe" communication
channel, based on the multipath modeling scheme of [Füg09]. And even though this does not
result by any means in a complete statistical description depicting the behavior of all urban
sites, it suggests the way urban scenarios in general might behave and provides a methodology
for evaluating urban communication scenarios in general.

The goals of this work are to extend and improve the analysis of MEA systems and to gain
insight into the antennas design and their most convenient implementation in terms of maximum
channel capacity. Contrary to most published works in the context of MIMO and MEA systems,
attention was given in this thesis to the channel-antenna interaction and how it can be better
described and optimized. Therefore, the interest of this research lies in the study of the antenna
contributions to the performance of MEA systems. As result, the following achievements were
made:

• An improved network model based on the modal description of the antennas was imple-
mented and proved to yield significant reductions in simulation time for the case of modal
modeled dipoles.

• An exhaustive study of different antenna configurations with varying inter-element spac-
ing at both transmitter and receiver was done for three different types of power allocation
schemes.

• A comprehensive and simple pre-evaluation metric for the study of MEA systems was
proposed, which separates the beamforming and multiplexing effects of the channel. This
novel metric facilitates the computation of capacity for any given type of channel normal-
ization in either the ergodic or outage sense.
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9 Conclusions

• The communicational limits, in regard to the maximum number of parallel data streams
supported by the channel-antenna interaction, were assessed for the first time in the con-
text of urban channels for linear antenna arrays.

• An array synthesis method for capacity maximization was proposed which is capable of
outperforming current commercial base station antennas in terms of capacity and imple-
mentation cost trade-off.

In this way, a thorough study of the antenna effects on the capacity performance of MEA sys-
tems has been given. Also, the simulation, evaluation and design frameworks for the investiga-
tion of antennas in MEA systems have been extended. The significance for the future study of
antennas within MEA systems has been three-fold: 1) faster simulation, 2) comprehensive and
easier evaluation and comparison and 3) optimum use of the spatial resources.

In chapter 2 the theoretical background necessary for understanding the wireless propagation
of signals and the role played by the antennas within the wireless communication channel was
given. With this knowledge, in chapter 3 a modeling framework for the whole communication
channel of MEA systems was provided. Here, previous modeling efforts were extended with
the purpose of facilitating the simulation and investigation of a large number of antenna types.
By means of a modal antenna description simulation times were reduced. It was shown that
when dealing with dipoles three modes suffice for describing any possible dipole orientations.
In this way the computational gain of this approach increases with increasing the number of
antenna orientations to be investigated. In addition, the road has been paved for a further exten-
sion of this simulation method, possibly by means of spherical modes translation and rotation
in which, out of the simulation of a fixed number of modes, not only different antenna types but
also different antenna locations can be computed.

Completing this theoretical background, the evaluation framework used was provided in chap-
ter 4 based on the concept of maximum information throughput, i.e. capacity. Diversity and
multiplexing effects on capacity were discussed and the duality between temporal and spatial
domains in the computation of capacity was restored. On this basis, in chapter 5 a benchmark
of different antenna configurations for the urban macrocell case of the “Karlsruhe" scenario
showed that the significance of antenna spacing depends on the configuration studied, i.e. on
whether diversity or multiplexing effects predominate for the setup being considered. It was
concluded, based on the cross comparison of the capacities of three different power allocation
schemes, that for real antenna configurations in urban settings 1) antenna inter-element spac-
ing has a larger impact on multiplexing gain than on beamforming gain, 2) this impact is most
noticeable for single polarized configurations and 3) for dual polarized configurations beam-
forming gain decreases with larger antenna spacings. Regarding the capacity dependence on
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antenna rotation, robustness of cross polarized configurations toward antenna rotation was ver-
ified for all antenna spacings. Furthermore, it was seen that the optimum antenna orientation is
determined by the propagation channel in the case that single polarized antennas at the mobile
station are used in conjunction with dual polarized ones at the base station.

In performing the very exhaustive study of chapter 5 it became clear that it was not in all cases
possible to determine the individual contribution in terms of diversity and multiplexing of a
certain antenna setup or spacing. The proposed metric from chapter 6 for addressing this is-
sue, showed that it was possible to approximate the system capacity as the contribution of three
factors: SNR, a diversity measure, transferred signal power, and a multiplexing measure, eigen-
value dispersion. This novel metric was also extended for the case of arbitrarily sized systems.
Its implementation for the analysis of 2x2 and 4x4 setups in the “Karlsruhe" communication
channel allowed the study of multiplexing and diversity effects and the capacity reconstruction
regardless of channel normalization.

In order to complete the study of the antennas impact on MEA systems their communicational
limits were derived in chapter 7. In particular, a method for estimating the maximum number
of parallel data streams possible was given for the cases of: free space, multipath with uniform
power distribution per path and multipath with uneven power distribution as embodied by the
“Karlsruhe" communication channel. This evidenced a linear dependence on array length for
all cases. However, for the “Karlsruhe" communication channel it was seen that due to its un-
even power distribution no clear limit to the maximum number of subchannels existed. Instead,
a maximum number of antennas was found after which capacity increased at a much slower
rate with each additional subchannel. From the analysis made, it was concluded that a larger
number of subchannels exists along the azimuth direction than along the elevation direction.

In chapter 8 the results from chapter 7 were then used as basis for the synthesis of capacity
maximizing arrays. Here, a novel in-system synthesis method was developed, which allowed
the computation of optimum radiation patterns in a capacity maximizing sense, contrary to
traditional approaches where the radiation characteristics are a priori specified. In this way,
synthesized antennas were found which were capable of better exploiting the spatial resources
of the communication channel. It was confirmed that the number of available subchannels for
synthesized arrays along the azimuth direction is greater than along the elevation. Yet, addition
of subchannels for a vertically oriented array yielded larger capacity improvements. Therefore,
this chapter and this work was concluded with a discussion of future antenna implementations
which, based on the guidelines derived in this work, would yield improved system performance
without increasing antenna size and no significant added costs.

131





Bibliography

[ABB+07] P. Almers, E. Bonek, A. Burr, N. Czink, M. Debbah, V. Degli-Esposti, H. Hofstet-
ter, P. Kyösti, D. Laurenson, G. Matz, A.F. Molisch, C. Oestges, and H. Özcelik.
Survey of channel and radio propagation models for wireless MIMO systems.
EURASIP Journal on Wireless Communications and Networking, 2007(Article
ID 19070), 2007.

[AGW+02] Y. Adane, A. Gati, Man-Fa Wong, C. Dale, J. Wiart, and V.F. Hanna. Optimal
modeling of real radio base station antennas for human exposure assessment us-
ing spherical-mode decomposition. Antennas and Wireless Propagation Letters,
IEEE, 1:215–218, 2002.

[Ala98] S. Alamouti. A simple transmit diversity technique for wireless communications.
IEEE Journal on Selected Areas in Communications, 16(8):1451–1458, October
1998.

[And00] J. B. Andersen. Array gain and capacity for known random channels with multi-
ple element arrays at both ends. IEEE Journal on Selected Areas in Communica-
tions, 18(11):2172–2178, November 2000.

[And03] Theodore W. Anderson. An introduction to multivariate statistical analysis. Wi-
ley series in probability and statistics. Wiley, Hoboken, NJ, 3. ed. edition, 2003.
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