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Zusammenfassung

Basierend auf einer drahtlosen Kommunikation zwischen Fahrzeugen wurde in der
Vergangenheit die Idee sogenannter intelligenter und kooperativer Transportsysteme
entwickelt, welche die aktuellen und zukünftigen Anforderungen an Sicherheit und
Effizienz sicherstellen sollen. Um dieses Ziel in die Realität umsetzen zu können
muss die verwendete Kommunikationstechnologie jedoch mehrere Herausforderung-
en meistern: eine hohe Mobilität der Teilnehmer, stark schwankende Eigenschaften
des Funkkanals, und die strikten Latenzanforderungen der zu implementierenden
Anwendungen. Aufgrund der Paraderolle für zukünftige, allgegenwärtige Netze die
zu der Vision von “a thousand radios per person” beitragen, ist es notwendig ein
solches kooperatives Transportsystem so zu entwerfen dass eine robuste Leistung
auch dann erzielt wird wenn mehrere hundert Fahrzeuge aktiv teilnehmen oder die
Übertragungseigenschaften des Kanals auffallend stark schwanken. Das Ziel dieser
Arbeit besteht deshalb darin, die Kommunikationstechnologie IEEE 802.11p, die in
einer ersten Generation von Fahrzeugnetzen verwendet werden soll, bezüglich ihrer
Robustheit, Zuverlässigkeit und Leistungsfähigkeit zu untersuchen und zu bewerten.
Voraussetzung hierzu ist ein solides Verständnis der Eigenschaften des Funkkanals
sowie dessen Auswirkungen auf die Signalverarbeitungsschritte des Physical Layers
und die Effektivität der Koordinierung auf Medienzugriffsebene.

Die Arbeit beginnt mit einer Einführung in die fachübergreifenden Themen der
digitalen Signalverarbeitung und der Modellierung des drahtlosen Übertragungs-
kanal. Anschließend werden die dazugehörigen Sichten auf das Kommunikations-
system sowie die daraus resultierenden Modellierungsansätze untersucht, welche
sich von den Ansätzen eines Netzwerkingenieurs deutlich unterscheiden, und die
jeweiligen Vor- und Nachteile bewertet. Um die dabei identifizierten Modellunge-
nauigkeiten existierenden Netzwerksimulatoren zu eliminieren, wird im folgenden
ein neuer Simulator entwickelt und vorgestellt. Dieser vereint alle drei Modellie-
rungssichten in einem Werkzeug und ermöglicht eine akkurate Modellierung des
Kanals, des Physical Layer, und der darauf aufbauenden Netzwerkprotokolle. Der
vorgestellte Simulator wird gegen kommerzielle IEEE 802.11 Sende- und Empfangs-
einheiten innerhalb kontrollierten Kanalbedingungen validiert, sowie um Kanalmo-
delle erweitert, welche die real gemessenen Eigenschaften des Zeit- sowie Frequenz-
selektiven Übertragungskanals nachbilden. Da die Einführung einer sehr akkuraten
Modellierung einen signifikanten Rechenaufwand nach sich zieht, wird abschließend
der Einsatz von GPU-basierten Simulationsarchitekturen untersucht und der erziel-
bare Laufzeitgewinn ermittelt.
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Mit Hilfe des vorgestellten Simulators wird im zweiten Teil der Arbeit die Effek-
tivität des Medienzugriffs in IEEE 802.11p basierten Fahrzeugnetzen untersucht und
bewertet. Die vorgestellten Ergebnisse quantifizieren das Maß der Koordinierung
(bzw. das Maß der nicht vorhandenen Koordinierung, im folgenden Inkoordina-
tion genannt) welches aus schwankenden Kanaleigenschaften resultiert, decken die
Gründe einer Inkoordination auf, und charakterisieren den negativen Einfluß von
Inkoordination aus der Sicht eines einzelnen Empfängers. Basierend auf den Ergeb-
nissen wird anschließend folgendes Fazit gezogen: 1. Eine perfekte Koordination ist
nicht zu erreichen; 2. Ein Schwanken der Kanaleigenschaften führt nur zu einem
leicht erhöhten Grad an Inkoordination; 3. eine Überlastung der Kanalkapazität ist
der primäre Grund für Leistungseinbußen.

Im Folgenden werden das identifizierte Skalierungsproblem sowie existierende
Kontrollverfahren, welche durch die Anpassung der Senderate und Sendeleistung
versuchen die Last auf dem Kanal zu begrenzen, analysiert. Im Gegensatz zur simu-
lationsbasierten Charakterisierung der Leistungsfähigkeit von IEEE 802.11p wird das
verteilte Kontrollproblem aus Sicht der Kontrolltheorie untersucht sowie Designkri-
terien identifiziert die eingehalten werden müssen um eine robuste und effektive
Lösung zu erhalten. Obwohl diese Kriterien intuitiv erscheinen, zeigt die nachfol-
gende Bewertung existierender Lösungsansätze dass diese Kriterien bisher keine aus-
reichende Akzeptanz gefunden haben und nur von wenigen Vorschlägen vollständig
erfüllt werden.

Zuletzt untersucht die Arbeit einen alternativen Ansatz um der auftretenden
Inkoordination und den daraus resultierenden Paketkollisionen zu begegnen: Suc-
cessive Interference Cancellation (SIC). Entsprechend der Erkenntnisse aus der Infor-
mationstheorie erlaubt SIC das erfolgreiche Dekodieren zweier sich überlappender
Signale, sofern diese gewisse Bedingungen bzgl. ihrer relativen Signalstärke einhal-
ten. Gemäß den Ergebnissen, welche im Rahmen weiterer Simulationen gesammelt
worden sind, werden diese Bedingungen in einem IEEE 802.11p basierten Fahrzeug-
netzen jedoch nicht ausreichend oft erfüllt, weswegen der Mehrwert von SIC in diesem
Szenario als minimal betrachtet wird.
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Abstract

Inter-vehicle communication networks have been identified as a promising solution
to establish cooperative vehicular systems that overcome the current and future needs
for increasing traffic safety and efficiency. To achieve their objectives, cooperative ve-
hicular systems will be based on wireless communications between vehicles, and will
have to deal with a highly dynamic mobility of the nodes, challenging radio propa-
gation conditions, and stringent application requirements. As a prime example of
upcoming ubiquitous networks that contribute to the vision of “a thousand radios
per person”, inter-vehicle communication networks need to be designed to scale to
high densities of radios while being robust and adaptive to varying radio propaga-
tion conditions but not making use of any centralized coordination entity. The goal
of this thesis is an analysis and performance evaluation of the IEEE 802.11p communi-
cations technology based on which such inter-vehicle communication networks will
be deployed. Since the performance is going to be affected by fast fading channel
characteristics, employed signal processing algorithms, and medium access control,
a solid understanding of all those three aspects is required.

To establish the required inter-disciplinary expertise, a tutorial style introduc-
tion to signal processing and wireless channel modeling is given in the beginning of
this thesis. In a subsequent step, the different perspective and modeling approaches
that exist in the corresponding but co-existing research communities are surveyed.
Since the modeling approaches and the resulting simulators are incompatible to each
other, a holistic approach is proposed that integrates all perspectives into one sin-
gle evaluation framework. The developed simulator is validated against commercial
transceivers in a controlled and emulated radio environment, and extended to in-
clude state of the art channel models that describe the time- and frequency-selective
properties of the wireless channel adequately well. In order to reduce the computa-
tional efforts that are introduced by this new simulator, several GPU-based software
architectures are evaluated with respect to their benefit on the simulator’s runtime
performance.

With the help of this new simulator, the coordination performance of inter-
vehicle communication networks based on IEEE 802.11p is evaluated. The presented
evaluation quantifies the level of incoordination that exists in such networks, indi-
cates the reason of incoordination, and characterizes the negative impact of incoor-
dination on the successful reception of transmitted packets. The obtained results
indicate that (i) incoordination is inevitable due to the hidden terminal problem,
(ii) fading does not influence the coordination performance significantly, and (iii)
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congestion of the network is the primary reason for a deterioration of the reception
performance.

The identified scalability issue is discussed from the perspective of distributed
congestion control mechanisms that adapt the transmission power and/or the packet
generation rate of all vehicles. In contrast to the characterization of the coordination
performance, the control problem is analyzed from the perspective of control the-
ory with the objective to establish a set of design criteria which have to be met in
order to obtain an effective solution. The microscopic considerations of this analysis
show that cooperative detection of and cooperative as well as synchronized reaction
to congested situations is essential. Unfortunately, the following survey of recent
congestion control proposals shows that these insights are not widely recognized by
the networking community.

In a last step, the inevitable incoordination that occurs in a decentralized net-
work is addressed using the principle of successive interference cancellation (SIC)
at receiving nodes. According to information theory, SIC allows to successfully de-
code two overlapping packet transmissions (one after the other) if they satisfy cer-
tain conditions with respect to their relative signal strength. According to the results
obtained through a simulation-based assessment, these conditions are not fulfilled
often enough in inter-vehicle communication networks, hence, the benefit of SIC is
marginal in this context.
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1

Introduction

For several decades, researchers and engineers from all over the world have been at-
tracted and fascinated by the idea of vehicles being “inter-connected” through wire-
less communications. Their research was initially motivated by the idea of an in-
creased safety level on the roads. Through a periodic exchange of status (or aware-
ness) messages vehicles are envisioned to establish a mutual awareness, which can
be used to avoid dangerous situations or to coordinate multiple vehicles during com-
plex driving maneuvers such as a lane change or an overtake process. More recently,
the initial motivation behind inter-vehicle communications was extended to a larger
scale and researchers started to improve the overall efficiency of the transportation
system in terms of reduced travel times, reduced energy consumptions and gas emis-
sions. While the retrospective view at history shows that there have been variations
with respect to the motivation behind inter-vehicle communications, one key issue
remained unchanged: an inter-vehicle communication network will only be success-
ful if many vehicles are participating and contributing to the network, but the ca-
pacity of the wireless communication channel is limited. It is therefore crucial to
efficiently and reliably coordinate concurrent access to the wireless channel by multi-
ple vehicles such that transmissions by neighboring vehicles do not collide with each
other. At the same time, not only a small but also a large number of communicating
vehicles has to be supported.

Since coordination is the key factor to success, not only for the transportation
system itself but also for the communication system, it is of high importance to de-
ploy a communication system that provides robust and efficient coordination. To
achieve this goal, any potential coordination mechanism has to fulfill certain con-
straints and master several challenges. First of all, a potential mechanism should
not depend on a central coordination entity, i.e. it should incorporate a distributed
operation mode. Second, due to the well-known hidden terminal problem, it has
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1 Introduction

to deal with the fact that every vehicle has only a local view on the topology of the
network. Third, the mechanism has to support scenarios that are comprised of only
a few vehicles as well as scenarios that include a large number of vehicles, i.e. it
has to be scalable. In addition, frequent topology changes due to the high vehicular
mobility, as well as the wide range of radio propagation and shadowing conditions
that exist in different environments (e.g. urban, rural or highway) have to be taken
care of. Finally, fast-fading channel conditions due to multi-path signal propagation
and significant Doppler effects have to be considered, which can prohibit successful
communication even over short distances.

According to recent standardization activities in Europe and the U.S., the first
generation of inter-vehicle communication networks will be based on the IEEE 802.11p
standard for wireless access in vehicular environments (WAVE) [IEE10]. The medium
access control (MAC) mechanism that will coordinate concurrent access in such net-
works is therefore Carrier Sense Multiple Access (CSMA). With CSMA, each node
in the network performs a clear channel assessment prior to an own packet trans-
mission and delays the transmission in case a busy channel is determined. Although
such coordination belongs to the class of distributed control mechanisms, and is self-
adapting to frequent topology changes without any delay, it has been shown that
the performance of such a communications system does not degrade gracefully if
the number of communicating vehicles is increased beyond a so called saturation
level [TCSH06, TMSH09].

The coordination is additionally challenged by a fading of the radio propaga-
tion characteristics, which leads to situations in which even nodes located next to
the transmitter are not able to successfully decode or even to sense its transmissions.
Such situations can have a significant impact on the distributed coordination per-
formance. According to recent channel measurement campaigns [PKC+07, CHS+07,
RKVO08, KP08, CHC+08, TTLB08], the inter-vehicle communication channel ex-
hibits a severe time- and frequency-selective fading even within the short transmis-
sion period of a single packet. Since the OFDM-based IEEE 802.11p was derived from
the IEEE 802.11a standard specification that did not consider such channel effects,
IEEE 802.11p may not be protected sufficiently well against a time- and frequency-
selective fading. Whether this is really the case, and whether this impairment has also
a significant impact on the performance of distributed network protocols can not be
answered easily: previous performance evaluations of IEEE 802.11p based commu-
nication networks did not consider a time- and frequency-selective fading. This is
attributed to the fact that employed network simulators are not able to model a time-
and frequency-selective fading, which in turn is attributed to the fact that they do not
consider individual bits and corresponding signals of a packet. The latter is however
required to evaluate the impact of a time- and frequency-selective channel.

Apparently, aspects that belong to different research communities relate and
potentially impact each other significantly: radio propagation effects, digital signal
processing capabilities, and wireless networking protocols. However, all these as-
pects are usually evaluated independently of each other, and the corresponding re-
search communities co-exist without a strong interaction. For instance, a network

2



1 Introduction

engineer typically does not know about the details of the physical layer, and hence,
existing evaluation methods targeted at wireless communication networks are based
on simplifying assumptions and lack an accurate representation of the physical layer
and the wireless channel. The significance of this lack in accuracy is twofold: first,
and this is specific to this thesis, it prevents a proper evaluation of the coordination
performance of an IEEE 802.11p based inter-vehicle communications network; sec-
ond, and this is fundamentally even more important, it prevents an evaluation of
emerging concepts, technologies, and ideas that may increase the capacity and per-
formance of future communication systems and ubiquitous networks. The idea of
cognitive radios that adjust their transmission and reception parameters such that
the locally available radio spectrum is used in the most efficient way is only one ex-
ample in which a combined consideration of channel, physical layer, and networking
aspects will be beneficial. Advances in the field of information theory – e.g. inter-
ference cancellation based solutions that allow to receive multiple packets “simulta-
neously”, or techniques such as network coding and multiple-input multiple-output
antennas – represent additional examples that motivate the need to break up with
a strict co-existance of the involved research communities and to bridge the gaps
that exist between them.

To summarize the above elaborations, the following fundamental problems with
respect to IEEE 802.11p based inter-vehicle communication networks and their eval-
uation exist:

1. IEEE 802.11p is a technology that has not been designed for the radio propaga-
tion environment it is going to be used in.

2. The inter-vehicle communication channel has been reported as being time-
and frequency-selective, which challenges a robust and reliable communica-
tion based on IEEE 802.11p.

3. Existing methods to evaluate the performance of IEEE 802.11p based inter-vehicle
communication networks lack the capability to model time- and frequency se-
lective channels.

Due to the above problems, the following research questions arise:

1. How can the characteristics and details of the wireless channel and the physi-
cal layer efficiently be integrated into an evaluation method that is targeted at
networks of up to several hundreds of nodes?

2. How significant is the impact of a time- and frequency-selective channel on the
performance of an inter-vehicle communication network based on IEEE 802.11p,
in particular on the coordination of concurrent access by multiple nodes?

3. How can potential incoordination be avoided or reduced, under the require-
ment of zero changes to the IEEE 802.11p physical layer and medium access
control specification?

3



1 Introduction

4. Is the avoidance of incoordination the only solution to encounter the problem,
or is it possible to effectively repair resulting packet collisions, in the sense that
all packets are successfully decoded despite being involved in a collision?

In order to give proper answers to the above research questions, a solid understand-
ing of all involved aspects is required, i.e. an inter-disciplinary expertise in channel
modeling, wireless digital signal processing, network engineering, and the relation-
ship between all aspects is inevitable.

Main contributions of this thesis

This thesis makes contributions to the field of wireless communications in gen-
eral and to the field of inter-vehicle communications in particular:

Consolidation of the perspectives taken by experts coming from different re-

search communities: in order to properly analyze the effects of a time- and frequency-
selective channel with respect to physical layer and MAC layer coordination perfor-
mance, a solid understanding of all three aspects and their relationship to each other
is established. In comparison to existing work that is usually targeted at only one
of the three corresponding research communities and which usually simplifies or
disregards the two other perspectives, a holistic approach is followed in this thesis.
Thereby, a first differentiation between model characteristics (or details) which are
most likely relevant and details which are most likely irrelevant is established.

Development of a new network simulation architecture which integrates the

separate perspectives into one evaluation framework: based on the consolidation
of the different perspectives, a new network evaluation method is proposed which
adopts the complex time sample as the smallest unit under consideration. The re-
sulting level of detail bridges the gap between complex wireless channel models that
describe the characteristics of a time- and frequency-selective multi-path channel,
the signal processing algorithms that are employed at the physical layer, and the as-
pects typically considered in the context of a network of nodes. The proposed net-
work simulator enables an accurate assessment of the performance of inter-vehicle
communication networks based on IEEE 802.11p, and further allows the study of
new research questions that could not be studied before. For instance, the proposed
method allows to quantify the impact of cross-layer optimizations based on either ad-
vanced signal processing techniques such as successive interference cancellation, or
on the usage of multiple antenna techniques such as multiple-input multiple-output
(MIMO). Emerging concepts such as cognitive (or software-defined) radios that will
probably help to address the issue of insufficient spectrum bandwidth will benefit
from such an evaluation framework as well. Since the adoption of the complex time
sample increases the computation effort required to simulate a network significantly,
the benefit of GPU-based simulation is evaluated. The results of this evaluation show
that a large amount of the additional overhead can be compensated through a GPU-
based processing.

Characterization of IEEE 802.11p based access coordination in time- and fre-

quency selective channels: the proposed simulation framework is used to evaluate
the coordination performance of CSMA over a wide range of scenario and channel
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conditions. Initially, deterministic channel effects in terms of a path loss only con-
figuration are used to determine how CSMA schedules transmissions in a scenario
in which the assumptions made by the protocol are valid: every vehicle within a
certain range to the transmitter is able to sense and successfully decode one of its
packet transmissions. Afterwards, fading effects are added and stepwise increased
in order to determine how CSMA reacts to conditions which are not inline with the
assumptions made by the protocol. The observed differences with respect to the non-
fading case are evaluated and discussed. Independent of the channel conditions, the
effect of different packet generation rates, different transmission power settings, and
different vehicle densities is analyzed.

Identification of protocol requirements which have to be met by congestion

control solutions that aim to keep the level of incoordination within a certain

limit: since the coordination performance of a IEEE 802.11p based inter-vehicle com-
munication network decreases significantly once the load that is generated by neigh-
boring vehicles increases, previously proposed methods that aim to limit the load
in the network are surveyed and analyzed with respect to their effectiveness. While
it is no secret that the load in the network can be reduced through an adaptation
of the packet generation rate or the transmission power, there is still no consensus
on how an effective and robust congestion control solutation has to look like. To
address this issue, the underlying distributed control problem is analyzed and fun-
damental requirements with respect to the architecture and design of an effective
controller are identified: cooperative detection of and cooperative reaction to con-
gested channel situations.

Standardization of distributed congestion control for intelligent transporta-

tion systems: the identified design requirements which have to be met in order to ef-
fectively restrict the load offered to the wireless channel have been contributed to the
European Telecommunications Standard Institute (ETSI). Within a specialists task
force, a technical specification on the Configuration and validation of decentralized
congestion control methods for Intelligent Transportation Systems (ITS) [TS111] was de-
veloped which ensures that all of the above identified requirements can be fulfilled.

Evaluation of solutions that address a lack of coordination by means of suc-

cessive interference cancellation: a second approach that deals with the negative
impact of incoordination, namely colliding packet transmissions at a receiver, is ana-
lyzed with respect to its effectiveness. In comparison to congestion control methods
which approach the problem by an adjustment of each node’s transmission behav-
ior, successive interference cancellation aims to solve the problem on a receiver side.
From information theory it is known that two overlapping packet transmissions can
be decoded and successfully received (one after the other) if they satisfy certain con-
ditions with respect to their relative signal strength. In a simulation-based evalua-
tion, the benefit of successive interference cancellation in inter-vehicle communica-
tion networks is evaluated, again over a wide range of scenario configurations and
radio propagation conditions.
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Parts of the contributions presented in this thesis have been previously published in

– M. Torrent Moreno, J. Mittag, P. Santi, H. Hartenstein; Vehicle-to-Vehicle Com-
munication: Fair Transmit Power Control for Safety-Critical Information, In:
IEEE Transactions on Vehicular Technology, Volume 58, Issue 7, pp. 3684–3707,
September 2009

– J. Mittag, F. Schmidt-Eisenlohr, M. Killat, M. Torrent Moreno, H. Hartenstein;
MAC Layer and Scalability Aspects of Vehicular Communication Networks, In:
H. Hartenstein (Editor), K. Laberteaux (Editor), VANET – Vehicular Applica-
tions and Inter-Networking Technologies, Chp. 7, Wiley, pp. 219–272, 2010

– S. Papanastasiou, J. Mittag, E. Ström, H. Hartenstein; Bridging the Gap be-
tween Physical Layer Emulation and Network Simulation, In: Proceedings of
the IEEE Wireless Communications and Networking Conference, Sydney, Aus-
tralia, April 2010

– P. Andelfinger, J. Mittag, H. Hartenstein; GPU-based Architectures and their
Benefit forAccurate andEfficientWirelessNetwork Simulations, In: Proceedings
of the 19th Annual Meeting of the IEEE International Symposium on Model-
ing, Analysis and Simulation of Computer and Telecommunication Systems,
Singapore, July 2011

– J. Mittag, S. Papanastasiou, H. Hartenstein, E. Ström; Enabling Accurate Cross-
Layer PHY/MAC/NETSimulation Studies ofVehicularCommunicationNetworks,
In: Proceedings of the IEEE, Volume 99, No. 7, pp. 1311–1326, July 2011

– M. Sepulcre, J. Mittag, P. Santi, H. Hartenstein, J. Gozalvez; Congestion and
Awareness Control in Cooperative Vehicular Systems, In: Proceedings of the
IEEE, Volume 99, No. 7, pp. 1260–1279, July 2011

Overview of this thesis

This thesis is structured as follows: Chapter 2 starts with an overview of inter-
vehicle communication networks, the motivation behind the idea of “inter-connected”
vehicles, and a brief presentation of the corresponding research history. Afterwards,
the fundamental challenges of inter-vehicle communication networks are discussed
and the differences to traditional wireless networks are presented in detail. Then,
the IEEE 802.11p standard specification including its distributed medium access con-
trol mechanism is introduced with a focus on aspects relevant to the ad-hoc type of
communication that will be used in inter-vehicle communication networks.

As emphasized above, a proper assessment of IEEE 802.11p based inter-vehicle
communication networks requires a solid understanding of all effects that can influ-
ence the outcome of the evaluation. Chapter 3 therefore provides a tutorial style intro-
duction to wireless digital signal processing and channel modeling. First, the process
of transmitting a data packet, i.e. the modulation of a sequence of bits as a sequence
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of complex signals, is explained. Then, the reverse process of a receiver is discussed,
with a focus on the general tasks such as signal detection, channel estimation, chan-
nel tracking and demodulation. Afterwards, the structure of an inter-vehicle com-
munication channel is illustrated in order to describe all relevant phenomena that
can be observed in such a channel: shadowing, multi-path propagation and Doppler
effects. Based on these basics, relevant metrics and channel modeling approaches
that characterize the impulse response of an inter-vehicle communication channel
are introduced, followed by a survey of results obtained within recent channel mea-
surement campaigns. The relevance and impact of these results with respect to the
physical layer of IEEE 802.11p is discussed in the following.

Chapter 4 starts with a survey and comparison of simulation and modeling ap-
proaches used by the networking and signal processing research communities. Based
on the identified differences and discrepancies in the taken perspectives, a combina-
tion, or merge, of both perspectives is proposed and motivated through examplary
research questions which would benefit from the existance of such a combined sim-
ulation approach. After this motivation, the design and implementation of a net-
work simulator that actually integrates the perspectives of a physical layer or wireless
channel simulator is presented. The proposed simulator is validated against a small-
scale wireless channel emulation testbed that simulates the radio propagation effects
between two commercial wireless transceivers. The physical layer implemented in
this simulator is further evaluated in a one sender one receiver setup with reference
to time- and frequency-selective channels. Since the computational effort is signif-
icantly increased by the integration of the additional aspects, the benefit of GPU-
based signal processing and simulation is also discussed in this chapter.

With the help of the network simulator developed in Chapter 4, the coordina-
tion performance of IEEE 802.11p is assessed in Chapter 5. First, related work that
also focuses on a performance evaluation of IEEE 802.11 is surveyed and compared
to the work presented in this thesis. Afterwards, the own evaluation methodology, i.e.
the employed performance metrics and the corresponding simulation setups, is spec-
ified. The obtained simulation results are then presented and intensively discussed.

Chapter 6 continues with an analysis of congestion control from the perspec-
tive of distributed control theory. Existing proposals are classified with respect to
being based either on the principle of an open- or closed-loop controller, and on
being either proactive or reactive. With the help of an exemplary scenario, the sen-
sitivity of the underlying distributed control problem is presented in detailed. It is
further shown how easily a controller can be ineffective if not every single aspect is
not treated properly. The result is a set of design requirements, which have to be
implemented by any control solution that aims not to be fundamentally wrong.

As an alternative to a transmitter side reaction to resolve congested channel
situations, Chapter 7 evaluates the benefit of successive interference cancellation at
receiving stations. In analogy to previous chapters, existing related work is surveyed
in the beginning of this chapters. Furthermore, the carried out simulations are based
on the same configuration and channel conditions used for the characterization of
IEEE 802.11p’s coordination performance.
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Finally, Chapter 8 reports the conclusions that can be drawn from this thesis’
results and provides directions for further research. Appendix A provides a detailed
description of the state machine used in the implementation of the proposed net-
work simulator. Appendix B elaborates on the parametrization of the signal detector
implemented at the physical layer of the proposed network simulator.
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2

Overview on V2V communication

networks

On the New York World’s Fair already back in 1939, Normal Bel Geddes introduced
his vision of future transportation systems to the public, and illustrated how such sys-
tems may look like 20 years into the future. In his Futurama exhibit that was being
sponsored by the General Motors Corporation, Bel Geddes sketched an automated
highway system that is focused on safety, comfort, speed and economy [Ged40]. In
his design of a network of motorways that inter-connect cities from all over the coun-
try, automobile collisions and accidents were envisioned to be impossible and con-
gested traffic situations were expected to be a problem of the past.

Albeit the fact that many of his ideas were adopted in the following 20 years
and are implemented today, road accidents, fatalities, and traffic congestion are still
an everyday problem faced by citizens that merely desire to get from one place to
the other. One major reason for this state is the lack of technical advances back at
that time, which lead to a focus on infrastructure based solutions that require an
upgrade of the existing road network by means of magnetized stainless-steel spikes
that are driven one meter apart in the center of each lane. The spikes were envisioned
to be used by each vehicle to measure its speed, locate its current position, as well
as to receive information about the current driving direction, recommended speeds,
or similar aspects. Since the deployment of such a system requires an upgrade of
the whole traffic network, the vision of an automated highway system was eventu-
ally abandoned and replaced by the idea of intelligent autonomous vehicles, an idea
which is studied using the term Intelligent Transportation Systems (ITS) today.

Intelligent transportation systems employ wireless communication technolo-
gies to enable information exchange between equipped vehicles in order to extend
the set of locally available information. In combination with a positioning system
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such as GPS, and information provided by street maps, or geographic information
systems in general, vehicles are envisioned to act cooperatively, derive sound deci-
sions with respect to potentially dangerous driving maneuvers, and to adjust their
routes if specific areas of the road network are congested. Whereas traffic efficiency
related applications will probably be implemented using infrastructure based com-
munication technologies, e.g. UMTS or LTE, a direct exchange of information be-
tween vehicles is envisioned for most safety-related use cases. Through a periodic
broadcast of status messages that contain information about the current position,
driving direction, velocity, etc., a mutual awareness among neighboring vehicles is
established, which can then be used to detect and avoid dangerous traffic situations.
In comparison to the approach followed in the late 60’s, the introduction of wire-
less communication technology allows a smooth transition from non-intelligent to
intelligent transportation systems.

The following Section 2.1 provides a very brief summary on the evolution of
intelligent transportation systems, or more specifically of inter-vehicle communica-
tion networks. Section 2.2 then discusses the challenges of inter-vehicle communi-
cation networks by highlighting the aspects that differentiate them from traditional
wireless networks. Afterwards, the IEEE 802.11p standard specification including its
distributed medium access control mechanism is introduced in Section 2.3 with a
focus on the most relevant aspects that are required in the remainder of this thesis.
Finally, Section 2.4 summarizes this chapter and provides concluding remarks. In
the interest of this thesis, a complete introduction to the wide range of aspects un-
der which inter-vehicle communication networks have been studied in the past is
avoided. Those desiring deeper background are refered to [HL10].

2.1 History

One of the first research projects that considered the exchange of information us-
ing wireless communication technologies was carried out from 1973 to 1979 in Japan,
with the objective to develop a Comprehensive Automobile Traffic Control System
(CACS) that reduces road traffic congestion and exhaust fumes, avoids traffic acci-
dents, and enhances the public and social role of automobiles. Although the project
was able to setup a pilot operation with 330 test vehicles and 98 roadside units in the
end, CACS was never implemented on a large scale.

In the following decades, different research activies were initiated in Europe,
Japan and the U.S: e.g., the PROMETHEUS (Programme for European Traffic with
Highest Efficiency and Unprecedented Safety) framework was initiated and supported
by 19 European countries and the Commission of the European Communities to fos-
ter research and development activities in 1986 [Wal92]. Similarly, the California
Partners for Advanced Transport and Highways (PATH) demonstrated a prototype
for cooperative autonomous driving at the San Diego demo in 1997, and initiatives
such as the Intelligent Vehicle Initiative (IVI) in the U.S. [HS05] or the CarTalk and
FleetNet projects in Europe [FHM05] continued to investigate the feasibility of active
safety and cooperative driver assistance systems using wireless technologies.
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The success of the IEEE 802.11 WLAN technology, the availability of a satellite-
based global position system (GPS), and the allocation of a 75 MHz bandwidth in
the 5.9 GHz frequency band by the US Federal Communication Consortium in 1999
stimulated a shift in the focus of subsequent research projects. These studies put
more emphasis on the evaluation of architecture and protocol related issues, on a sys-
tematic exploration of possible application scenarios and use cases, as well as on the
analysis whether the IEEE 802.11a standard specification is suited to support these ap-
plications and able to serve as a foundation for inter-vehicle communication systems.
In parallel, standardization activities were intensified and consortia were established
to develop a harmonized communication architecture that enables inter-operability
between all major car manufacturers. All these efforts lead to the final approval of
the IEEE 802.11p standard specification in 2010, which is considered to be used by the
first generation of inter-vehicle communication networks in the U.S. an Europe, as
well as to the availability of a standardized base communication architecture which
all major car manufacturers agree on and which is being used in current and future
field operational tests.

2.2 Challenges and requirements

While the envisioned scenario of vehicles that exchange information using wireless
communication technology to increase safety on the roads is intuitively convincing
to many people, the technical implementation of just that is not as straight forward
as one might think. Indeed, inter-vehicle communication networks are challenged
by several issues and requirements, which exist either due to the inherent character-
istics of the considered scenario, or due to the fact that a communication technology
has been selected which has not been designed for the usage in such an environ-
ment in the first place.

Within the research community and standardization bodies, there is a common
agreement that the following requirements have to be met by an inter-vehicle com-
munication network that aims to increase the safety level on the road:

– The network has to support two types of safety messages: periodic awareness
messages which are broadcasted by any vehicle to inform neighboring vehi-
cles about the own presence and status, as well as event-driven alert messages
which are sent out in case of an emergency situation that requires an imme-
diate notification of possibly affected neighbors. Whereas periodic messages
are envisioned to be only one-hop broadcasted and termed either Cooperative
Awareness Message (CAM) or simply “beacon”, event-driven messages may be
disseminated over more than one hop.

– Although periodic beacon messages are the building block for a communica-
tion based active safety system, the importance of their content is typically
lower compared to the content of an event-driven message. Consequently, the
communication system should be able to differentiate between both types and
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assign higher priorities to emergency messages whenever they need to be dis-
seminated.

– Due to the wide range of scenarios in which inter-vehicle communication net-
works will be deployed, the underlying communication system has to cope
with a wide range of environmental conditions while providing optimal per-
formance, hence it needs to be adaptive and robust.

– The network has to support scenarios in which only a small number or up to
several hundreds of vehicles have to communicate, hence its has to be elastic
and scalable.

Apart from the requirements described above, several challenges have to be faced, in
particular by the physical layer and the medium access control layer:

– Due to the lack of a central coordination entity, communication will be per-
formed in a distributed manner. This implies that resource and bandwidth
allocations have to be determined in a self-organized fashion. However, since
every vehicle acts out of its own perspective, message (or packet) transmissions
by multiple vehicles will be difficult to synchronize, multiple access interfer-
ence (or packet collisions) will not be an exception, and suboptimal medium
access coordination among vehicles has to be expected.

– Frequent topology changes as a result of high vehicular mobilities prohibit a
simple 1:1 adoption of principles that have shown to work efficiently in static
networks. For instance, an offline (or a priori) optimization of the MAC layer,
an approach that is often used in static networks, is not able to adapt to the
topology changes that exist in vehicular environments.

– The IEEE 802.11a standard specification, from which IEEE 802.11p has been de-
rived, was not optimized for a usage in vehicular environments in which the
radio channel is fading significantly with respect to time and frequency do-
main. As a result, successful packet reception will be challenged even in the
absence of interference.

– The laws of physics, in particular the fact that signal strength decays over dis-
tance, and the lack of a central coordination entity lead to the well known prob-
lem of hidden terminals. This issue is further intensified by fading channel
characteristics, that introduce hidden terminal situations even within small
geographic areas. Medium access control mechanisms have to consider that
aspect.

– Only a bandwidth of 10 MHz has been reserved for safety-related communica-
tion, and a data rate of 6 Mbps is envisioned to be used within this bandwidth.
However, this capacity will easily be exceeded if scenarios with high vehicular
densities are considered. To address this issue, medium access control has to
introduce “controlled” packet collisions.
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While each requirement or challenge alone could easily be solved, the combination
poses a big challenge for the design of an optimal solution. Already prior to the de-
sign of an optimal solution, the combination also makes it difficult to understand
all negative and possibly positive impacts contributed by each single requirement or
challenge, and aggravates a sound decision on how to design the to be used com-
munication system. This is emphasized by the fact that there is still no consensus
within the research community whether IEEE 802.11p already employs an “optimal”
medium access control to meet the above requirements and challenges.

2.3 The IEEE 802.11p standard

This section provides a brief overview of the IEEE 802.11p standard for wireless access
in vehicular environments (WAVE) [IEE10]. The p amandment extends the existing
IEEE 802.11-2007 standard family [IEE07] by a communication mode termed com-
munication outside the context of a basic service set. This mode is of special interest
for safety-related communication, since it does not require association and authenti-
cation on medium access layer prior to a data transmission. Within the context of this
thesis, a complete introduction to the IEEE 802.11p standard with all of its function-
alities is omitted in this section, and only the decentralized medium access control
mechanism for broadcast-oriented communication outside the context of a basic ser-
vice set is addressed. Since Chapter 3 will elaborate on the fundamentals of digital
signal processing, wireless channel effects, and the physical layer specification of the
standard, these aspects are skipped in this section. Also, further details on the his-
tory and additional functionalities of the standard such as unicast or infrastructure-
based communication are neglected. Those desiring deeper background are refered
to [Gas02, MSEK+10] or the standard itself.

The coordination mechanism that is used by IEEE 802.11p for distributed medium
access belongs to the category of random access control protocols and is called the Dis-
tributed Coordination Function (DCF). DCF employs the principle of “listen before
talk” or Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). With
CSMA/CA, each station has to check whether another station is already transmitting
a frame before it is allowed to transmit an own frame. Hence, if a station wants to
transmit a frame and the channel is free, it may start its transmission immediately.
If however the channel is detected busy, the station has to defer its access until the
channel becomes available again.

The channel is considered busy if the measured energy at the antenna exceeds
a so called carrier sense threshold. The carrier sense threshold is arbitrary and does
not reflect whether a signal can actually be decoded at that level. By using either a
low or high carrier sense threshold, it is possible to implement a rather aggressive or
conservative transceiver. In addition to such a physical carrier sensing, the channel is
also marked busy if the preamble and signal header of a packet have been detected
successfully and the frame duration has been obtained. Based on such a virtual car-
rier sensing, a station blocks own transmissions attempts until the last symbol of the
frame that is currently “in the air” has been transmitted.
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When virtual and physical carrier sensing indicate an idle medium again, the
station does not just transmit its frame, but waits further for a so called distributed
inter frame space (DIFS) during which the channel has to remain idle as well. Only
if the channel remained idle during this period, the station will finally contend for
the channel. Figure 2.1 illustrates this fundamental concept.

Busy medium

DIFS

Defer access

DIFS

Backoff slots

Contention window

Next frame

Figure 2.1: Illustration of the distributed coordination function for medium access
in IEEE 802.11.

As mentioned above, a station enters the contention phase if it wants to transmit
a data packet but the channel is detected as being busy. Since this could happen also
to other stations, it would be a bad idea to start the transmission immediately after a
DIFS – all contending stations would start to transmit at the same point in time. To
avoid such a situation, every station waits for an additional, randomly selected time
interval during which the channel has to remain idle. Each station draws a uniform
random number that corresponds to a backoff slot in the contention window that
starts directly after a DIFS, cf. Figure 2.1. The random number indicates how many
backoff slots have to elapse before the own transmission may be started. The process
of “counting down” time slots is called backoff. If the channel is determined busy
again during the backoff process, the backoff is paused and resumed after the next
observed DIFS. The size of the contention window and the number of backoff slots
is a tradeoff: whereas an increased number of backoff slots reduces the probability of
two stations selecting the same backoff slot, it will reduce the time that can be used
for actual data transmissions. The contention window is therefore set to a size of 15
backoff slots with a time duration of 13 μs each.

As an extension of the distributed coordination function, IEEE 802.11p incoop-
erates the Quality-of-Service (QoS) mechanisms defined in the IEEE 802.11e stan-
dard specification. The objective is to differentiate several packet types in the net-
work and to prioritize packets that are most significant. The Enhanced Distributed

Access category index Designation AIFSN Contention window size

0 Best effort 6 7
1 Background 9 15
2 Video 3 3
3 Voice 2 3

Table 2.1: Default EDCA parameter set for broadcast-oriented communication out-
side the context of a BSS.
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Channel Access (EDCA) distinguishes four different access categories (AC), to which
different arbitrary inter frame space numbers (AIFSN) and contention window sizes
are assigned, cf. Table 2.1. AIFSNs replace the fixed DIFS in DCF and determine
the number of time slots during which the channel has to be sensed idle in order to
enter the channel contention phase. Through the usage of small AIFSNs and small
contention window sizes for high priority access categories, packets that belong to
this category have a high chance to gain access to the channel earlier than packets
that belong to a category that uses longer inter frame spaces and larger contention
window sizes. Note that the designations of the access categories indices (ACI) given
in Table 2.1 do not relate to safety-related communication scenarios. Nevertheless, it
is foreseen to use ACI 1 for non-prior background traffic (e.g. awareness messages),
and to use ACIs of 2 and 3 for critical emergency messages.

2.4 Conclusions

This chapter provided a brief introduction to inter-vehicle communication networks
with respect to their objectives and their long history of research projects. Further,
existing challenges and requirements that have to be addressed (or fulfilled) by the
communication system have been referenced and discussed, with the remark that a
system that is being influenced by so many aspects is difficult to understand and diffi-
cult to design. As the foreseen IEEE 802.11p standard will be used in a first generation
of inter-vehicle communication networks, although it has initially not been designed
to master all challenges that are raised by radio channel characteristics at 5.9 GHz in
vehicular environments, vehicular network engineers need to extend their horizon
beyond their traditional expertise and have to consider the unreliabilities present on
the physical layer and the wireless channel.

The following chapters elaborate on the challenges and requirements in more
detail. Chapter 3 establishes a thorough understanding of the physical layer and the
wireless vehicular radio propagation channel, with the objective to illustrate the short-
comings and weaknesses of IEEE 802.11p. Chapter 4 then surveys existing evaluation
methods that are typically used to assess the performance of wireless communica-
tion networks, discusses their applicability in vehicular environments, and presents
a new method in order to overcome the significant shortcomings that are present
in existing evaluation methods. This new method is used in Chapter 5 to evaluate
the performance of IEEE 802.11p based vehicular networks and to establish an in-
depth understanding of the CSMA-based medium access control employed by that
standard. The obtained insights are used to identify the fundamental weaknesses
of CSMA in vehicular environments, and serve as the basis to discuss additional
mechanisms in Chapter 6 which aim to avoid situations in which these weaknesses
occur, and to evaluate the effectiveness of a cross-layer optimization approach in
Chapter 7 that aims to repair these weaknesses through the application of successive
interference cancellation.
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3

From packets to signals: digital signal

processing and channel modeling for the

wireless network engineer

The following sections provide a tutorial-like introduction to the relevant aspects
that have to be considered and well understood when studying the performance of
wireless networks in general, and the performance of medium access control proto-
cols in inter-vehicle communication networks in particular. Primarily, those aspects
comprise physical layer internals and high-frequency channel characteristics, which
on the one hand can have a significant impact on the performance of the to be used
transceivers and the resulting network, but on the other hand are not sufficiently
understood by traditional wired (and wireless) network engineers.

Section 3.1 therefore begins with an illustration of the fundamentals of digital
signal processing, explaining how the data bits of a packet are modulated to signals
and how signals are transmitted using sine waves (or sinusoids). An understanding
of these fundamentals is required to recognize the inadequacy and inaccuracy of
traditional network simulators when it comes to the simulation of the IEEE 802.11p
physical layer in inter-vehicle communications. With these fundamentals in mind,
Section 3.2 continues with an elaboration of the radio propagation effects that are typ-
ical for mobile-to-mobile channels and that will alter a transmitted signal. Section 3.2
further indicates how these effects challenge the successful reception of transmitted
packets and how these impairments can be addressed by the physical layer. After-
wards, an outline of the Orthogonal Frequency Division Multiplex (OFDM) based
physical layer specification of the IEEE 802.11 standard family is given in Section 3.3.
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3 From packets to signals

3.1 Introduction to digital signal processing

What is actually happening to all the bits of a data packet when the MAC layer is hand-
ing them over to the physical layer, with the request to broadcast them using digital
wireless communication technologies? What sounds like an easy question for experts
from the electrical engineering domain, will probably not be easy to answer for ex-
perts that originate from the computer science (or networking) domain. Most likely,
a computer scientist will answer that bits are somehow modulated on a radio wave
using different amplitudes, phases, codes and/or frequencies, but if you dig deeper,
many of them will have to resign at this level of detail. Unfortunately for them, it is
crucial to know and understand these details in order to consider and/or model all
effects of the to be studied wireless communication systems accurately enough, and
to recognize possible benefits that can be achieved through cross-layer optimization
– cf. Section 4.1 for more details.
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Figure 3.1: Illustration of four sine waves that differ only with respect to their phase
offset, i.e. 0, 90, 180 and 270 degrees. The frequencies and peak amplitudes are iden-
tical.

To answer the question raised above, this section sketches the typical workflow
of a transceiver. The sketch starts with the transformation of a sequence of bits (that
constitute a data packet) into a sequence of complex signals, then describes how and
for how long the generated signals are transmitted, and finishes with an explanation
of the decoding process on a receiver side. Since the OFDM based specification of
IEEE 802.11 does not make use of code based modulation, we omit this possibility
in this thesis and consider only amplitude, phase and frequency as valid options to
encode bits into signals.
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3.1 Introduction to digital signal processing

3.1.1 Transformation of bits to signals

Let’s start with an intuitive example: we assume that a transmitter is using the four
sine waves shown in Figure 3.1 to encode the bits of a data packet and transmit them
over the wireless channel. Each of the depicted sine waves can be described com-
pletely by its frequency, its peak amplitude and its phase offset. In the above example,
the four sine waves have an identical peak amplitude of value of 1 (so far unitless),
share the same fixed frequency, but differ with respect to the phase (namely 0, 90,
180 and 270 degrees) at which each sine wave starts. In mathematical terms, such
sine waves are typically expressed by a periodic signal x(t) with

x(t) = A cos(2π f0t +Φ) (3.1)

where A is the peak amplitude, f0 the frequency, and Φ the phase of the signal in
radians. Alternatively, if the frequency f0 is fixed (or known), the sine wave can also
be characterized by a phasor V which is defined as

V = A e jΦ = A cos(Φ) + jA sin(Φ) (3.2)

where A is again the peak amplitude and Φ the phase of the signal in radians. The
above definition of a phasor allows us to describe each sine wave through a com-
plex number that can be visualized in the complex plane, as illustrated in Figure 3.2.
Hence, we can choose between a polar representation of a phasor V using its am-
plitude A and phase Φ, and a rectangular representation that is given through the x
and y coordinates in the complex plane. In the illustrated example in Figure 3.2, the
vector z⃗ = (x , y) in the complex plane describes a phasor with amplitude A = ∣z⃗∣ and
phase ψ = tan(y/x) = 45 ○. The vector z⃗ will be moving counterclockwise at a rate
of 2π f0, e.g. it will turn by 360○ once per second for a frequency of f0 = 1Hz.

Ψ

x

y
z

Re

Im

Figure 3.2: Expression of a
sine wave with amplitude A,
phase offset Φ and frequency
f0 through a phasor with fixed
frequency f0: the length of z⃗ re-
flects the amplitude A, the an-
gle ψ reflects the phase offset
Φ, and the vector z⃗ is moving
counterclockwise at a rate of
2π f0.

Now that we know that each periodic signal with a fixed frequency can be de-
scribed by a vector in the complex plane, we can take a look at reasonable ways to
encode a single (or a sequence of) bit(s) into a periodic signal and how to depict
them in one single figure (using the complex plane notation of phasors). Using again
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Figure 3.3: Several sine waves depicted as vectors in the complex plaxe, each one
characterizing the periodic patterns of a phasor at fixed frequency: a) four different
phasors that differ only with respect to their phase offset (45○, 135○, 225○ and 315○); b)
16 different phasor that differ with respect to their phase offset and amplitude.

the example of four sine waves that differ only with respect to their phases, we can
depict such sine waves as illustrated on the left in Figure 3.3: the red phasor (225○)
represents the bit sequence 00, the green phasor (135○) represents the bit sequence
01, the orange phasor (315○) represents the bit sequence 10, and the blue phasor (45○)
represents the bit sequence 11. Please note that the mapping between a specific bit
sequence and phasor is arbitrary here and can be adjusted as long as transmitter and
receiver employ the same mapping. Also, instead of using the term phasor or vector,
one typically uses the term constellation point to refer to a specific phasor or vector,
and constellation diagram to refer to the representation of a signal as a phasor in com-
plex plane. In the following, we will use the terms phasor, vector and constellation
point synonymously. Furthermore, we will use the term bit modulation to refer to
the process of mapping a single bit or a bit sequence to a periodic signal.

When designing a communication system, one has to define a set of valid con-
stellation points that may be used by a transmitter. In the above example, four constel-
lation points that differ only with respect to their phases were used. Such a setup is
typically called Quadrature Phase-Shift Keying (QPSK) and belongs to the class of bit
modulation schemes that employ phase shift keying. Another often used phased shift
keying method is called Binary Phase Shift Keying (BPSK) and distinguishes between
two different phases only. While using two different phases allows to encode only one
bit per signal (compared to two bits per signal in QPSK), i.e. it requires twice as many
signals to encode the same bit sequence, BPSK comes with the advantage of being
more robust since the two signals differ by 180○ instead of only 90○, and hence can be
more easily distinguished by a receiver. Apart from phase shift keying, one can also
employ the peak amplitude to differentiate signals. The example on the right side of
Figure 3.3 for instance depicts the constellation points that are used by 16-Quadrature
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Figure 3.4: Sequential transmission of two digital signals: each signal has a sample
period that is twice as large as the period of the signal itself.

Amplitude Modulation (16-QAM): each constellation point is uniquely identified by
its phase and its peak amplitude. In the example the mapping between signals and
bit sequences is further assigned such that neighboring constellation points differ
in only one bit. Compared to QPSK, the spacing between the constellation points
is significantly reduced in 16-QAM, and it can be reduced even further when using
not only 16 constellation points but 64 constellation points in 64-QAM. Again, the
increase of the number of constellation points allows us to increase the number of
bits per symbol (4 bits in 16-QAM, and 6 bits in 64-QAM), but challenges a proper
classification of the determined phase offsets and peak amplitudes on a receiver side.

In the above figures, the maximum peak amplitude of a phasor in the constella-
tion diagram is always 1. The reason is quite simple: for digital signal processing, the
absolute values that describe a phasor are not important, what matters is the relation
of one phasor to another. Hence, one typically normalizes the constellation diagram
such that the peak amplitude of the phasor with the greatest energy accounts to 1.
Consequently, it is not a problem if the absolute values of the peak amplitudes used
by a transmitter differ from the values observed by a receiver – as long as the relation
between the amplitudes of the signals does not change.

3.1.2 Transmission of signals

After having clarified how bits are represented through signals in terms of sine waves
(or phasors), the next question that needs to be answered is: how and for how long
a radio should transmit a sine wave? In wireless communications digital signals are
broadcasted using electromagnetic waves that exhibit the same periodic properties as
the digital signal. That means, the radio frontend on the transmitter side will generate
electromagnetic waves according to the given digital signals, and the radio frontend
on the receiver side will transform the analog signals back to the digital domain. In
order to make sure that the receiver determines the correct characteristics of a signal,
the transmitter has to repeat each signal for a minimum period of time. This period
is called symbol time (or symbol duration) and is typically several times longer than
the period of the signal itself. Figure 3.4 illustrates an example where two different
digital signals are transmitted sequentially for a symbol duration that is twice as long
as the period of the signal.

In the example of Figure 3.4 we assumed that signals are transmitted one af-
ter the other at one single carrier frequency. Although it is a valid approach to use
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Figure 3.5: Single versus Multiple carrier frequency transmission.

only a single carrier frequency for a transmission, todays communication systems do
not employ it anymore. Instead, modern communication systems make use of mul-
tiple carrier frequencies and employ the concept of orthogonal frequency division
multiplexing (OFDM) to transmit multiple signals simultaneously at different, non-
interfering frequencies. As depicted in Figure 3.5(a), all symbols are transmitted on
exactly the same frequency but for short periods in the single carrier case, whereas
symbols are “spread” in time and frequency (for instance on 4 different carrier fre-
quencies) when employing a multiple carrier frequency mechanism, cf. Figure 3.5(b).
By the usage of several frequencies – typically called subcarriers – transmissions are
more robust against frequency selective fading or interference that is present only at
a specific frequency. While a permanent interference close to the center frequency
would destroy all signals in the single carrier case, the impact of such interference
would be limited in the multiple carrier case since not all carriers will be affected. In
combination with additional forward error correction mechanisms, OFDM would
in such a situation be able to recover all effective bits. In case of the single carrier
system, additional forward error correction would be pointless. In the example in
Figure 3.5(b), a simple mapping was used to map a signal to a specific subcarrier, i.e.
every N-th signal was mapped to the subcarrier with index N. As we will see later in
Section 3.3, IEEE 802.11p employs a more advanced mapping technique.

To be effective, OFDM requires that the used subcarrier frequencies are orthog-
onal to each other. Assuming that we have two subcarrier signals s1(t) and s2(t)
of the form

si(t) = Aicos(2π( fc + iΔ f )t + φi), 0 ≤ t < T (3.3)

with Ai being the amplitude and φi the phase of the i-th signal, fc being the center
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frequency, and Δ f being the subcarrier spacing. Then, s1(t) and s2(t) are orthogonal
to each other within the time interval [0, T) if fc ≫ T−1 and Δ f = T−1. That is

∫
T

0
s1(t)s2(t)dt = 0 (3.4)

If Δ f < T−1, s1(t) and s2(t) will not be orthogonal.

3.1.3 Detection and decoding of signals

After transmission, the signals propagate through the air and “arrive” at the receiver.
Although we have not looked at all the details of radio propagation characteristics
such as multi-path fading, Doppler effects or similar yet – these aspects are covered
in Section 3.2 – we can already consider the fundamental tasks that a receiver has to
perform in order to correctly decode the arriving signals: first, a receiver has to deter-
mine that there are relevant signals arriving at the own antenna at all and not just ran-
dom thermal noise – i.e. it has to detect the signal; second, the receiver has to synchro-
nize to the signals with respect to time in order to perform a proper mapping between
signals and symbols – i.e. the receiver has to know when the first symbol starts; third,
the receiver needs to estimate, track and equalize the signal alterations of the wire-
less channel, i.e. the receiver has to determine the phase shifts, the loss of the channel
and possibly also frequency shifts; and finally, the receiver has to decode the signals,
based on previously performed time synchronization and channel estimation.

Signal detection on a receiver side can be implemented in several ways. In a very
simple solution a receiver “waits” until the energy that is observed at the antenna in-
creases by a specific threshold and treats this event as an indicator for the beginning
of a new data packet. However, such an approach can be vulnerable to unexpected
interference that is not related to the wireless communication system at all. There-
fore, many of todays wireless communication systems make use of so called training
symbols which a transmitter will broadcast prior to the actual data symbols. Such
training symbols adhere to a predefined pattern that is known by every transceiver,
are repeated several times. Further, by using only a subset of the frequencies available
in the used frequency band, e.g. by using only a subset of the available subcarriers of
OFDM, a receiver can then also successfully detect the start of a valid transmission
if the received signal strength is below thermal background noise.

Similarly to signal detection, a receiver can make use of training symbols to
synchronize to the transmission in time and to estimate the impulse response of the
channel. However, in order to estimate the channel over all frequencies, a second
sequence of training symbols that covers all subcarriers is typically used. A “com-
parison” of the received and expected training symbols then yields the current phase
shift as well as the gain in amplitude, and provides the necessary input in order to
equalize the effects of the radio propagation channel at the receiver. Since the chan-
nel impulse response may change over time, modern OFDM-based communication
systems employ so called pilot subcarriers that are used only for channel estimation.
These subcarriers will not be used for actual data symbols, but instead contain well
known training symbols in order to allow channel tracking by the receiver over time.
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Figure 3.6: Illustration of a typical subcarrier allocation: a repetition of several short
training symbols in the beginning is used for signal detection, followed by two long
training symbols used for initial channel estimation, and the actual data symbols. A
subset of the subcarriers is further used to track channel variations over time.

Figure 3.6 illustrates the described subcarrier allocation over time: first only a few
subcarriers are used to provide a robust foundation for signal detection; then, all
subcarriers are used to transmit the training symbols for a complete initial channel
estimation; afterwards, the actual data symbols and pilot symbols are transmitted.

Earlier, we briefly stated that a receiver finally decodes the received signals, which
means that the signal is mapped back to the constellation point to which it has the
closest distance. In order to be able to properly map the signal to the correct con-
stellation point, and hence successfully decode the signal, the signal has to arrive
sufficiently strong at the receiver. The importance of this aspect is illustrated in Fig-
ure 3.7 which shows a transmitted signal and an interfering noise component using
their representatives in the complex plane. According to the superposition principle,
their cumulation describes the received signal and is obtained through the addition
of both vectors. As shown, the noise considered in this example results in a minor
phase shift: while a BPSK or QPSK modulation will probably not suffer from such
a small phase shift, higher order modulation schemes may be vulnerable. Similar
arguments apply to the changes observed in the amplitude of the received signal.

The above discussion shows that noise (or interference) components are not
necessarily destructive. Moreover, such components need to be sufficiently strong
in order to challenge the decoding process at a receiver. These observations have
to be kept in mind when the impacts of a multi-path radio propagation are evalu-
ated later in this thesis.
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Figure 3.7: Impact of a single noise component on a transmitted signal, the resutling
received signal and the implications on signal decoding.

3.2 Radio propagation

This section provides a brief introduction to radio propagation in vehicular environ-
ments and takes a look at what is happening to a signal once it is transmitted by
the transceiver and radiated at the antenna. The introduction begins with a general
description of multi-path propagation in Section 3.2.1, covering aspects such as multi-
path fading and characteristics such as Delay spread, Doppler shift, Doppler spread,
coherence time and coherence bandwidth. Afterwards, Section 3.2.2 surveys exist-
ing vehicular channel measurement studies that have been carried out in the past,
and Section 3.2.3 concludes with a discussion of the observed characteristics and the
implications on physical layer. A more detailed survey on vehicular channel charac-
terization, including antenna characteristics and vehicle-to-infrastructure channels,
can be found in [MMK+11].

3.2.1 Vehicle-to-vehicle propagation channels

When a transceiver transmits a signal using an omnidirectional antenna the energy
of the signal is typically radiated into all directions. Although directional antennas
could be used to “guide” the radiated energy into a specific direction, the remainder
of this subsection as well as the rest of this thesis assumes that omnidirectional an-
tennas will be the default antenna type in vehicular communication networks. As a
result, we assume that signals will propagate uniformly into all directions.

The propagation of signals that are transmitted by a vehicle is typically described
by an infinite set of rays – in the following termed paths – that originate at the antenna
with different angles of departure. The power of each path declines with an increase
in distance to the origin. This phenomenon is called pathloss and is modeled as

P(d) = P0 − 10n log10(d/d0) (3.5)

where d is the distance, P0 is the power level at the reference distance d0 (typically
1 meter), and n the pathloss exponent. A subset of these paths arrives at the receiver,
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Transmitter
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Figure 3.8: Illustration of a typical vehicle-to-vehicle propagation scenario with mo-
bile and static scatterers that contribute to the multi-path impulse response between
a transmitter and a receiver.

either directly in case of line of sight or indirectly through reflections and diffrac-
tions. Due to the distinct distance of each path, a different path loss, phase shift
and propagation delay is exhibited by each path – similar to the timely dispersion
of an accoustic signal and its echos. The sum of all paths defines the impulse re-
sponse of the channel.

Figure 3.8 illustrates these basics using a simple scenario in which vehicles are
moving on a straight road being surrounded by two obstacles next to the street (a
sign post and a building). Due to comprehensibility, only five different paths have
been drawn into this scenario, which all take different paths to reach the receiver.
Usually, not only one but a collection of multiple paths is reflected at each of the
objects (or scatterers) located in the surrounding of the transmitter or receiver, and
each of the paths that belong to such a collection arrives at the receiver with a similar
delay but with a different attenuation. Each collection can be described stochastically
and is typically called a tap, a notion that is essential to understand the channel mod-
eling approaches described later in Section 3.2.4. Note that not all scatterers bounce
the signal equally well, and are therefore not equally important (or relevant) for the
accurate description of the channel impulse response.

The relationship of all propagation paths with respect to their contributed signal
strength and arrival time is described by the so called power delay profile (PDP). The
power delay profile is deterministic for any scenario snapshot and does not change
as long as the geometry of the environment does not change neither. An example
(but arbitrary) power delay profile for the above scenario is shown in Figure 3.9:
each of the five scatterers reflects a set of multiple paths (note the same colorcod-
ing already used in Figure 3.8) and generates multiple “peaks” of different intensity
at different points in time.

Based on many channel impulse response measurements within a similar en-
vironment, channel modeling experts often derive the average power delay profile
(APDP) to describe the expected power at different delays. Typically, a 25 to 30 dB
threshold is used during the generation of the APDP to remove weak paths and ther-
mal noise that would else introduce errors in the derived characteristics. While such
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Figure 3.9: Illustration of a power delay profile and its derived metrics, i.e. mean
excess delay, maximum excess delay and RMS delay spread.

a large threshold is chosen to satisfy the accuracy requirements of a channel modeling
expert, it may be too large if a physical layer perspective is adopted. Indeed, from a
physical layer point of view, only the paths that challenge a successful reception are of
interest. Consequently, reported channel measurement results have to be evaluated
carefully and with respect to the robustness of the employed modulation scheme.

The APDP is used to quantify statistics such as the mean excess delay, the RMS
delay spread, and the maximum excess delay. The mean excess delay and the RMS
delay spread are defined as the first moment and the second central moment of the
APDP, i.e. they reflect the expected (or mean) value and the variance. The maximum
excess delay is simply the delay between the first arriving path and the latest arriving
path. The power delay profile and the average magnitude frequency response of the
channel are further related through the Fourier transform [Rap09]. Hence, one can
obtain an estimate of the frequency response characteristics from the time-domain
description given by the power delay profile. For instance, the RMS delay spread
and the coherence bandwidth of the channel, i.e. the range of frequencies over which
the channel impulse response is strongly intercorrelated, are inversely proportional
to each other. According to [Lee90], the coherence bandwidth bc within which a
correlation threshold of 0.9 is satisfied can be estimated by

bc ≈
1

50 στ
(3.6)

where στ is the RMS delay spread. Please note that the above formula is only an esti-
mation and that the exact relationship depends on the individual shape of the PDP.

In analogy to the power delay profile of the channel, the so called Doppler spec-
trum describes how a transmitted signal is “spread” in frequency domain due to trans-
mitter/receiver mobility and changes of the environment during signal propagation.
Figure 3.10 illustrates two Doppler spectrums that describe the frequency character-
istic of two different taps, one with a uniform distribution of the power spectral den-
sity, and one with a non-uniform distribution of the power spectral density. Based
on the Doppler spectrum, one can derive the mean Doppler shift, the RMS Doppler
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Figure 3.10: Illustration of two different Doppler spectrums. In comparison to the
spectrum of the tap plotted in red, which is spread quite uniformly around the cen-
ter frequency, the spectrum of the tap plotted in blue has a slight tendency towards
higher frequencies.

spread, and the maximumDoppler shift. Further, the coherence time can be estimated
through a Fourier transform of the Doppler spectrum. The coherence time is an in-
dication of the time variance of the channel and quantifies the time duration over
which the impulse response is invariant. According to [Rap09, TV05] a common
rule of thumb for the computation of the coherence time Tc is given by

Tc =
M

DS

(3.7)

with DS being the RMS Doppler spread and M being a constant factor between 0.25
and 1.

To summarize, the impulse response of a vehicular channel is described by the
power delay profile and the Doppler spectrum. While the power delay profile is af-
fected solely by the multi path nature of the channel, which leads to frequency selective
fading, the Doppler spectrum is a result of the mobility of transmitter/receiver and
leads to time selective fading. The two dimensions that are spanned by these indepen-
dent effects lead to a classification into four different types of fading.

The first two classes are distinguished with respect to the multi path propagation
effects and their relationship to the transmitted signal. For instance, a channel is
termed to be aflat fading (or narrowband fading) channel if the coherence bandwidth
is larger than the bandwidth of the transmitted signal. That means, the channel gain
is constant over the full signal bandwidth and the spectrum of the transmitted signal
will be preserved. If the coherence bandwidth is smaller than the bandwidth of the
signal, the channel is said to undergo a frequency selective fading. The comparison of
the RMS delay spread and the symbol period is an equivalent criterion, and indicates
flat fading if the delay spread is smaller than the symbol period, or frequency selective
fading if the delay spread is greater than the symbol period.
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Fast fading and slow fading are the two remaining fading types and are a result
of high or low Doppler spreads. A channel is said to be fast fading if the symbol
period is greater than the coherence time or if the bandwidth of the signal is smaller
than the Doppler spread. Contrary, a channel is said to be slow fading if the symbol
duration of a transmitted signal is significantly smaller than the coherence time or
if the Doppler spread of the channel is significantly smaller than the bandwidth of
the transmitted signal. Hence, the distinction between fast and slow fading is simply
based on a comparison of the rate of changes of the channel and the signal.

3.2.2 Measurement results

Within the past few years, several channel measurement studies have been carried
out by experts all over the globe. This subsection provides a brief overview of these
measurements by means of a comparison of the results obtained. While there have
been measurement campaigns within a multitude of different environments – rang-
ing from urban over rural to highway scenarios – this subsection puts its focus pri-
marily on highway scenarios. Further, measurement campaigns that are not based
on high resolution channel sounding, i.e. measurement campaigns that have been
carried out using commody transceiver hardware that provides only statistics about
the received signal strength indicator (RSSI) of successfully received packets, are also
not considered here [YHE+06].

In 2007, Paier et al. carried out 4x4 multiple-input multiple-output (MIMO)
channel measurements at 5.2 GHz in Lund, Sweden [PKC+07] with a focus on a de-
termination of path loss characteristics, power delay profiles and Doppler spreads.
According to their results, the path loss follows a traditional power law model, with
a path loss exponent of 1.8. Further, a mean excess delay of 52 ns, a RMS delay spread
of 247 ns and a maximum excess delay of 1300 ns has been observed. Their frequency
domain analysis also indicates that, depending on the relative speed between vehicles,
Doppler shifts up to 1 kHz and beyond have to be expected.

Cheng et al. analyzed path loss, RMS delay spread, maximum excess delay
spread, coherence time and coherence bandwidth characteristics based on several
measurement campaigns at 5.9 GHz in Pittsburgh, PA, USA. The path loss in sub-
urban environments was fitted using a dual slope power law model with an exponent
of 2.1 up to a critical distance of 100 m and an exponent of 3.8 beyond [CHS+07]. The
observed large-scale fading was modeled using a zero-mean, Log-normal distributed
random variable with standard deviation σ = 2.6 for distances up to 100 m and σ = 4.4
beyond. The authors also studied small-scale fading characteristics and concluded
that fading follows a Rician distribution up to a distance of approx. 90 m, while fol-
lowing rather a Rayleigh like distribution beyond 90 m. In highway environments,
Cheng et al. observed a slightly different path loss with an exponent of 1.9 up to a
critical distance of 220m, and an exponent of 4.0 beyond [CHBS08]. Small-scale
fading was fitted using again a Log-normal distributed random variable with a stan-
dard deviation of σ = 2.5 and σ = 0.9 respectively. The authors argue that the signif-
icantly longer critical distance of 220 m compared to the sub-urban environment is
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caused by the fact that there are less objects and obstacles (e.g. pedestrians) in a high-
way environment that could create reflections from points higher than the ground.
In [CHC+08], Cheng et al. reported additional results from their time and frequency
domain analysis, indicating a RMS delay spread of 200 ns, maximum excess delays
of 1400 ns, and a 90 % coherence bandwidth of only 460 kHz.

In [TTLB08], Tan et al. reported the results of their channel measurement cam-
paign which they carried out for urban, rural and highway environments in Detroit,
Michigan, USA. The authors differentiate between line of sight (LOS) and non-line of
sight (NLOS) conditions in the highway environment. They observed a mean excess
delay of 175 ns and a RMS delay spread of 141 ns under LOS conditions, as well as a
mean excess delay of 558 ns and a RMS delay spread of 398 ns under NLOS conditions.
The maximum excess delayss account for 1576 ns under LOS conditions and 4773 ns
under NLOS conditions. With respect to Doppler effects, Tan et al. report Doppler
spreads of approx. 1 kHz on average and up to 2 kHz in more extreme situations. A
more detailed presentation of their measurement results can also be found in [TB10].

A characterization of vehicular channels in highway environments has also been
carried out by Sen et al. [SM08]. In their campaign, low and high density traffic situa-
tions have been distinguished, transmitting and receiving vehicles were driving with
a velocity of approx. 26 m/s into the same direction, and signals were transmitted us-
ing a carrier frequency of 5.12 GHz. Their analysis of the low traffic density scenario
revealed a mean excess delay of 127 ns, a maximum excess delay of 1773 ns, and a 90 %
coherence bandwidth of 2 MHz. The characteristics under high density traffic con-
ditions share quite similar values – 160 ns for the mean excess delay, 1276 ns for the
maximum excess delay, and 1.2 MHz for the 90 % coherence bandwidth. Compared
to the results reported in [CHC+08], the coherence bandwidth is significantly higher,
which can be attributed to the low relative speed used in their evaluation setup.

The power delay profile in vehicular channels has also been measured and an-
alyzed by Renaudin et al. in [RKVO08]. The used carrier frequency was 5.3 GHz
and the measurements have been carried out in a highway environment in Helsinki,
Finland. Their measurement data yields a mean excess delay of 165 ns and a maxi-
mum excess delay of 2083 ns.

In 2008, Kunisch et al. performed additional path loss, power delay profile and
Doppler spread measurements for a carrier frequency of 5.9 GHz and published their
results in [KP08]. The observed path loss on a highway in Germany is best fitted
by a power law model using an exponent of 1.85, and a zero-mean, Log-normal dis-
tributed random variable with σ = 3.2 for the large-scale fading effects. Further, a
RMS delay spread of 41 ns and Doppler shifts up to 1.3 kHz were measured.

Another path loss measurement has been carried out by Karedal et al in [KCP+11].
The authors performed channel sounding on a highway that cut itself directly through
the city in Lund, Sweden, using the 5.2 GHz frequency band and vehicles that were
driving in same and opposite directions. As in previous studies, the power law model
with an exponent of 1.77 yielded the best fit. The large-scale fading was modeled using
a zero-mean, Log-normal distributed random variable with σ = 3.1. Further, the au-
thors observed a difference between the case in which vehicles are driving towards
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Path loss Delay spread Doppler spread Coherence

n σ Mean RMS Max. RMS Max. bandwidth

Paier et al. 1.8 – 52 ns 247 ns 1300 ns – 1 kHz –
Cheng et al. 1.91 2.5 dB1 – 200 ns 1400 ns – – 460 kHz

4.02 0.9 dB2

Tan et al. – – 175 ns 141 ns3 1576 ns3 1 kHz 2 kHz –
– – 558 ns 398 ns4 4663 ns4

Sen et al. – – 127 ns5 – 1773 ns5 – – 2 MHz
– – 160 ns6 – 1276 ns6

Renaudin et al. – – 165 ns – 2083 ns – – –
Kunisch et al. 1.85 3.2 dB 41 ns – – – 1.3 kHz –
Karedal et al. 1.77 3.1 dB – – – – – –

1 Up to a critical distance of 220 m
2 Beyond a critical distance of 220 m
3 Under line of sight conditions
4 Under non-line of sight conditions
5 In low density traffic situations
6 In high density traffic situations

Table 3.1: Comparison of reported channel characteristics in highway environments.
Since results depend significantly on the specific geometry a slight variation can be
observed. But on average, a strong conformance among the results is visible.

each other, the case when vehicles are driving in the same direction, and the case
when vehicles are driving away from each other. These findings have been modeled
by a 3.3 dB offset that is either added to the path loss (driving away from each other)
or substracted (driving towards each other). According to [KCP+11], these offsets
can be attributed to the smaller combined gain of antennas and cars in the case of
vehicles driving away from each other.

Table 3.1 summarizes the reported characteristics and the following conclusions
can be made: first, measurements of the path loss indicate that signal energy loss is
decreasing with an exponent close to 2. With respect to the time dispersion of a
transmitted signal, all measurements indicate that the arrival times of the shortest
and longest path will be in the order of a few hundred nanoseconds on average, and
increase up to one or several thousand nanoseconds in rare and extreme situations.
The significance of such “late arrivals” is not clear since the reported results do not
answer properly whether the late arrivals are sufficiently strong (in comparison to the
strongest path) to challenge the successful reception on physical layer. The signal will
also be scattered with respect to frequency due to the Doppler effect and frequency
shifts of up to 1-2 kHz. Despite the existence of only two measurements that quanti-
fied the coherence bandwidth, the vehicular propagation channel can be considered
narrow band, in the sense that the channel impulse response correlates only over a
small frequency band (only across a spectrum in the order of 460 kHz up to 2 MHz).

3.2.3 Implications on OFDM-based physical layer

The reported measurement results described in Section 3.2.2 show that multi path
propagation and Doppler effects are significant in vehicular environments. As a re-
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Figure 3.11: Influence of channel measurement metrics on communication system
design: the power delay characteristics determine the length of the guard interval
and the maximum spacing between pilot subcarriers, whereas the Doppler spectrum
determines minimum inter-carrier spacing.

sult, small coherence bandwidths and coherence times have to be expected in ve-
hicular communication networks. But how do these characteristics influence the
communication system? And how can they be addressed during the design of the
communication system?

The time dispersion of signals due to multi path has a significant impact on the
timing of two consecutive (OFDM) data symbols. To ensure that “late arrivals” of the
first data symbol do not interfere with “early arrivals” of the second data symbol, a
transmitter has to insert short waiting periods called guard intervals between both of
symbols. The guard interval has to be greater than the maximum expected excess de-
lay of the channel in order to avoid inter-symbol interference (ISI) completely. Instead
of being “silent” during these periods, a transmitter prepends a cyclic prefix to each
data signal, which is simply a copy of its own tail, as illustrated in Figure 3.11. Time
dispersion also influences the coherence bandwidth of the channel. For OFDM to
work, it is required that the coherence bandwidth is greater than the bandwidth of a
subcarrier. Further, in order to make sure that the channel coefficients can be tracked
over time across the full OFDM signal bandwidth, pilot subcarriers have to be used
at spacings no greater than the coherence bandwidth. Else the channel impulse re-
sponse of the data subcarriers in between can not be estimated accurately enough.

The observed Doppler effects pose requirements on the communication system
as well. For instance, the inter-carrier spacing between subcarriers should be cho-
sen such that inter-carrier interference (ICI) is avoided, i.e. the inter-carrier spacing
should be significantly larger than the maximum expected Doppler shifts. Further-
more, pilot subcarriers are needed to track the channel impulse variations over time
in case the coherence time is shorter than the duration of all data symbols together.
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Without pilot subcarriers, the estimation that is performed at the beginning of a
frame (based on the short and long training symbols) gets more and more invalid
over time. An alternative to pilot subcarriers is the usage of so called midambles
that are inserted after every N-th data symbol to enable a full re-estimation of the
channel over time.

With respect to the reported measurement results described in Section 3.2.2, the
above requirements can be summarized as follows: First, successive data symbols
should be separated by at least approx. 1200 ns to ensure that ISI is observed only
in very rare cases. Second, the inter-carrier spacing should be significantly larger
than 2 kHz to avoid ICI. And third, either pilot subcarriers at a separation smaller
than 460 kHz, or midambles that are inserted in intervals smaller than the coher-
ence time should be used.

3.2.4 Channel modeling approaches

During the design and development process of a communication system, the simula-
tion of the wireless channel is an often used approach to test and evaluate the signal
processing algorithms employed at the physical layer. Depending on the modeling
approaches that are used during simulation, the results obtained might possess differ-
ent levels of conclusiveness. In the following we survey three fundamentally different
approaches to channel modeling: ray tracing, stochastic modeling, and geometry-
based stochastic modeling. We further discuss their advantages and disadvantages,
and assess whether they need to be considered for the evaluation of IEEE 802.11p
based inter-vehicle communication networks.

The most accurate approach to channel modeling is based on the principle of
ray tracing. Ray tracing requires a detailed description of the scenario and the envi-
ronment in terms of a 3-dimensional model of all buildings, obstacles and vehicles
that will influence the propagation characteristics of a transmitted signal. Based on
the geometric description of the environment, ray tracing solves an approximation
of Maxwell’s wave equation for short wavelengths and calculates the phase shift, am-
plitude gain, and Doppler shift for every single path that exists between transmitter
and receiver – visually speaking, ray tracing can be compared to the “shooting of
thousands of rays into all directions”. Ray tracing is therefore a deterministic ap-
proach and considers the specific geometry of the studied scenario. However, due
to the great number of rays that have to be computed, ray tracing is known to be
highly expensive with respect to computation times. Maurer et al. were among the
first to employ such an approach for vehicle-to-vehicle communications [MSW01,
MFW02, MFSW04].

The second approach is based on a stochastic modeling of the channel charac-
teristics with the benefit of reduced computation times. Instead of a consideration
of environment or site specifics, such models aim to be only statistically correct and
accurate, e.g. by reflecting the average or worst-case characteristics that have been ob-
served in measurement campaigns. In channel modeling literature, stochastic chan-
nel models are distinguished with respect to the propagation mechanism (or scale)
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Figure 3.12: Illustration of the principle of a Rayleigh fading using the complex plane.
The original (i.e. transmitted) signal arrives at the receiver in terms of multiple copies
(i.e. paths), whereas the the phases uniformly and the amplitudes independent and
identically distributed. The resulting received signal is then the sum of all copies.

that is addressed by the model. Path loss channel models are the most basic models
and are common to researchers and engineers in the form of the Free space, Two-
ray Ground, and the more generic Power-law or Log distance channel models. The
second type of stochastic models are shadowing channel models, which address the
large-scale fading of the channel. A Log-Normal shadowing – given by a zero-mean,
normally-distributed random variate with standard deviation σ – is the most com-
monly used candidate for this type. The third and last type of stochastic channel
models is given by models that aim to represent the fast fading characteristics of the
channel. Whether the model includes frequency-selectivity or not, such models are
either called narrowband stochastic channel models or wideband stochastic channel
models. Narrowband stochastic channel models focus on the frequency dispersion
of the channel and describe how the Doppler spectrum of the channel looks like. In
time domain, the Doppler spectrum defines the autocorrelation function of the chan-
nel and determines the coherence time of the channel. The most common Doppler
spectrum is the classical Jakes spectrum [Jak75], which assumes that scatterers are
Gaussian distributed on a circle around the receiver, with the result that incoming
propagation paths arrive uniformly from each direction. The Jakes spectrum is typ-
ically used to implement the autocorrelation function of a flat Rayleigh fading chan-
nel in which the phases of the (infinite number of) incoming paths are uniformly
distributed, and the amplitudes are Gaussian distributed. In case of a significant line
of sight component among the arriving paths, in other words the amplitudes are
not Gaussian distributed anymore, the so called Rician distribution achieves a better
match of the channel characteristics [Rap09].

Figure 3.12 illustrates the characteristics of a Rayleigh channel using the exam-
ple of a single transmitted signal and its representation in the complex plane. Due
to multi-path propagation multiple copies of the original signal arrive at the receiver.
Each copy carries its own uniformly distributed phase shift and independent but
identically distributed amplitude factor. The sum of all copies eventually determines
the received signal. In case of a Rician fading channel, one of the signal copies is suffi-
ciently stronger than the rest and therefore “dominates” the resulting received signal.
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In contrast to flat fading channel models, wideband stochastic channel models
are used if the channel exhibits frequency-selectivity. Such channels are usually mod-
eled through a Tapped Delay Line (TDL) approach which describes the channel as
a function of multiple narrowband stochastic channel models and their respective
time delay. Each narrowband stochastic channel is called a tap and describes the
average propagation characteristics of a group of paths that are reflected at identi-
cal or similar scattering objects, and which arrive at the receiver at approximately
the same point in time. Although different grouping (or clustering) methods exist
in literature (e.g. clustering based on the angle of arrival or the time delay of each
path), their advantages and disadvantages is not discussed in this thesis. In the fol-
lowing, it is sufficient to know that a grouping is performed at all, and that the char-
acteristics of the resulting groups (or taps) is described statistically – in analogy to
narrowband channel modeling.

To clarify what this means in detail, let us consider the scenario illustrated in
Figure 3.8 of Section 3.2.1 again. To model the channel impulse response in this setup
using the TDL approach, one would usually come up with five taps, whereas each
tap represents the collection of paths that is reflected at one of the five scatterers1.
To reflect the different propagation delays of the taps, each tap is associated with
the average (or mean) time delay of all corresponding paths. The frequency domain
characteristics of each tap are then described by a matching Doppler spectrum, e.g.
by the already mentioned Jakes spectrum, or other typically observed spectra such
as the Round, Classic 3 dB, or Classic 6 dB spectrum.

In the context of mobile-to-mobile communications within the 5 GHz frequency
band, several TDL channel models have been proposed, for instance by Acosta-Marum
et al. [AI07], Matolak et al. [Mat08] and Renaudin et al. [RKVO09]. From these, only
the six time- and frequency-selective channel models by Acosta-Marum et al. have
been implemented for this thesis and will be used later to evaluate the performance
of the IEEE 802.11p based physical layer. These six models simulate the characteris-
tics of a vehicle-to-vehicle channel in either expressway, urban, or suburban environ-
ments by using up to 12 taps. The taps experience a propagation delay difference of
up to 700 ns (with respect to the earliest tap), Doppler shifts of up to 1.5 kHz, and
relative tap powers down to a value of -26 dB (in comparison to the strongest tap).
As it was emphasized already in Section 3.2.2, it is not clear at this point whether
all taps that arrive with a delay of up to 700 ns, or which are up to 26 dB weaker
than the strongest (line of sight) path, have a significant impact on the performance
of the IEEE 802.11p based physical layer. Particularly low data rates that employ only
QPSK bit modulation, which is the default for safety-related communication, should
be robust against any self-interference that is more than 10 dB weaker than the line
of sight path. Chapter 4 will elaborate on this aspect.

A stochastic approach is to be preferred if low computation effort is desired.
However, existing stochastic channel models are not able to reflect the fluctuations
of the channel characteristics between transmitter and receiver over large time pe-

1Although one might come up with less than five taps in the end when using a different clustering
method, a set of five taps is assumed in the following to ease comprehensibility.
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riods, e.g. when transmitter and receiver are first approaching each other and then
driving away from each other. In such a situation, the fixed time delay value asso-
ciated to each tap as well as the characteristics of each tap do not match with what
is really happening over time: the time delay of each tap will increase or decrease,
and the characteristics of each tap may vary since the constellation of the scatterers
changes. Such variations are simply “averaged out” in a stochastic channel model,
which therefore belong to the class of models which are based on the wide-sense
stationary uncorrelated scattering (WSSUS) assumption [Bel63].

Geometry-based stochastic channel models (GSCM) solve the issue described
above through a combination of the ideas behind ray tracing and stochastic channel
modeling. In general, such models place scatterers randomly within the surround-
ing of transmitter/receiver in order to generate a geometry that adheres to a desired
statistical distribution. The geometry is then used to perform a simplified ray trac-
ing: each scatterer is considered to be responsible for one single path that arrives at
the receiver position. Each path represents an echo of the signal, and exhibits its own
attenuation, stochastic amplitude gain, phase shift, and propagation delay. While the
exact value of the distance dependent path loss and propagation delay are determin-
istic, the stochastic amplitude gain and the phase shift are randomly derived from
a stochastic distribution.

Akki et al. [AH86] were the first to propose a geometry-based stochastic chan-
nel model. In their model, scatterers are placed on circles around transmitter/receiver
to achieve a narrowband isotropic scattering in vehicle-to-vehicle environments with
Rayleigh fading. Tsan-Ming et al. and Zajic et al. followed the same principle and de-
veloped three-dimensional models to determine the space-time-frequency [WK07],
or additionally the space-Doppler power spectral density and the power space-delay
spectral density of the channel [ZS08a, ZS08b, ZS09]. Zajic et al. could also show
that their model matches empirical results from measurement campaigns quite accu-
rately [ZSPN09]. In [CWL+09b, CWL09a] Cheng et al. proposed a geometry-based
stochastic channel model that is further able to consider different vehicle densities in
the surrounding of transmitter and receiver. Yet, all of the above models do not con-
sider the non-stationarity of the vehicle-to-vehicle communication channel, since
they consider only static scatterers that are placed randomly on regular shapes (e.g.
circle or ellipse) around transmitter and receiver.

Recently, Karedal et al. proposed a geometry-based stochastic channel model
for highway scenarios that addresses the non-stationarity of the channel [KTC+09].
Based on the results of their measurement campaigns [KP08], the authors devel-
oped a model in which discrete and diffuse scatterers are explicitly distinguished
and placed on irregular shapes within a highway scenario. Whereas moving vehi-
cles, buildings or sign posts are treated as discrete scatterers (either being mobile or
static) that contribute significantly to the overall signal, diffuse scatterers cover ob-
jects such as trees, small objects along the road and other structures that do not con-
tribute significantly to the channel gain on their own. Furthermore, discrete static
and diffuse scatterers are placed randomly in valid regions of the scenario, and dis-
crete mobile scatterers, i.e. vehicles, are placed according to their actual position on
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Figure 3.13: Geometry of the scenario that is considered by the geometry-based
stochastic channel model developed by Karedal et al.: vehicles are driving on the
highway and represent mobile discrete scattering objects; static discrete objects, e.g.
sign posts, are located at the side of the highway, together with a large amount of
diffuse scattering objects.

the road. Compared to previous GSCM channel models, the proposed model aims to
reflect the geometry of a highway instead of using regular shapes such as circles and
ellipses. Hence, the time-varying channel transfer function that is obtained through
successive computations (with positions of vehicles slightly changed) fulfills the non-
stationarity condition. An optimization of their model with respect to computation
time is proposed in [CKZ+10].

Since the geometry based stochastic channel model by Karedal et al. will be
used in Chapter 4 to evaluate whether the characteristics of a time- and frequency-
selective channel have a significant impact on the performance of the physical layer,
relevant details of their model are presented and discussed in the following. The
model assumes a scenario as depicted in Figure 3.13: vehicles are driving on a two
lane per direction highway and the highway is surrounded by so called static discrete
(SD) and static diffuse (DI) scattering objects which scatter the transmitted signal.
The vehicles that are in the surrounding of the transmitting and receiving vehicles
are denoted as mobile discrete scatterers (MD). According to their model specifica-
tion, five static discrete scattering objects per highway kilometer, and 1000 diffuse
scattering objects per highway kilometer are assumed. And although the number of
vehicles on the highway is specified to be five vehicles per kilometer, it is assumed
that the exact number can be varied and that the location of each vehicle is derived
and updated from its mobility pattern. Based on this layout, the channel impulse
response for a sequence of input signals S = [s(1), ..., s(n)] (and between two of the
vehicles) is calculated as follows.
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Parameter Unit LOS MD SD DI

Reference loss, G0,p dB -5 −89 + 24np 104

Pathloss exponent, np 1.8 U[0, 3.5] 5.4

Random phase shift, ϕp U[0, 2π)
Mean of σ 2

S 6.8 9.4 6.3 –

Table 3.2: Most relevant configuration parameters used by the geometry-based
stochastic channel model of Karedal et al. [KP08] for the computation of the per
path complex amplitude gain.

1. Calculate the per path (complex) amplitude gain ap(i) and the per path prop-
agation delay τp(i) for each input signal s(i) and

(a) the line of sight (LOS) path

(b) each path that exists due to one of the mobile discrete scatterers

(c) each path that exists due to one of the static discrete scatterers

(d) each path that exists due to one of the diffuse scatterers

2. Update the position of each mobile scatterer over time, i.e. when moving on
to the next signal s(i + 1)

3. Apply each ap(i) to the input signal s(i) and “delay” the result according to
the corresponding propagation delay τp(i)

4. Sum up all signal copies that arrive at the same point in time

According to [KP08], the complex amplitude gains (which result in a scaling
and phase rotation of the signal vector) of the line of sight and the (mobile as well as
static) discrete scatterer paths are calculated as follows:

ap(i) = gS ,p e
jϕp G

1/2
0,p (

1

dp

)np/2 (3.8)

whereas gS ,p represents a slowly varying stochastic amplitude gain, e jϕp represents a

uniformly distributed phase shift, G
1/2
0,p the reference loss at 1 meter, dp the distance of

path p, and np the path loss exponent. The stochastic amplitude gain gS ,p is modeled
as a correlated log-normal variable using an exponentially distributed variance σ 2

S .
Of course, depending on the type of path – either a line of sight or a scattered path
– a different parametrization is used in the formula above, cf. Table 3.2. For instance,
a fixed path loss exponent of 1.8 is used for the line of sight path, compared to a
random exponent in the range of [0, 3.5] for each path that exists due to a discrete
scatterer, or a fixed exponent of 5.4 for each path that exists due to a diffuse scatterer.
Similarly, the reference loss G0,p at 1 meter and the mean value of variance σ 2

S vary
as well. Only the random phase shift is equal for all paths.

In case of a path that exists due to a scattering at one of the diffuse scattering
objects, the complex amplitude gain is calculated as follows:
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Figure 3.14: Illustration of the distance decaying path loss of each of the four different
path types: line of sight (LOS), static and mobile discrete scatterer paths (SD/MD),
and diffuse scatterer paths (DI).

ap(i) = cr G
1/2
0,p (

1

d1 ⋅ d2

)np/2 (3.9)

with cr being zero-mean complex Gaussian distributed, G
1/2
0,p being the reference loss

at 1 meter, d1 and d2 being the distance from transmitter to scatterer and from scat-
terer to receiver, and np being the path loss exponent.

Apparently, the distance decaying part in the above equation has the most sig-
nificant influence on the magnitude of each path. As can be seen in Figure 3.14,
which plots the distance decaying path loss for each type of path and its respective
parametrization, a line of sight path is significantly stronger than a scattered path, at
least by more than 20 dB. Note that Equation 3.9 uses the product of the lengths d1

and d2 of the two subpaths in order to compute the path loss for a diffuse scatterer
path. Since Figure 3.14 plots the path loss only over the total path length, d1 and d2

are set such that d1 = d2 = 0.5(d1 + d2). This allocation of the total path length yields
the smallest path loss value, and is therefore considered to be very optimistic. Of
course, the stochastic amplitude gain might reduce this difference, but it will not di-
minish. As a result, it is questionable whether all paths, in particular the ones that
result from diffuse scattering, will influence the performance of IEEE 802.11p at all,
and if yes how significantly.

Independent of the answer to the question whether all paths have an impact on
the physical layer performance, it can be concluded that the above way of modeling
scatterers is close to how a Rayleigh fading channel is modeled: multiple copies arrive
at the receiver (each on its own path) whereas each copy has its own angle of arrival
and amplitude gain. However, in contrast to Rayleigh, the scatterer distribution in
the scenario above is not uniform, and hence the angle of arrivals are not uniformly
distributed neither. Also, since the amplitude gain is based on the distance decaying
Power-law, the amplitudes of the paths are not derived from a uniform distribution.
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Figure 3.15: Frame format of the OFDM-based IEEE 802.11 PHY specification.

Further, the propagation delays of the corresponding paths are not equal and chang-
ing over time (since sender, receiver and mobile scatterers move).

3.3 The IEEE 802.11p physical layer specification

The IEEE 802.11p standard employs exactly the same physical layer specification that
is already used in the IEEE 802.11a and g standard. As such, IEEE 802.11p uses 52
OFDM subcarriers in total, out of which 48 are used for data transmissions and
four as pilots for channel tracking over time. Further, it offers a 5, 10 and 20 MHz
channel spacing, as well as datarates up to 54 Mbps. The frame format is identical
to IEEE 802.11a and contains the following sections, as illustrated in Figure 3.15: a
preamble, a signal header, and a data unit section.

The preamble consists of a series of repeating time sample sequences, which are
identical for every transmitted frame. These sequences are ten repetitions of short
and two repetitions of long training symbols (cf. Section 3.1), which can be used
by the receiver for signal detection, automatic gain control, diversity selection, tim-
ing synchronization as well as channel and frequency offset estimation. After the
preamble, there exists the signal header, termed the SIGNAL in the standard, which
contains information about the length of the data unit section, the modulation and
coding scheme used and further, a parity bit to support basic error detection. The
SIGNAL fits in one OFDM symbol and contains most of the frame’s header informa-
tion, apart from a 16-bit service field which is included in the first OFDM symbol of
the data section. Finally, the data section is the last distinct part of the frame, can be
several OFDM symbols in length and contains the payload to be transmitted.

To combat the large maximum excess delays of the channel, the first generation
of V2V communication networks will use a profile standard that employs channels
of 10 MHz bandwidth. The resulting 1.6 μs guard interval protects successive OFDM
symbols from inter-symbol interferences (ISI), and the 156 kHz subcarrier spacing
avoids inter-carrier interference (ICI). However, the reported coherence bandwidth
of approx. 460 kHz (cf. Section 3.2.2) is too small to rely on four pilot subcarriers that
are placed with a spacing of approx. 2 MHz (or 13 subcarriers). Further, relying solely
on the initial training symbols that allow a channel estimation over the whole fre-
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quency band is also not recommened, since the envisioned datarate of 6 Mbps yields
packet transmission times greater than the reported coherence times of the channel.
Hence, the initial channel estimation becomes invalid at the end of a transmission.

The bits that constitute the data unit section are encoded into complex signals
based on the principles explained in Section 3.1: first, the bits are shuffled by the
scrambler to prevent the appearance of long sequences of 0’s or 1’s; then, a convo-
lutional encoder [VO79] adds redundancy to enable error correction and, finally, a
block interleaver ensures that long runs of low reliability bits are avoided. Impor-
tantly, the block interleaver divides the bitstream into equally sized blocks, each of
which can fit into a single OFDM symbol. Then, each block is modulated accord-
ing to BPSK, QPSK, 16-QAM or 64-QAM, and pilot symbols are inserted in four of
the 52 subcarriers to support channel tracking in the receiver. Finally, each block is
modulated using OFDM. A similar process is applied to the signal header, with the
special condition that no bit scrambling is done and a coding rate of 1

2
and BPSK bit

modulation is used regardless of the datarate that is used for the data section.

41





4

Combined physical layer and network

simulation

As highlighted in the previous chapter, several radio propagation effects can have an
impact on the performance of a wireless communication system. With respect to
the IEEE 802.11p physical layer standard specification, those effects reside primarily
at signal level and may cause decoding failures at individual receivers. Clearly, those
effects influence the performance of higher layer protocols such as medium access
control and data dissemination as well.

Since a direct evaluation of not yet deployed systems (or networks) is either
impossible, expensive to set up and difficult to manage (simply consider field opera-
tional tests), or analytically not tractable, a simulation-based approach is employed
in this thesis to assess the performance of inter-vehicle communication networks.
Section 4.1 therefore analyzes to which extent existing wireless network and physi-
cal layer simulators – that are typically used independently by the networking and
the electrical engineering community – employ appropriate models that include the
effects mentioned above. The apparent gap that exists between the physical layer
and networking perspective is discussed intensively, and possible benefits that could
be exploited by means of combined physical layer and network simulation are moti-
vated. Alternative evaluation (or experimentation) methods and existing work that
proposes to combine both aspects as well is surveyed in Section 4.2. The following
Section 4.3 then presents the implementation and integration of a physical layer simu-
lator for the IEEE 802.11p standard specification into the popular NS-3 network sim-
ulator. The subsequent sections provide a validation of the implemented physical
layer simulator, an evaluation of the physical layer performance in vehicle-to-vehicle
radio propagation channels, as well as a runtime performance evaluation and opti-
mization using GPU-based signal processing. The work presented in this section
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has been published in a condensed version in [MPHS11], upon which portions of
this section are based.

4.1 Motivation

Based on the motivation given in [MPHS11], this section provides a brief outline of
communication systems as viewed from a physical layer and networking perspec-
tive. Subsequent discussion highlights the differences in modelling such systems
under each perspective as, intuitively, each view reflects different priorities and ob-
jects of study.

Networking perspective

Simulation studies performed from a networking perspective typically focus on as-
pects related to the performance and behavior of the whole network. For instance,
studies that address existing medium access control issues often record the observed
channel access times, the packet collision probability, fairness or scalability issues
(e.g., [BUSB09, JC08, TSH05]). Similarly, studies that focus on network or transport
layer aspects normally evaluate metrics related to routing, dissemination or point-to-
point communication, such as the number of required retransmissions, dissemina-
tion delay or the number of routing hops (e.g., [HBSG06, MOL07]). At this level, the
entity of interest for such studies is the packet (or frame), a fact which is reflected in
the metrics used, many of which are measured in packets.

The adoption of the packet as the simplest unit of interest has lead to abstrac-
tions in the workings of the physical layer, where an unambiguous specification re-
quires the use of lower level entities such as bits and signal time samples. Modern
network simulators have largely adopted what can be termed as packet-level physi-
cal layer models, where the packet is considered an indivisible unit, i.e. there is no
modelling of individual bits (or lower level components) in the collective whole.

The packet-level physical layer approach is reflected in the NS-2 [NS2] network
simulator where, initially, the physical layer representation utilized a basic reception
threshold model in order to simulate the carrier sense functionality and determine
successful packet reception. In particular, a packet was only received successfully
in simulations if its signal strength was above a pre-defined threshold and if it did
not experience any collisions. This approach was found to be too disconnected from
the workings of real transceivers by Chen et. al, who proposed an improved model
which kept track of all incoming packets and used a signal-to-interference-noise ra-
tio (SINR) to determine whether a packet could be received successfully [CJTD06].
Note that tuning the SINR thresholds in that model can reflect the level of sophis-
tication and effectiveness of the receiver – with a particularly sophisticated receiver
requiring a relatively low SINR to decode a packet. The model was further extended
in [CSJ+07] by the same authors to optionally enable packet capturing capabilities
for the receiver. This facility accounts for advanced receiver technologies which al-
low synchronization (i.e. switching reception) to a new incoming packet even if the
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transceiver is already in the process of reception. Overall, the work of Chen et al. has
been integrated in other popular network simulators, such as OMNeT++ [KSG+08],
NS-3 [ns3] and QualNet [RLLK08].

Apart from the SINR-based reception models there exist others based on sta-
tistical bit-error rate (BER) computations. Examples of this approach can be found
in the NS-3, Jist/SWANS [jis] and GloMoSim [glo] simulators. BER-based models
use the SINR to derive a corresponding average single BER and then use this for the
calculation of the final packet error rate taking into account the number of bits in the
packet. In such models a large packet experiences a higher error probability than a
smaller one. Note that SINR-based models disregard the length of a packet in error
computations; regardless of the packet size, if the SINR threshold is crossed, even for
a very short time period, the packet is rejected. Similar to the thresholds used in the
SINR-based approach, one can tune the receiver effectiveness in BER models by mod-
ifying the SINR to BER mapping, e.g., by using either analytical BER models [Pro01]
or by employing lookup tables that have been populated through empirical measure-
ments or detailed physical layer simulations.

Physical layer perspective

Broadly, physical layer oriented research studies, e.g. [HYW+09], are primarily con-
cerned with point-to-point link performance rather than the network wide implica-
tions of particular algorithms — this is unsurprising considering that the network
level effects of a communications stack are viewed as dictated by higher layer pro-
tocol functions (e.g., MAC). At the physical level of inquiry, the metrics of interest
are largely the power efficiency which is a measure of the minimum received power
required to satisfy a target BER probability, and some measure of spectral efficiency;
the two quantities are frequently viewed as opposing optimisation trends and dis-
covering an optimal trade-off point (depending on the application) is a continuing
research challenge. As can be expected, much of the relevant literature in the area of
physical layer and channel modeling [MTKM09] considers the signal time samples
as the basic unit of interest because they allow for precise enough description of the
mechanisms covering the functionality assigned to the physical layer [IEE07, Int].

Simulation evaluation at this level, insofar as a broad characterization of it is
possible, is conducted on dedicated simulators which are based on signal processing
frameworks such as IT++ [ITP], Matlab [MAT], Simulink [SLI] or similar environ-
ments [Eat02]. Typically, simulations consider a transmitted signal (represented by
sufficient time samples) that is altered by channel effects and experiences some level
of interference and noise when it reaches the receiver. The time samples ultimately
act as input data for the physical layer at the receiver, where the decoding process,
that is the transformation to bits, takes place. Note, that during transmission and
reception, signal processing techniques are employed to characterize and ameliorate
the effects of the channel and interference. Broadly, a comparison of the original bits
at the sender and the decoded bits at the receiver provides a measurable quantity of
effectiveness of competing techniques in terms of BER.
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The BER result, expressed in Packet-Error Rate (PER) terms, can be used in
network layer oriented research, as described previously. However, the BER to PER
transformation is not usually straightforward and, perhaps more critically, both the
PER and BER measures reflect particular simulation parameters such as specific
packet sizes and a particular channel model. Most network simulators work around
this limitation by providing a look-up table where different packet sizes correspond
to particular PERs or even consider a different table per channel model. As such, in-
teractions of packets of differing sizes characterised by different signal propagation
models can lead to a prohibited growth in the size of such tables and therefore signif-
icant compromises need to be made; normally coarse packet granularity is assumed
(say only packets of 300, 500 and 1000 bytes are used in the simulations) and it is as-
sumed that all packets propagate through the same channel. Depending on the level
of detail required these limitations may be overly restricting.

Moreover, physical layer simulations do not model effects at higher layers. For
instance, the error detecting (or even correcting) mechanisms of an encapsulated
MAC frame, or of higher layer payloads, are not directly considered. Further, in sev-
eral simulation studies the bits in the frame often do not exhibit any special structure,
such as, say, the one dictated by the 802.11 standard, but are, instead, distributed ran-
domly along the frame. Generally, the prospect of studying interactions with higher
layer mechanisms is limited, as creating a simulator incorporating these layers is
a non-trivial task and perhaps beyond the expertise of a non-interdisciplinary re-
searcher. So, appreciating the impact of a proposed physical layer mechanism on
the whole communications stack in the context of a network is frequently not im-
mediately possible.

Problem statement

Treating the networking aspects and the physical layer as broadly abstract-able
entities in simulations can lead to significant drawbacks when evaluating wireless
communication systems in general and vehicular networks in particular.

Notably, network level simulation studies ignore the implications of significant
effects observed at the physical layer and the wireless channel. Such effects are, for
instance, the impact of high relative speeds between a transmitting and receiving ve-
hicle on the communications channel or even the effect of scatterers between and
around the communicating partners. Studying such effects and evaluating attempts
to ameliorate them requires a particular level of detail commonly encountered only
in physical layer oriented research. To appreciate the importance of the above, con-
sider the fast-fading characteristics of the received power as well as the large root
mean square delay and Doppler spreads reported by recent measurement campaigns
in actual deployments, cf. Section 3.2.2. In this setting, inter-carrier and inter-symbol
interference can exist within a single packet, which leads to reduced communication
reliability, unless the effects are catered for by appropriate signal processing mecha-
nisms at the receiver. Further, short coherence times and a small coherence band-
width can affect system performance as well, cf. Section 3.2.3. Such considerations,
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however, are not reflected in modern network level simulators. Further, since the en-
visioned IEEE 802.11p standard for vehicular communications derives largely from
IEEE 802.11, which was not original designed for highly mobile ad-hoc networks,
these issues have to be reflected in simulations especially if high precision and de-
tail are required (for instance, in safety-related use case evaluations).

Physical layer simulation studies, on the other hand, do not consider the effect
of mechanisms present in upper layers nor make use of the added information they
could provide. As an immediate consequence, there is no direct way to evaluate
how feedback from higher layers (say the MAC or routing mechanisms) may aid in
choosing appropriate signal processing techniques at the physical layer. For instance,
consider that in a vehicular network information on the future mobility status of
a communicating neighbour (as predicted by the routing agent which receives pe-
riodic updates of other vehicles’ speed and direction) could help the physical layer
switch to a more suitable mode of transmission — perhaps opting for a lower trans-
mission rate if a neighbour is deemed to be moving away, so as to obtain increased
communications range and reliability. Evaluating such a mechanism directly, i.e. not
through statistical abstractions, is not possible unless both the node’s transmission
mechanisms and the network in its entirety are accounted for in sufficient detail.

Benefit of merging both perspectives

Consolidating the physical layer and networking perspectives into a common
simulation framework provides two main benefits. First, it allows each perspective
to consider a complete set of modeling aspects; network simulators can accommo-
date realistic physical layer phenomena, while physical layer studies may account for
the impact of medium access mechanisms and network characteristics. Thereby sim-
plifying assumptions which may impact simulation results need not be made. Sec-
ond, the merge of both perspectives enables new types of research enquiries includ-
ing cross-layer feedback and optimization studies, which have either been unrealiz-
able, or difficult to perform directly. So, researchers may assess advanced physical
layer techniques originating from information theory and evaluate their impact on
network-wide performance.

To highlight the practical implications of the above, the work of Halperin et.
al [HAW08] is considered in which the concept of interference cancellation at the
physical layer is applied to a small wireless ad-hoc network testbed of ZigBee nodes
in order to increase spatial reuse and reduce the negative effect of hidden terminals.
By giving each node the ability to disambiguate and successfully receive concurrent
overlapping transmissions from multiple sources, the authors were able to disable the
carrier-sense mechanism of the medium access layer altogether and significantly in-
crease, due to improved spatial reuse, the delivery rate for the median pair of links in
the testbed. Evidently then, cross-layer optimization has been employed to reduce
the complexity of the distributed medium access by using an advanced algorithm
at the physical layer — the above work hints at the potential of studying such op-
timizations through simulations. Similar work, which further strengthens the case
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for a perspectives merge, has been undertaken by Tan et. al in [TLF+09] and Sun-
daresan et. al in [SSIC04]. Tan et. al studied the same concept as in [HAW08] for
IEEE 802.11b networks, leading to the development of the Carrier Counting Multiple
Access (CCMA) mechanism, in which up to a limited number of overlapping trans-
missions are allowed before transmission requests from upper layers are blocked. A
novel MAC protocol, called stream-controlled medium acces (SCMA), was also pre-
sented by Sundaresan et. al. SCMA leverages the benefits of multiple input multi-
ple output (MIMO) links in order to increase the performance and throughput of
wireless ad-hoc networks. With MIMO, data to be transmitted can, e.g., be demul-
tiplexed into several streams with each transmitted out of a different antenna with
equal power, at the same frequency, modulation format, and time slot. A receiver can
then, under certain conditions, distinguish the different streams when either no in-
terference is present or as long as the total number of incoming streams (even if they
originate from several different transmitters) is smaller than the number of receiving
antennas. If this condition is not met, the receiver becomes overloaded and is unable
to suppress the interference from other nodes. In order to exploit the potential of
MIMO efficiently, the SCMA protocol determines the maximum number of usable
streams for each packet transmission so as to enable successful suppression of inter-
ference at the receiver. Intuitively, the performance gain depends on the amount of
correlation between the receiving antennas and reaches its peak if the streams at the
antennas are not correlated at all. Since the authors used a traditional packet level
network simulator to evaluate SCMA, they could only employ a simple model for
the physical layer MIMO characteristics that assumes a minimum correlation level
between the streams. With a network simulator that integrates both physical and
network layer details, they could have assessed the performance more accurately.

Apart from enabling interference cancellation studies, fusing both perspectives
can also enable the accurate study of simple and advanced network coding tech-
niques, where the capacity of a network is increased by coding multiple packets into
a single transmission, and the coding itself may be performed at the physical, link
or network layers [Wu07].

4.2 Related work

Recently, several research efforts attempted to address the issues described in the
previous section, at least partially and primarily using methods that do not employ a
full simulation of the considered system. For instance, Judd et al. [JS04] developed a
wireless network emulator which simulates the fine-grained effects of a mobile wire-
less communication channel by multiplexing the antenna in- and outputs of com-
modity communication systems with a software-controlled digital signal processor.
Thereby, controlled and repeatable wireless experiments of e.g., up to 16 IEEE 802.11-
based communication systems operating at 2.4 GHz are supported. Further, with
respect to the evaluation of advanced signal processing techniques, the authors of
[CH99, war, TZF+09] proposed several software defined radio platforms that pro-
vide the ability to implement (and emulate) the physical layer entirely in software by
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using dedicated hardware only for the radio frontend, e.g. using field programmable
gate arrays (FPGAs) or commodity multi-core and many-core systems.

The above works propose emulation of either only the wireless communication
channel or the physical layer but not both concurrently, and, further, are either expen-
sive or difficult to use for studies of vehicular communication networks. The same
observation is made by Kasch et al. in [KWA09], where the benefits and drawbacks
of either hardware or software based simulation (or emulation) is discussed. While
a hardware based approach is to be prefered due to a better runtime performance
(i.e. smaller execution times), software based appoaches come with the advantage of
an increased flexibility. After an evaluation of the pros and cons, Kasch et al. pro-
pose to pursue so called high fidelity simulations that are entirely software-based and
optimized with respect to an increased runtime performance using distributed pro-
cessing techniques.

The proposal of Kasch et al. was adopted by Massin et al. [MLBLMF10], who
combined physical layer and networking aspects in an OMNET++-based cross-layer
simulation framework. The proposed framework is stated to be reusable and exten-
sible, and envisioned to simulate the complete protocol stack from application layer
over network layer down to the physical layer. Further, to achieve its objective, in-
dividual bits of a packet are treated separately. Unfortunately, the proposed frame-
work is not publically available, and the paper itself does not include any details on
the implemented physical layer signal processing algorithms and the implemented
channel models.

4.3 Implementation

The demands for a combined simulation of physical layer and networking aspects
including the resulting benefits were motivated in the previous section. The follow-
ing subsections now present how a physical layer simulator can be implemented
and integrated into a discrete event-based network simulation framework. In the
context of this thesis, the popular NS-3 network simulator is chosen as a starting
point, and the open-source IT++ signal processing library is used to implement
the physical layer simulator. The implementation is compliant to the OFDM-based
IEEE 802.11 standard specification, but omits the legacy direct sequence spread spec-
trum (DSSS) modes as well as the infrared communication provisions of the standard.
The proposed combination can therefore be used to simulate the IEEE 802.11 a, g and
p amendments of the standard with data rates up to 54 Mbps.

An overview of the combined physical layer and networking simulator is given
in Figure 4.1: medium access control forwards transmission requests down to the Tx
module of the physical layer simulator according to its medium access policies (i.e.
CSMA). The Tx module then transforms the contents of the data packet into a se-
quence of complex time samples1, as described in Section 3.3 and as defined by the

1Traditionally, network simulators do not model the actual payload of each packet, but consider
only the protocol headers added by each layer. To resolve this, a random payload (or bit sequence) is
generated that serves as input to the frame construction process.
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Figure 4.1: Overview of the joint networking and physical layer simulation architec-
ture. In addition to the transmission and reception logic (cf. Tx and Rx modules),
propagation delays and possible impacts of multiple transmitting nodes have to be
considered as well (cf. interference manager and state manager).

standard. Afterwards, the packet (whose content is now represented by a sequence
of complex time samples) is put on the channel, which multiplexes between all nodes
that are transmitting and listening to that channel. To address space and time prop-
erly, a propagation delay and one (or multiple) propagation loss modules apply time
delay and power loss characteristics. At each receiver the packet is delivered to the
physical layer and first stored in the so called Interference manager which keeps track
of all incoming packets (and signals), aligns them w.r.t. time and ensures that net-
work aspects, i.e. multiple access interference, are implemented correctly. In a next
step, the packet is handed over to the Rxmodule for reception, which starts the recep-
tion process depending on the current state of the physical layer, and finally delivers
it up to the medium access control layer in case the decoding process completed
without any errors.

Apart from being responsible for a proper treatment of multiple access inter-
ference, the interference manager will also report the energy level that is currently
present at the receiver to the State manager. This feedback is necessary in order to
support the clear channel assignment mechanism and to implement the carrier sense
functionality of the medium access control layer in IEEE 802.11. The state manager
distinguishes also between several processing (or reception) stages in order to emu-
late the reception behavior of a real transceiver properly, e.g. to support the different
frame capture capabilities available in modern chipsets.
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The following Section 4.3.1 further elaborates on the signal processing details,
outlines the transmission and decoding algorithms used in the implementation. Sec-
tion 4.3.2 then covers the network related aspects by means of an in-depth expla-
nation of the underlying state machine and an illustration of how the continuous
reception process of a real transceiver is modeled in a discrete event-based simulator.
An overview of the implemented propagation loss models is given in Section 4.3.3,
and several design decisions are discussed in Section 4.3.4.

4.3.1 Signal processing aspects

The main signal processing logic of the physical layer resides in the Tx and Rx mod-
ules. Whereas the frame construction process is straight forward and leaves no room
for fundamental modifications, the reception process is not covered by the IEEE 802.11
standard specification and is also subject to optimisation in terms of decoding per-
formance. Hence, after a short outline of the frame construction process in the be-
ginning, the main focus will be on the logic of the reception module.

As a first step of frame construction, the bits of a packet are scrambled in order
to prevent long sequences of zeros or ones. Then a convolutional encoder adds redun-
dancy to enable error correction in the receiver and a block interleaver ensures that
long runs of low reliability bits are avoided. The block interleaver further divides the
bitstream into equally sized blocks, each of which can fit into a single OFDM symbol.
Afterwards, the bits of each block are modulated onto complex signals using either
phase-shift keying (BPSK or QPSK) or quadrature amplitude modulation (16-QAM
or 64-QAM), pilot symbols are inserted in four of the 52 subcarriers to support chan-
nel tracking in the receiver, and OFDM modulation is applied to each block. The end
product of the above transformations is a sequence of complex time samples — 80
samples per OFDM symbol. As interoperability among different vendors has to be
guaranteed, minor deviations in this chain of processing steps are not allowed.

Since real transceivers will introduce carrier frequency offsets due to inaccura-
cies in the local oscillators (i.e. symbol clock), a uniformly distributed frequency
offset is applied twice to the transmitted signals: once to model the offset on trans-
mitter side, and once to reflect the inaccuracies on receiver side. According to the
IEEE 802.11 standard specification for OFDM-based communication, the clock fre-
quency tolerance shall be at most ±20 ppm for 20 MHz channel configurations, and
±10 ppm for 5 MHz channel configurations.

In contrast to the strictly defined transmission chain, the standard does not de-
fine the specific signal processing algorithms that have to be used in a receiver. In-
stead, the standard defines a minimum receiver sensitivity that has to be met by any
receiver implementation. Of course, each receiver has to execute the inverse of the
frame construction process, i.e. it has to perform OFDM and bit demodulation, er-
ror correction (using a Viterbi decoder), as well as to deinterleave and to descramble
all data bits. However, it is not standardized how the beginning of a new frame is
detected, how timing synchronization has to be performed, how (or even whether)
a receiver has to use the feedback provided through pilot subcarriers, how it should
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Figure 4.2: Time-variant and signal-to-noise ratio dependent output of the auto-
correlator that is used by the signal detector.

equalize channel effects, and how to correct frequency offsets due to inaccurate os-
cillators in the transmitter and the receiver.

In the proposed physical layer implementation, the process of signal detection
is based on two mechanisms: energy detection and preamble detection. The receiver
assumes that a valid frame is present if the energy level increases by at least 4 dB, and
if the auto-correlation of the received signal exceeds a specific correlation threshold.
The auto-correlator computes the correlation among the short training symbols, i.e.
each sample is correlated against its counterpart that arrives with a delay of 16 time
samples, and returns a moving average using a window size of 32 time samples in or-
der to suppress white noise [Liu03]. In mathematical terms, the correlator computes

Cn =
L−1

∑
k=0

sn−ks
∗
n−k−16 (4.1)

with L = 32 being the window size of the moving average, si being the i-th received
time sample and s∗i being the complex conjugate of it. Depending on the SNR of
the received signal, the time-varying output of the correlator will look similar to the
values shown in Figure 4.2. As can be seen, the correlator has its difficulties to identify
the repeating pattern of the short training symbols if the SNR is smaller than zero.
However, as soon as the signal strength is equal to or greater than the noise level, Cn

exceeds a correlation value of 0.4 and reaches the maximum value of Cn = 1 for SNRs
of 10 dB and greater. Due to reasons that will be explained later in Section 4.3.4, a
correlation threshold of 0.85 is used in the remainder of this thesis.

The receiver also performs a coarse time synchronization using the short and
long training symbols. The point in time at which the correlator output drops below
the correlation threshold is taken as an estimate for the end of the short training
symbols. In a next step, a more accurate time synchronization is achieved through
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an (auto-)correlation of the long training symbols. In analogy to signal detection,
Equation 4.1 is used to auto-correlate the received samples that belong to the long
training symbols, however, using a delay of 64 time samples.

Based on the short and long training symbols and following the proposal pre-
sented in [SEM04], the receiver performs also an initial phase offset estimation and
uses the estimate to correct the responsible frequency offset. First, the last 5 short
training symbols are used to obtain a coarse estimate α̂ST of the per sample phase
rotation (or drift). Assuming that sm, where m = 0, 1, ...79, are the time samples rep-
resenting the second half of the short training symbols, −π < ∠(z) ≤ π being the
phase of the complex variable z, α̂ST can be computed as

α̂ST =
1

16
∠(

79

∑
m=16

sms
∗
m−16) (4.2)

In a second step, the long training symbols are used to obtain a more accurate esti-
mation of the frequency offset. Therefore, the 128 samples of the two long training
symbols are first corrected using the coarse estimate α̂ST , i.e. the time samples sm of
the long training symbols are multiplied by e− jmα̂ST such that

sm = sme
− jmα̂ST , m = 0, 1, ..., 127 (4.3)

and are then used to compute the (per sample) fine estimate α̂LT , given by

α̂LT =
1

64
∠(

127

∑
m=64

sms
∗
m−64) (4.4)

The total phase estimation α̂ = α̂ST+α̂LT is finally used to correct the carrier frequency
offset present in the remaining part of the frame. Hence, all time samples after the
long training symbols are multiplied by e− jmα̂.

In addition to the initial frequency offset channel estimation and correction, the
implemented receiver further uses the four pilot subcarriers to track channel varia-
tions over time. Therefore, the accumulated (or residual) phase rotation at the n-th
OFDM symbol is estimated and corrected using the same technique as described
above [SEM04]. For each OFDM symbol, the receiver further computes a channel es-
timate using the knowledge provided in pilot subcarriers. This estimate is frequency-
dependent and has to be computed for each subcarrier. For the four pilot subcarriers
with index i ∈ {−21,−7, 7, 21}, the estimate ĥi can be derived directly by a division of
the (known) reference samples and the received samples. For subcarriers in between,
the pilot-based estimates are simply linearly interpolated. With this approach, varia-
tions in the channel response can be tracked over time and equalised.

4.3.2 Network aspects

The combination of physical layer and network layer simulation is not complete by
the sole adoption of complex time samples in a network simulator. Indeed, apart
from the signal processing details, the characteristics of a network with respect to

53



4 Combined physical layer and network simulation

TimeData symbolsPreamble Signal
header

1. event: arrival of first time sample
2. event: end of preamble

3. event: end of header
4. event: end of payload

Figure 4.3: Subdivision of the continuous frame decoding process of a real transceiver
into three logical stages in order to model the receiver as a discrete event-based pro-
cess.

time and space have to be reflected and integrated into the signal processing logic as
well since network nodes may impact each others transmission behavior. As a con-
sequence, and in contrast to the frame construction process of IEEE 802.11p which
can be considered time-discrete and independent from other events that occur in the
network, the reception process can not be considered to be atomic and time-discrete:
while a transmitting node will stay in transmission state until the last OFDM sym-
bol has been transmitted, a receiving node will change its physical layer state several
times until the whole packet is successfully received.

The set of events that reflect this sequence of state changes is illustrated in Fig-
ure 4.3: first, the arrival of the first time sample of a packet at the receiving node is re-
flected by a StartReceive event. The term “receiving” might be misleading here, since
the node is not decoding the samples at this point in time. The time samples rather
arrive at the antenna of this node and contribute to the cumulative signal strength
of multiple arriving packets. At this point in time, the received time samples will be
added to the interference manager and a decision is made whether the packet will
be considered for reception or not. For instance, if the node is in transmission state
itself, if the signal strength of this packet is below thermal noise, or if other reasons
prohibit the start of the reception process, no further action is taken. Otherwise, the
reception process is started and an EndPreamble event for this packet is scheduled.
Upon expiration of the end preamble event, it is checked whether the preamble can
be detected successfully using the methods described in Section 4.3.1. In case of a suc-
cessful signal detection, time synchronization and channel estimation is performed,
followed by the scheduling of an EndHeader event that marks the point in time at
which the last sample of the signal header arrives at the receiving node. When the
end header event is executed, the receiver decodes the bits that constitute the signal
header, checks the parity bit and performs a plausibility check on the obtained data
rate and packet length information. If all checks are successful, an EndRx event is
scheduled at which all remaining data symbols are decoded and a final decision on
the success of the reception process is drawn. Please note that each event takes the
cumulative signal of all overlapping transmissions and a white gaussian noise com-
ponent as input to the signal processing mechanisms. Also, signal processing is only
performed at these events and not during the (time) periods in between.

54



4.3 Implementation

TimeNode 0

Node 1

Node 2

Δt1

Δt2

Time

Time

t0 t1 t2 t3 t4t 5 t6 t7 t8

TX

IDLE    SYNC             RX

IDLE    SYNC             RX

St
ar

t o
f t

ra
nsm

iss
io

n

St
ar

t o
f r

ec
ep

tio
n

St
ar

t o
f r

ec
ep

tio
n

End o
f p

re
am

ble

End o
f p

re
am

ble

End o
f h

ea
der

End o
f h

ea
der

End o
f r

ec
ep

tio
n

End o
f r

ec
ep

tio
n

Figure 4.4: Examplary timeline of simulation events if one node is transmitting a
packet, and two nodes are receiving it.

As described above, four different events span the successful reception process
of a transceiver. To clarify the different states that will be adopted in the periods in
between, a scenario with multiple nodes is used in the following. Figure 4.4 depicts
the timeline of this scenario in which one node is transmitting a packet at time t0, and
in which two other nodes start a corresponding reception process at times t1 and t2.
The starting times differ due to different distances to the transmitting node and the
resulting propagation delays (compare△t1 and△t2). As annotated in this figure, the
transmitter executes the frame construction process at t0, computes all time samples
that will represent the frame in complex time domain, switches to TX state and stays
in this state for the full transmit duration. The two receiving nodes stay in IDLE state
until the end of the preamble. Only then, the transceivers may establish a “receiving
context” and switch to SYNC – cf. t3 and t4. Upon expiration of the end header event
and a successful decoding of the signal header, the transceivers switch to RX state
and stay in this state until the end of their individually calculated frame duration.

What is not shown explicitly in Figure 4.4 are the physical layer states during
the periods in which neither a frame is “in the air” nor present as a candidate for re-
ception. In the first case, the physical layer will be idle and ready for new receptions
and transmission requests. In the latter case, i.e. frames are in the air but not con-
sidered for reception due to insufficient signal strength, the physical layer will also
be ready for reception, but may block own transmission requests from upper layers
if the cumulative signal strength at the antenna exceeds the carrier sense threshold
of CSMA. Such a situation is reflected by the CCA Busy state, which implements the
CCA.indicate primitive of the IEEE 802.11 standard specification – cf. clauses 17.3.6
and 17.3.10.5 of [IEE07]. The actual carrier sensing is performed on a per OFDM-
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Figure 4.5: The physical layer state machine with its five different states and the al-
lowed state transitions.

symbol basis, i.e. the signal strength is calculated over periods of 80 time samples.
Please note that the receiver will also block higher layers, i.e. MAC, and indicate a
busy medium if the state is changed to RX.

The total set of possible physical layer states contains five distinct states: trans-
mit, idle, CCA busy, synchronized, and receiving, cf. Figure 4.5 for an illustration
of the implemented state machine. As described previously, in the simple and op-
timistic case with a sufficiently strong incoming signal the state will switch from
idle/CCA busy to synchronized, from synchronized to receiving, and from receiv-
ing back to idle/CCA busy. Under worse conditions, e.g. due to interference, the
state transition sequence may differ: if the preamble can not be detected successfully,
the physical layer will stay in idle/CCA busy state, and if header decoding fails, the
state changes back to idle/CCA busy without going to receiving state. The sequence
gets even less straight forward if packet capture on physical layer is enabled. With
packet capture, the physical layer may start a reception process even if it is already
synchronized to a signal and decoding either the signal header or the data symbols.
Hence, transitions from synchronized to synchronized, and from receiving to syn-
chronized are allowed and possible. As demonstrated by Lee et. al [LKL+07], such a
re-synchronization is performed by off-the-shelf transceivers if the SINR of the new
incoming signal satisfies an artificially chosen capture threshold.

More details on the implementation of the physical layer state machine — in
particular of the corresponding event handlers for StartReceive, EndPreamble, End-
Header, and EndRx — can be found in Annex A.
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4.3.3 Radio propagation

Apart from the implementation of a more accurate physical layer and its integration
into NS-3, several channel models that operate and exploit the improved granularity
are part of the combined physical layer and network simulation approach.

As illustrated in Figure 4.1 and described in Section 4.3, the channel itself is
only a multiplexer between all nodes that listen and transmit to the channel. In prin-
ciple, the channel multiplexer employs a propagation delay and one (or multiple)
propagation loss models which determine the channel transfer function based on
the location and the relative velocities of the nodes. In the context of this thesis,
two different types of channel multiplexers have been implemented: a channel mul-
tiplexer that uses only stochastic propagation loss models, and one that employs a
geometry-based stochastic channel model.

The channel multiplexer that uses only stochastic channel models is the tradi-
tional approach used by most of todays network simulators. Each “link” between
two nodes experiences the same stochastic channel properties, in the sense that a
fixed path loss model, a fixed large-scale fading model, and a fixed small-scale fad-
ing model is applied. The parametrisation of these models can therefore be consid-
ered as uniform among all transmitter-receiver combinations. In addition to the
common pathloss (e.g. Friis, Two-Ray Ground, LogDistance), large-scale fading
(e.g. Log-Normal shadowing), and small-scale fading models (e.g. Nakagami-m,
Rician, Rayleigh), the six vehicular channel models developed by Acosta-Marum
et. al [AI07] have been implemented in order to simulate the time- and frequency-
selective nature of vehicular environments. These channel models adopt the tapped-
delay line model where each tap is characterized by a Rician or Rayleigh fading pro-
cess and a Doppler power spectral density. Due to the sample-level granularity of the
simulator, the implementation of the channel models in [AI07] is complete without
further abstractions or approximations.

The usage of purely stochastic channel models for large- and small-scale fading
has some obvious drawbacks, as outlined already in Section 3.2.4: such models do
not reflect the geometry of the scenario and are only stochastically correct. For in-
stance, they only capture the long-term average or the worst-case characteristics of
the channel. Further, since they do not consider the geometry, a spatial correlation
of the propagation conditions is not modeled at all, hence nodes located in similar
locations may experience significantly different channel impulse responses, even if
only marginal differences should be observed. In general, a wide-sense stationary
uncorrelated scattering (WSSUS) assumption is made by such models, which is not
valid for vehicular environments and a 5.9 GHz carrier frequency.

To solve the above issue, the second type of channel multiplexing employs the
principle of geometry-based stochastic channel modeling and implements the model
presented by Karedal et. al in [KTC+09]. Their model considers signal contributions
that result from reflections at different kind of scatterers: mobile scatterers such as
other vehicles driving on the street, static scatterers such as buildings or sign posts,
and diffuse scatterers to reflect smaller objects along the road.
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4.3.4 Discussion

The proposed implementation of a combined physical layer and network simulator is
based on several assumptions. Indeed, from the perspective of a radio expert, the cur-
rent implementation still involves several levels of abstraction. For instance, inaccu-
racies due to imperfect radio frontends are neglected, i.e. errors that are introduced
during the quantization process of analog-to-digital conversion, imperfections in au-
tomatic gain control, and receiver nonlinearities are not considered. Furthermore,
the presented implementation assumes a single omnidirectional antenna present in
every transceiver. Nevertheless, such aspects can easily be introduced in the pro-
posed physical layer and network simulator if needed.

Apart from the above aspects, it is important to discuss the parametrisation of
the used signal processing algorithms. The autocorrelation threshold of the signal
detector is only one but important parameter that can be optimized. While a low
threshold leads to an increased preamble detection rate, it also leads to reception
attempts that fail in the end due to insufficient SNR levels. Such attempts should
be avoided, since they lead to unnecessary reception states and unneeded blocking
periods at higher layers – which might have a negative impact on medium access con-
trol and network performance since inadequate feedback is provided. On the other
hand, a threshold that is set too high leads to declined packets that could have been
decoded without errors successfully. It is therefore important to find the optimal
correlation threshold that achieves close to zero false positives but which does not
miss too many potential packets. According to the results of a dedicated evaluation,
a correlation threshold of 0.85 provides the best results with regard to this objective.
An illustration of these findings is available in Section B.

4.4 Validation

The implemented physical layer and its signal processing algorithms have been val-
idated against real hardware using off-the-shelf transceivers from Atheros, in par-
ticular transceivers based on the Atheros AR5112 chipset, and the wireless channel
emulator testbed developed by Judd et. al at the Carnegie Mellon University (CMU)
in Pittsburgh, USA [JS04]. The testbed allows to conduct controllable and repeatable
experiments using wireless technologies. By means of an emulation of the wireless
channel effects, i.e. path loss and frequency-flat fading such as Rayleigh or Rician,
network and higher layer protocols can easily be tested or optimized without the
need to care about external influencing factors that would usually alter the channel
conditions and complicate a fair comparison of different protocol configurations. It
further allows to miniaturise the propagation channel, emulates distances between
nodes up to several hundred meters, and let nodes move at relatively high speeds,
even though the nodes are located next to each other and not moving at all.

An overview of the wireless emulator testbed is given in Figure 4.6: a field pro-
grammable gate array (FPGA) based digital signal processing unit constitutes the
core of the testbed and multiplexes the signals of all connected devices (e.g. laptops).
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Figure 4.6: Architecture of the wireless emulator testbed at the Carnegie Mellon Uni-
versity.

Each device is connected to the FPGA through an antenna cable and an analog-to-
digital conversion unit that transforms the analog signal transmitted by the device.
The digitally sampled signal is then altered according to the channel configuration
that is stored inside of the channel emulator, afterwards transformed back to the ana-
log domain and provided as input to all other connected devices. The channel config-
uration itself is simply a table of channel coefficients, whereas each entry is applied
to a single transmitter-receiver combination. Thus, it is possible to reflect different
path loss conditions between the connected devices. By means of an external con-
troller that is running on a workstation, the channel configuration can be adjusted
in order to reflect either only the power law of distance-dependent path loss or to
include also the characteristics of a Rician fading channel. To be able to compute the
Rayleigh channel coefficients in real-time, the network emulator testbed implements
the algorithm presented in [PNS00] and uses its output to update the fading table in
the FPGA. The fading intensity (or speed) then determines the update rate that is
used by the controller. Further, to protect the testbed from interference generated
by other device operating at the same carrier frequency, the whole setup is operated
inside an isolation chamber with shielded walls.

For the validation of the physical layer implementation, analog-to-digital and
digital-to-analog radio frontends for the 2.4 GHz frequency band have been used. As
a consequence, the transceivers in the simulator and the laptops were configured to
use the OFDM-based transmission modes of the IEEE 802.11g standard specification
with a channel bandwidth of 20 MHz. Although the simulator will later be used for
vehicular scenarios with transceivers operating at 5.9 GHz, this will not be an issue,
since the validated signal processing algorithms are independent of the actual car-
rier frequency.

With respect to the conducted experiments, a setup with one transmitting and
one receiving device was used and repeated 10 times, on the simulator as well as on
the testbed. During each repetition, 1200 packets were transmitted in total, but only
the last 1000 packets were used to obtain the average frame reception ratio and the
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Parameter Value

Frame size 100, 500, 1000 bytes

Transmission rate 10 Hz

Transmission power 20 dBm

Data rate 6, 12, 24, 48 Mbps

Carrier frequency 2.4 GHz

Channel spacing 20 MHz

Non-fading conditions Static pathloss, 90-130 dB

Freq.-flat Rayleigh-fading Jake’s Doppler spectrum

Relative vehicle speeds 10 m/sec

Table 4.1: Configuration parameters used for validation experiments.

corresponding 95 % confidence intervals w.r.t the configured SNR. The remaining
relevant configuration parameters are listed in Table 4.1. Note that several packet
sizes were used during validation and all of them yielded a successful result. Yet,
only the results for a 500 byte configuration will be shown in the following.

Figure 4.7 shows the frame reception ratio with respect to SNR for different data
rates. As can be seen, the reception curves show not only similar slopes, but also start
to rise at very similar SNR values which, at lower data rates, are at most 1 dB apart.
Only at the highest data rate did the simulator results diverge significantly from the
testbed, which, based on a discussion with the team at CMU, can be attributed to the
presence of too much phase noise in the analog to digital converter.
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Figure 4.7: Frame reception ratio with respect to SNR for different data rates and a
path loss only channel configuration: at lower data rates the difference between the
implemented physical layer simulator and the testbed is at most 1 dB; at high data
rates, the simulator yields significantly better reception results.

To compound the results of the previous comparison, the experiments and sim-
ulations of that scenario were repeated with a Rayleigh-fading effect added to the
pathloss configuration. The frame reception ratios of the conducted simulations and
testbed experiments with a Rayleigh fading channel are illustrated in Figure 4.8. The
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Figure 4.8: Frame reception ratio with respect to SNR for different data rates and a
path loss plus Rayleigh fading channel configuration. Please note the two different
x-axes that were used to align the curves obtained in both systems.

slopes of the observed reception curves are again very similar, but this time, the offset
varies between 3-5 dB throughout all data rates and the performance of the Atheros
AR5112 chipset is significantly worse than the one observed in the simulator (note
the use of two different x-axes in this figure to ease a comparison of the correspond-
ing curves). This discrepancy can be attributed to the channel estimation algorithms
being used in the AR5112 chipset, which are probably different to the ones used in
the simulator. More contemporary chipsets are further expected to provide better
results. It should also be noted that the intention is not to reflect the performance
of a particular chipset, but to ensure that the simulator provides a similar perfor-
mance in comparison to real transceivers. Hence, based on the obtained results, the
current implementation is assumed to reflect the performance of real transceivers
sufficiently well.

4.5 Evaluation

To illustrate the benefits of an increased accuracy in the physical layer model, the
following section provides a comparison between the frame reception ratios that
are achieved with traditional packet-level simulation models and the signal-level
physical layer model presented in Section 4.3. Further, a brief demonstration of the
frame capture capabilities is presented. In contrast to the scenario setup that was
used in the previous section, the conducted simulations in this section are based
on an IEEE 802.11p configuration with a carrier frequency of 5.9 GHz, a 10 MHz
channel bandwith and a background noise setting of -99 dBm. Again, following
the same argumentation as before, only results for the 500 byte packet configuration
are shown. To ease referencing of the two simulation models in the following, the
term PhySimWifiPhy is used to refer to the model offering an increased accuracy, and
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4 Combined physical layer and network simulation

YansWifiPhy to refer to the traditional packet-level simulation model that is already
available in NS-3.

In Figure 4.9 the observed frame reception ratios of both implementations is
plotted w.r.t. the SNR that can be derived after the pathloss effect has been applied.
Note that the YansWifiPhy model results are plotted against an x-axis with an offset
of 5 dB compared to that of the PhySimWifiPhy results so as to highlight the sim-
ilarities in the shape of the curves. It is clear though that the existing BER-based
physical layer model in NS-3 generates more optimistic results compared to the new
implementation, which, however, does not imply that one modeling approach is bet-
ter than the other. Note that the slopes of the curves in this case show very similar
characteristics — in fact they could coincide substantially if a linear offset was in-
troduced for each data rate.

When simulating the scenario with a Rayleigh-fading channel, a similar conclu-
sion can be drawn – at least initially. As illustrated in Figure 4.9(b), the observed
frame reception curves for the data rates of 6, 12 and 24 Mbps follow very similar
slopes as well and are separated by a linear offset of 4-5 dB. However, if a data rate
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(a) Pathloss only, No fading
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(b) Rayleigh fading

Figure 4.9: Comparison of the frame reception ratios using either the new and more
accurate physical layer implementation (PhySimWifiPhy) or the traditional packet-
level simulation approach (YansWifiPhy), and a path loss only channel (top) or
Rayleigh fading channel (bottom) configuration. Please note the two different x-axes
that were used to align the curves obtained with both simulators.
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Figure 4.10: Comparison of the frame reception ratios using the new physical layer
under a Rayleigh fading channel configuration with different speeds, and using the
packet-level simulation with a block-fading Rayleigh channel. Please note again the
two different x-axes that were used to align the curves obtained with both simulators.

of 6 Mbps and different fading speeds are considered — which are not modeled in
a packet-level simulator — the slopes tend to divert from each other, cf. Figure 4.10.
As a summary of the observations, it can be stated that packet-level simulators show
inaccuracies when a Rayleigh-fading channel is modeled and cannot account for dif-
ferent relative speeds between a transmitter and a receiver. If only a path loss has
to be reflected, a packet-level simulator is well suited to capture the performance
appropriately — apart from the linear offsets which can easily be “corrected”.

As previous measurement campaigns have shown [AI07, MTKM09] and as
emphasised in Section 3.2, the vehicle-to-vehicle (V2V) channel is different from
a frequency-flat Rayleigh fading channel. In particular, V2V channels have shown
to be time- and frequency-selective, i.e. they exhibit fading over time and w.r.t. fre-
quency. As a result, the frequency-responses of neighboring OFDM subcarriers are
not necessarily strongly correlated and the four pilot subcarriers may not be sufficient
to estimate the channel for all subcarriers correctly, cf. Section 3.2. To evaluate the sig-
nificance of the frequency-selectivity on the reception performance, the six empirical
models by Acosta-Marum et al. [AI07], which are based on vehicle-to-vehicle and
roadside-to-vehicle measurements in expressway, urban canyoning and suburban en-
vironments, were used. In addition, the geometry-based stochastic channel model
of Karedal et al. [KTC+09] is used to evaluate whether the large amount of diffuse
scatterers located at the side of the road affects the physical layer layer performance.

Figure 4.11 starts with the illustration of the observed frame reception ratios
with respect to the SNR when simulating the expressway oncoming and the urban
canyon oncoming channel models by Acosta-Marum et al. Similar to the setup in
which a Rayleigh fading channel was simulated, the implemented receiver is not able
to estimate the V2V expressway oncoming channel sufficiently well, even at very high
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Figure 4.11: Illustration of the frame reception performance in vehicular environ-
ments, e.g. expressway (EW) oncoming and urban canyoning (UC) oncoming, with
respect to different relative speeds, packet sizes and SNR.

SNRs. This is either a result of the significant Doppler effects or the lack of a suffi-
ciently strong line of sight component in the randomly generated channel impulse
response. On the contrary, the reception probabilities in the urban canyoning envi-
ronment are significantly higher and even better than in the Rayleigh case. Indeed,
the gradient of each curve is considerably steeper and very close to the curves ob-
tained with a path loss only channel configuration.

If the geometry-based stochastic channel model by Karedal et al. is used to simu-
late the channel impulse response between two vehicles, frame reception ratios as the
ones shown in Figure 4.12 are obtained. Since each path in this model experiences
its own random path loss value, the ratios are plotted with respect to the distance
between sender and receiver. In addition, the number of vehicles and the number of
diffuse scatterers that are located at the side of the road is varied. However, as can
be seen in this figure, it does not matter at all whether one or 1000 diffuse scatterers
are simulated. Similarly, the impact of surrounding vehicles is also not significant.
The shown results therefore confirm the considerations that were already expressed
in Section 3.2.4: only because there are multiple paths that arrive with a significantly
larger delay than the line of sight path, such paths do not necessarily harm a success-
ful reception of the transmitted signal. The power at which those paths arrive at the
receiver is important as well, and according to the parametrization of the model by
Karedal et al., the difference between the line of sight and the remaining paths is most
of the time greater than 20 dB. In the remainder of this thesis, a simulation of time-
and frequency-selective channels is therefore omitted, since the resulting physical
layer performance is not worse than the performance achieved in a frequency-flat
Rayleigh fading channel.

In addition to the single sender, single receiver scenario used so far, a scenario
with two transmitting and one receiving node is considered to demonstrate the frame
capture capability implemented in the receiver. As illustrated in Figure 4.13(a), one of
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Figure 4.12: Observed frame reception ratios w.r.t. distance between sender and re-
ceiver when simulating the geometry-based stochastic channel model in scenarios
with either 40 vehicles/km or 80 vehicles/km, either 1 or 1000 diffuse scatterers (DI)
per highway kilometer, and two vehicles that are either driving in the same direction
(SD) or oncoming direction (OD). The configured packet size accounts to 400 bytes.

the two transmitting nodes acts as the reference node from which the receiving node
aims to decode as many packets as possible, and the second transmitter takes the role
of an interferer. Both nodes start a packet transmission almost simultaneously, being
separated in time only by a very small△t that is shorter than the packet transmission
period, c.f. Figure 4.13(b). Together with an equal propagation delay between all
nodes, this setup yields an overlap of the packets at the receiver, either completely
if △t = 0 or only partially if △t ≠ 0. The relationship w.r.t. the points in time at
which the two nodes start their transmissions is depicted in Figure 4.13: if △t > 0,
the reference node starts its own transmission prior to the one from the interfering
node, and if△ < 0, the reference node starts to transmit after the interfering node.

In order to simulate different conditions for the frame capture mechanism, the
path loss between the reference and the receiving node is varied such that SNR values
of 10 dB, 15 dB, and 20 dB are achieved. Similarly, the path loss between the interfer-
ing and the receiving node is varied, such that signal-to-interference ratios (SIR) in
the range of 0 dB to 10 dB are achieved. While the first variation ensures that the pack-
ets sent by the reference node arrive with different power levels at the receiving node,
the second variation leads to different levels of interference by the interfering node.
For instance, a SIR of 0 dB creates a situation in which interfering packets arrive with
the same power level as reference packets. A SIR of 10 dB setting however creates a
situation in which interfering packets are 10 dB weaker than reference packets.

Note that it is not the objective to actually evaluate capture capability effects
in the following, since such an evaluation has already been carried out by Lee et
al. in [LKL+07] in an experimental using commodity IEEE 802.11a communication
chipsets. Instead, the following results are included in this section to demonstrate the
compliance of the present implementation with what has been observed empirically.
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T                                                         R                                                          I

path loss: T → R path loss: I → R
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Figure 4.13: Experiment setup used to demonstrate frame capture capabilities: (a)
two nodes T and I transmit frames to a receiving node R, whereas different path loss
values are applied between T to R and I to R; (b) the time difference between the
transmissions of T and I is controlled by a small △t such that both frames overlap
either completely or only partially at the receiving node R.

Figure 4.14 illustrates the frame reception ratios achieved by the receiving node
when considering only the packets transmitted by the reference node, different SNR
and SIR levels, values of△t in the range of −160μs to 160μs, and either capture being
enabled or disabled. The packet size was set to 100 bytes, and the data rate to 6 Mbps
in a 20 MHz channel, hence the duration of a single frame accounts to 160μs and
is equal to the maximum absolute value of △t. As can be seen in all subfigures, a
successful packet reception is possible if the reference node starts to transmit prior
to the interfering node (△t > 0), and if the SIR of its packets is greater than 2-4 dB —
independent of frame capture. If, however, the interfering node started its transmis-
sion prior to the reference node, i.e. if△ < 0, a successful reception is only possible
if either frame capture is enabled, cf. Figure 4.14(c) and (d) as well as Figure 4.14(e)
and (f), or if the interfering packet is not significantly stronger than the background
noise level, as shown in Figure 4.14(a) and (b).

A closer look to Figure 4.14(c), (d), (e) and (f) shows that approx. 50 % of the ref-
erence packets are successfully decoded if frame capture is disabled, the SIR greater
than 4 dB, and△t ∈ [−16 ∶ 0). How can this happen? The explanation is simple: if the
first time sample of the reference packet arrives at the receiver during the preamble
period of the interfering packet, it can prevent a successful preamble detection of the
interfering packet. As the physical layer will then still be idle at the end of the pream-
ble that belongs to the reference packet, the receiver can successfully synchronize to
it and achieve a successful reception.

Another interesting aspect that can be discovered in all subfigures of Figure 4.14
is the vulnerability of the reception process during the preamble period, i.e. if△t ∈
(−16 ∶ 16). In particular when the preamble portion of the interfering packet over-
laps with the preamble portion of the reference packet, the exact timing between
both packets is highly significant. The reason is again quite simple: since the pream-
ble portion of the interfering packet is identical to the preamble portion of the ref-
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(a) Capture Disabled, 10 dB SNR
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(b) Capture Enabled, 10 dB SNR
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(c) Capture Disabled, 15 dB SNR
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(d) Capture Enabled, 15 dB SNR
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(e) Capture Disabled, 20 dB SNR
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(f) Capture Enabled, 20 dB SNR

Figure 4.14: Demonstration of frame reception ratios (color coded) with and without
frame capture enabled and with respect to the SNR of the frame sent by the reference
node, the signal-to-interference ratio of the packet sent by this reference node, as well
as the time difference△t of the packet transmission.
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erence packet, it can be much more destructive than a random gaussian distributed
background noise. As a consequence, the interfering packet can easily misguide the
channel estimator, and subsequently cause decoding failures at the receiver.

4.6 Runtime performance evaluation

Enabling detailed simulations with the physical layer simulator increases simulation
requirements both in terms of processing time and memory consumption. This sec-
tion elucidates the added requirements and offers some analysis on the simulator’s
runtime performance.
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Figure 4.15: Illustration of the per packet memory consumptions with respect to the
number of receivers that are present in the network.

When considering the memory requirements that are raised due to the adop-
tion of complex time samples, a simple estimation of the per packet transmission
memory footprint can be made. This memory footprint depends on the number of
complex time samples that are necessary to represent the transmitted signal, and the
number of nodes that are present in the network and which will potentially receive
the packet. Consequently, the modulation scheme and the packet size used are the
dominant factors, whereas higher order modulation schemes yield a lower memory
requirement in comparison to lower order schemes. In mathematical terms, the num-
ber of time samples N that are necessary to represent an OFDM-based IEEE 802.11
compliant packet containing Nbits bits when using a modulation scheme that results
in NDBPS data bits per OFDM symbol is given by

N = 4 + 1 + 80 ⌈Nbits/NDBPS⌉ (4.5)

Under the assumption that each complex time sample is stored using two floating
point values with double precision, i.e. 8 bytes per value, the memory footprint M
(in bytes) per transmission is then given by
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Figure 4.16: Illustration of the runtime slowdown caused by the increased accuracy.
Depending on the packet size, the modulation scheme used, the complexity of the
channel and the number of nodes simulated, the slowdown varies between factors of
260 and 6800.

M = 16 R N (4.6)

whereas R is the number of potentially receiving nodes, and N the number of time
samples according to Equation 4.5. In addition to the storage of the time samples that
represent the packet bits, additional memory is needed to store the time samples that
represent the Gaussian distributed background noise. Hence, the estimate given by
Equation 4.6 has to be doubled. Figure 4.15 depicts the resulting per packet transmis-
sion memory footprint (including the background noise aspect) with respect to the
number of potentially receiving nodes. Please keep in mind that the estimate given
by Equation 4.6 accounts for a single transmission and all corresponding nodes that
receive the packet with a signal strength greater than thermal noise, i.e. -104 dBm. If
multiple nodes are transmitting simultaneously, the total memory footprint increases
accordingly — all per packet footprints are added cumulatively, only the background
noise footprint is added once. As a consequence, the overall memory footprint de-
pends heavily on the transmission behavior of the nodes being simulated. Although
configurations can be found which result in a very high memory footprint, the ob-
served footprints of the most demanding scenarios simulated in subsequent chapters
never exceeded a value of 7.5 GB.

Similar to the memory footprint, the runtime performance of the simulator
is affected significantly as well. However, apart from the configured modulation
scheme, the packet sizes used, and the network nodes present, the complexity of
the channel has an additional impact on the overall runtime performance. For in-
stance, a Rayleigh fading channel requires more computation efforts than a simple
path loss model. Figure 4.16 illustrates the observed runtime slowdowns of the sim-
ulator in comparison to a traditional packet-level based simulation in NS-3. For the
comparison, a scenario with one transmitting and one or multiple receiving nodes
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was simulated, whereas the transmitter performed 1000 packet transmissions and
the remaining nodes went through the whole reception process. To ensure that all
transmissions lead to a packet reception process, the path loss was set to 20 dB for
all transmitter-receiver combinations. All simulation runs were repeated ten times
in order to obtain an average slowdown factor and a corresponding 95 % confidence
interval. Please note that it is not necessary to simulate a scenario in which all nodes
are transmitting as this is only a scalar multiplication of the runtime experienced in
both, the packet-level and the signal-level simulator. Hence, it does not affect the
relationship between both.

As illustrated in Figure 4.16, the usage of complex time samples leads to signifi-
cant slowdown factors, which are already in the order of 200 for the scenarios with a
100 byte packet size, using a BPSK or QPSK modulation and the most simple channel
modeling approach. If larger packet sizes are simulated, the slowdown increases fur-
ther to approx. 4000. The usage of a Rayleigh fading channel is even more demand-
ing and leads to slowdown factors of 7000 and more. However, its is interesting to see
that the slowdown factors reach a stable level once the number of nodes is increased
to 20. Afterwards, an additional increase has no significant impact anymore.

4.7 GPU-based optimization

Even without a runtime performance evaluation as the one presented in the previ-
ous section, it is obvious that the adoption of the time sample as the smallest en-
tity in a network simulation leads to significant slowdowns. Therefore, the question
arises whether this slowdown can be reduced, or even eliminated, for instance by
advanced simulation and/or signal processing techniques. As previous studies have
shown [KCR08, BN09], computationally expensive signal processing algorithms can
benefit significantly w.r.t. runtime performance if executed on massive parallel pro-
cessing units, e.g. on general purpose graphics processing units (GPGPUs). Al-
though GPGPUs operate with clock speeds that are slower than the ones of tradi-
tional multi-core central processing units (CPUs), the usage of up to several hun-
dreds or thousands of compute units in parallel can yield speedup factors of 75 and
more. A parallel simulation of multiple independent simulation events might also in-
crease the runtime performance even further. In the following, the runtime perfor-
mance improvement that is offered by GPU-based simulation architectures is eval-
uated and demonstrated. Note that this evaluation has previously been presented
in [AMH11].

In 2006, Perumalla et. al [Per06] presented a first study on whether GPGPUs
can improve the runtime performance of discrete-event based simulators. While the
special case of fixed-time increment based simulations such as agent-based simula-
tions are well suited for parallelization using GPGPUs, the authors conclude that
more generic discrete-event based simulations that do not exhibit fixed-time incre-
ments require further research.

The potential of GPGPUs with respect to an improved runtime performance of
network simulations has been analysed by Xu et. al in [XB07]. The authors propose
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a simulation platform that uses the CPU to execute the event scheduler and simu-
lation logic, and GPGPUs to perform computationally intensive signal processing
tasks. Hence, they use a hybrid CPU/GPGPU simulation approach. But despite the
indication that clear performance benefits can be achieved if the amount of input
data is maximised per GPGPU work cycle, the authors conclude that typical signal
processing algorithms used for packet encoding and decoding are not well suited for
a GPGPU-based approach.

Usually, the maximum speedup that can be achieved by a parallel processing
of simulation events is limited by the so called lookahead metric. The lookahead de-
notes the time period during which future events can be processed in parallel with-
out the fear of violating correctness constraints. Consequently, the greater the looka-
head, the bigger the potential speedup, since a synchronization among the parallel
threads or processes is required less often. Similarly, the computational effort that is
spent on each event has an impact on the potential speedup as well: for a fixed looka-
head, a higher speedup can be achieved if a lot of computational intensive events (or
tasks) have to be completed during the lookahead period — in contrast to very trivial
events. In general, the ratio between control (or synchronization) overhead and ac-
tual computation efforts determines the maximum speedup. Outside the context of
discrete-event based simulations, Amdahl’s law [Amd67] describes a boundary that
is similar to the above observation: the portion rp of a program (or code) that can
be parallelized, and the portion rs that can not be parallelized, as well as the number
of available processors p determine the maximum speedup s that can be achieved
through parallelization, whereas

s =
1

rs +
rp
p

(4.7)

The relevant question within the context of this thesis is therefore: which events of the
combined physical layer and network simulator can be parallelized, how much does
each of these events contribute to the overall simulation runtime, and how efficient
can a parallel version be implemented?

To answer the first two of the three questions raised above, a profiling of the
simulator has been performed. For the profiling, an artificial scenario with one trans-
mitting and N receiving nodes was considered. While this does not reflect a realistic
scenario setup, it is representative w.r.t. to the scalability of the simulator and the
relative efforts spent on each event.

According to the outcome of the profiling, cf. Table 4.2, between 40,4 % to
86,8 % of the computation effort is spent on the processing of EndRx events, whereas
most of the work in EndRx is raised by the Viterbi decoder. If a Rayleigh fading
channel is considered, a lot of effort is also spent on the computation of the channel
coefficients, i.e. 40,9 % of the total runtime in case of one receiver, and 47,8 % of the
total runtime in case of 100 receiving nodes. The remaining approx. 10 % - 20 % of the
time is either spent on frame construction (cf. a path loss only configuration with 1 re-
ceiver), or scattered among all the other less time-consuming signal processing tasks.

Of course, the runtime profile does not state explicitly whether the signal pro-
cessing algorithms executed at a single event can be parallelized, but considering that
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Path Loss Rayleigh

1 50 100 1 50 100

Transmission 21.1% 0.5% 0.3% 12.7% 0.3% 0.1%

Channel 0.9% 1.1% 1.1% 40.9% 47.6% 47.8%

Reception 76.8% 98.3% 98.5% 45.8% 52.0% 52.1%
StartReceive 6.9% 8.8% 8.9% 4.1% 4.7% 4.7%
EndPreamble 1.6% 2.1% 2.1% 1.0% 1.1% 1.1%
Signal Detection 1.0% 1.4% 1.4% 0.6% 0.7% 0.7%

EndHeader 0.6% 0.7% 0.7% 0.3% 0.4% 0.4%
EndRx 67.7% 86.6% 86.8% 40.4% 45.9% 45.9%
Viterbi Decoding 54.9% 70.5% 70.8% 32.8% 37.3% 37.4%
Demodulation 6.6% 8.2% 8.2% 3.9% 4.4% 4.3%
Other 6.2% 7.9% 7.8% 3.7% 4.2% 4.2%

Other 1.2% 0.1% 0.1% 0.6% 0.1% 0.0%

Table 4.2: Contribution of the physical layer events and their individual contribution
to the overall runtime. Depending on the configured channel model and the number
of receiving nodes in the network, the relative proportions change significantly.

many of the frame construction and frame reception steps operate on an OFDM sym-
bol basis, a trivial parallelization is always possible: processing multiple OFDM sym-
bols in parallel. Another trivial parallelization approach is the parallel computation
of channel effects and packet reception processes for multiple receivers. According
to an internal study, the latter one will not violate correctness constraints, since the
set of EndPreamble events (in analogy also the set of EndHeader and the set of En-
dRx events) scheduled at each receiver are separated only slightly in time. Hence
this small lookahead is sufficient to allow parallel processing of all these events. As-
suming that only these trivial approaches are employed, the portions of the code that
contribute to 99.9 % of the total runtime can be executed in parallel, and the maxi-
mum speedup that can be obtained, as given by Equation 4.7 with p →∞, is then 103.

To evaluate how much of this maximum speedup can be achieved in reality,
the Rayleigh implementation and the Viterbi decoding algorithm have been selected
and ported to GPGPUs using the OpenCL standard for parallel programming of het-
erogeneous systems [ope] as well as the three different GPGPU-based simulation
approaches depicted in Figure 4.17. While the first approach uses the GPGPU only
as a co-proceesor to speedup the execution of single events, the remaining ones em-
ploy the principle of event aggregation to process multiple events in parallel and to
reduce the overheads created by CPU/GPU context switches. In addition to that,
the third approach employs memory reuse on GPGPUs to minimize overheads due
to data transfers between main memory and graphics card. Since the latter two ap-
proaches employ mechanisms that are not provided by NS-3, the effectiveness of all
approaches has first been evaluated in a standalone implementation that adapts the
event scheduling logic of NS-3 but knows only two events: one event responsible
for the computation of the Rayleigh fading coefficients, and one event for the Viterbi
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Figure 4.17: Three different GPGPU-based simulation approaches to speedup the
total simulation runtime.

decoding. Based on this implementation, a synthetic benchmark that reflects the sim-
ulation of an event sequence comparable to the transmission of a frame to multiple
receivers has been set up. Hence, for N receivers, N Rayleigh events and N Viterbi
decoding events are simulated, whereas the output of the Rayleigh events serve as in-
put to the Viterbi decoding event. The input data given to the first event comprised
7120 time samples, which corresponds to 500 bytes of payload per frame at a data
rate of 6 Mbps in a 20 MHz channel configuration. The average speedup factors in
comparison to a sequential event execution on CPU — which were obtained during
10 simulation runs on a workstation featuring an AMD Phenom II X6 1035T CPU
with 8 GB of main memory and an ATI Radeon HD 5870 graphics card with 1600
cores — are shown in Figure 4.18.

When using GPGPUs to speedup only the processing of single events, a maxi-
mum speedup factor of 1.5 is achieved. This demonstrates the impact of overheads
created by a frequent crossing of the CPU to/from GPU boundary. Additional event
aggregation results in a maximum speedup factor of 30.9 for 100 receivers, and if
memory reuse is additionally used, the overall speedup factor increases up to a value
of 69.6 for 100 receivers. Please note that the speedup will not increase infinitely
with the number of receivers processed in parallel, since the number of parallel com-
pute units on the GPU is limited. Despite 1600 cores available on the GPU, the limit
of receivers to process in parallel will not be 1600, but significantly less, since mul-
tiple cores are used per receiver in order to speedup the processing of each single
receiver as well.

Motivated by the results above, the two GPGPU-based signal processing imple-
mentations were integrated into NS-3, applying hybrid CPU/GPU simulation with
and without event aggregation. The last optimization level that employs memory-
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Figure 4.18: Comparison of the speedup factors achieved with the three different
GPGPU-based simulation appraches in comparison to a sequential execution on
CPU.

reuse was not implemented since a transparent swapping between the host’s main
memory and the memory on graphics hardware is not supported by the ATI Stream
SDK yet and the development of an own memory manager from scratch was out of
the context of this thesis. Nevertheless, an average speedup factor of 1.5 for the ref-
erence scenario with 100 receivers and Rayleigh fading was achieved when no event
aggregation was used. With event aggregation the speedup factor increases further
to 4.3. In comparison to the maximum theoretical speedup factor of 6.75 (both signal
processing algorithms comprise 85.2 % of the processing time), the obtained speedup
reflects already more than 60 % of the maximum. It is expected that even more of
the theoretical maximum can be exploited if memory reuse is implemented as well.

Of course, compared to the significant slowdowns reported in Section 4.6 and
plotted in Figure 4.16, a speedup factor of 4.3 is only marginal. In order to achieve sig-
nificant speedups, the work done so far has to be “scaled up” to the remaining signal
processing steps such that as many signal processing steps as possible are executed
in parallel. Hence, all remaining steps, even those that contribute only marginally
to the overall runtime, have to be ported. Considering that the trivial approach is
used again in which the reception processes of multiple receivers are executed in
parallel, such a “scale up” is assumed to be feasible and the maximum theoretical
speedup factor of 103 can at least partially be exploited. Assuming that only 60 % of
this maximum can be exploited, as before, the slowdown factor of currently 7000
can be reduced substantially down to a value close to 100. With an additional imple-
mentation of memory reuse, or an execution of all simulation events on upcoming
graphics card that support thread synchronization, the price to pay for an increased
accuracy will diminish even more.

To summarize, the above results show that a GPGPU-based optimization of
the new simulator using state of the art hardware is feasible, in the sense that the
significant slowdowns of a sequential execution can be reduced effectively.
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4.8 Conclusions

This chapter identified a gap between the different perspectives taken by experts of
the wireless channel, physical layer, and networking domain. Due to the existence of
this gap, the corresponding research communities rather co-existed instead of being
“in touch” with each other. This observation is emphasized by the fact that no holistic
evaluation framework existed that allowed to evaluate the impact of advances or new
findings in one field on the conclusions drawn in the other two fields. The strict sepa-
ration of the different perspectives lead to a usage of inaccurate modeling approaches
in the simulators that are typically used by engineers of the networking community,
and prevented the solid study of emerging concepts such as cognitive radios, inter-
ference cancellation, network coding on physical layer, or multi-antenna systems.

Motivated by the idea to overcome the limitations of state of the art network
simulators, a new simulation framework was developed and presented. The pro-
posed simulator integrates the different perspectives within one toolset and adapts
the complex time sample as the smallest unit to be simulated. The implemented
physical layer was then successfully validated against commercial transceivers op-
erated within a controlled radio propagation environment. Furthermore, the link-
layer performance of the implemented IEEE 802.11p based receiver was evaluated
within different radio propagation channels and compared to the results obtained
using a traditional packet-level simulator. According to the obtained results, signifi-
cant differences in the frame reception ratios were observed. However, most of these
differences can be eliminated through a linear adjustment of the curves, hence, the
differences are not fundamental. In a next step, the impact of a time- and frequency-
selective channel was analyzed, with the result that the resulting frame reception
curves differ from the ones obtained when using a traditional packet-level simulators.
But again, the differences were not fundamental and not necessarily worse than the
results obtained in a packet-level simulator that is configured to simulate a Rayleigh
fading channel. Due to this reason, a consideration of all implemented fast-fading
channel models is omitted in the following chapters of this thesis. Instead, a Rayleigh
fading based on the Jake’s Doppler spectrum is selected as a worst-case scenario in
which a distributed coordination mechanisms will be challenged the most.

Since the computational effort to simulate the communication system down to
the level of each single time sample is immense, the benefit of GPU-based simulation
(or software) architectures was discussed and evaluated in this chapter. According to
the obtained results, a large fraction of the introduced runtime slowdowns can be re-
versed through a GPU-based signal processing if intelligent optimization techniques
such as event (or job) aggregation and memory reuse are applied. The development
of the proposed simulator therefore represents a prime example of the relatively new
discipline called Computational Science and Engineering (CSE), which focuses on
the systematic study, creation, application and optimization of computer-based sim-
ulation models to understand and analyze complex natural or engineered systems.
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5

Characterization of packet collisions in

V2V communication networks

Based on the combined physical layer and networking simulator described in Chap-
ter 4, the following sections present an analysis and evaluation of medium access
control (MAC) in inter-vehicle communication networks. As the first generation of
such networks will be based on the IEEE 802.11p standard specification, the consid-
ered coordination mechanism is carrier sense multiple access (CSMA). Hence, the
evaluation aims to assess whether CSMA is able to coordinate channel access among
neighboring nodes effectively in case of severe fast fading channel conditions — and
if not, to answer why this is the case. Recall that an effective coordination is essential
in order to avoid simultaneous packet transmissions by multiple nodes and resulting
packet collisions at a receiver. As there will not be one true answer to this question
— just consider the wide range of scenario and channel conditions — the effective-
ness of the coordination is characterized with respect to major influencing factors.
Further, the implication of a reduced coordination in the network is described with
respect to its significance, and the timing-specific relationship between transmitting
and interfering nodes. Such a sensitivity analysis and characterization allows to deter-
mine feasibility regions within which performance (or reliability) requirements can
be fulfilled by CSMA, and shows how to address situations in which the requirements
are not met. However, it is not the objective to actually define such performance or
reliability requirements, but to illustrate the fundamental capabilities and limitations
of CSMA on the one hand, and to establish an in-depth understanding of a CSMA-
based distributed coordination on the other hand. The collected knowledge will later
be used in Chapter 6 and Chapter 7 for a discussion of methods which aim to either
avoid or overcome the observed weaknesses.
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The rest of this chapter is structured as follows: first, existing and relevant work
with respect to a performance evaluation of CSMA in inter-vehicle communication
scenarios is discussed in Section 5.1 and compared to the characterization that will
be presented later on. Section 5.2 then provides a detailed explanation of the applied
evaluation methodology by covering aspects such as the general scenario setup, pa-
rameter configurations, and the definition of all applied performance metrics. After-
wards, Section 5.3 presents and discusses the obtained simulation results, followed
by a summary and conclusion in Section 5.4.

5.1 Related work

The performance of carrier sense based medium access control in broadcast radio
channels as well as the hidden terminal problem itself have extensively been studied
in the past, either analytically or empirically by means of simulations. Although none
of these studies is based on a modeling approach as accurate as the one motivated and
presented in Chapter 4, they include several performance metrics which are relevant
and applicable for the characterization presented in this chapter. Since it would fill
several pages to describe all studies in detail, only the most significant milestones
and most relevant studies are covered.

Back in 1975 Tobagi et al. were the first to analyze the hidden terminal problem
in CSMA. They concluded that the negative impact of hidden terminals degrades
the performance of CSMA significantly due to the resulting packet collisions [TK75].
However, their work was based on assumptions that are either not valid anymore due
to technical advances or not applicable to inter-vehicle communication networks.
For instance, two packets were considered to be non-decodable if they overlapped in
time and the channel was assumed to be noiseless and non-varying.

Based on the IEEE 802.11 standard specification of the distributed coordination
function (DCF) Bianchi analyzed the saturation throughput of unicast oriented com-
munication [Bia00]. Bianchi assumed that the transmission queue of each node is
never empty in order to keep the network saturated and to obtain the asymptotic
throughput performance of the network. Furthermore, ideal and deterministic chan-
nel conditions were assumed in his work. The work of Bianchi was later extended by
several follow-up studies, e.g. by Gupta and Kumar who addressed the simplifying
assumption of an ideal radio propagation channel [Gup03]. But even though these
follow-up studies incoorporated additional aspects, most of them considered unicast
communication flows, which are not the focus of this thesis.

For that reason Torrent-Moreno et al. carried out a simulation-based evaluation
of broadcast reception rates in IEEE 802.11 based vehicular ad-hoc networks [TJH04].
In contrast to previous studies, the authors considered a vehicular scenario that re-
flected the conditions of a 1.5 km highway with 8 lanes, in which 600 cars were trans-
mitting beacons at a rate of 10 Hz using a transmission power equivalent to a 200 m
communication range. In this setting, the probability of successful packet reception
with respect to the distance between sender and receiver, and the channel access time
have been evaluated, with the apparent conclusion that channel saturation will be the
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main issue in vehicular networks. Furthermore, the authors state, without explicit
proof or quantitative results, that fading channel conditions increase the number of
hidden terminal situations, and hence reduces the degree of synchronization.

In two follow-up studies [TMCH05, TCSH06], Torrent-Moreno et al. studied
the degree of MAC layer incoordination on a per packet basis. They defined a new
metric calledPacket Level Incoordination (PLI) to quantify the amount of packets that
were incoordinated to a given reference packet. Accordingly, a packet p1 is termed to
be incoordinated to a second packet p2 if the timing between both packet is such that
the sender of p1 could have detected the transmission of p2 prior to its own transmis-
sion, but obviously did not due to a fading channel. Unfortunately, the given defini-
tion of incoordination does not include situations in which two nodes have selected
the same backoff slot, is therefore tightly coupled to CSMA itself, and consequently
not able to quantify the inherent inabilities of the CSMA-based medium access con-
trol protocol. In the context of this thesis, the general idea behind PLI is adopted and
extended for the evaluation of arbitrary medium access control protocols.

In 2009, Bilstrup et al. evaluated the ability of IEEE 802.11p and Self-Organizing
TDMA (STDMA) to support real-time vehicle-to-vehicle communication [BUSB09].
To this purpose, the missed deadline ratio and the probability that two nodes are
transmitting at the same time, i.e. their transmissions overlap in time, has been eval-
uated in a congested highway scenario assuming a data rate of 3 Mbps and non-
fading channel conditions. While the first metric is out of context of this thesis and
not considered in the remainder, the second metric is highly relevant and adopted
in this thesis.

As a follow-up, the same group of authors evaluated the scalability issues of
CSMA and STDMA in [BUS10]. Considering only saturated network conditions
with channel loads between 80 % to 120 % of the theoretical maximum capacity, the
authors evaluated the channel access delay, the probability of concurrent transmis-
sions, and the cumulative distance function of the observed distances between two
interfering nodes. Unfortunately, it is not clear from their paper whether determin-
istic or fading channel conditions are assumed. The evaluation has been continued
in [SUS11a, SUS11b], however with a slightly different focus on either MAC-to-MAC
delay, on packet error rates, or on a re-definition of the hidden terminal problem
under the perspective of safety applications.

Schmidt-Eisenlohr et al. studied the impact of interference in vehicle-to-vehicle
communication networks [SE10] as well and developed a metric to characterize the
local broadcast capacity of such networks. They further performed a detailed eval-
uation of the successful packet reception and packet error ratios by distinguishing
between packets that are received in the absence of interference, packets that are re-
ceived despite the presence of interference, as well as between packets being dropped
due to channel effects, and packets being dropped due to interference. Although such
a differentiation is not the sole objective of the evaluation presented in this chapter,
the proposed metrics are adopted and included later on.

To summarize the above work, the following statements can be made. First,
existing inter-vehicle communication network performance studies are based on ab-
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stract physical layer models or ideal assumptions, neglecting the details of what is
happening at the physical layer and during radio propagation. Second, most of the
existing work considered performance metrics that are primarily connected to max-
imum throughput and capacity aspects of a network, e.g. by looking at the average
packet reception (or error) ratio, or application relevant aspects such as end-to-end
delay. Despite the importance of these metrics, their evaluation is not the focus of
this work. To emphasize again, the objective of this work is not only a determina-
tion of when and how often CSMA will fail to coordinate concurrent access to the
medium (considering a wide range of parameters), but also to understand exactly
why it fails, how the resulting situations look like (from the perspective of a single
packet), and how such failures can be avoided or dealt with appropriately.

5.2 Methodology

The characterization of packet collisions is performed considering a highway envi-
ronment with vehicles being placed uniformly on a 5 km long road with 2 lanes per
direction, cf. Figure 5.1 for an illustration. The highway environment is chosen since
considerably high velocities, and hence pronounced time- and frequency-selective
propagation characteristics, can be expected in this setting. A simple broadcast ap-
plication that is running on each vehicle generates periodic awareness messages at an
average rate r (in Hz), whereas the starting time of the application is uniformly dis-
tributed over the time interval 1/r seconds. In order to introduce a small randomness,
a small jitter is applied to the interval between two subsequent awareness messages.

Figure 5.1: Illustration of the considered highway scenario: a 5 km long highway with
4 lanes in total.

To evaluate different network saturation levels, application specific impact fac-
tors are varied over a reasonable parameter range, i.e. the beaconing rate is set to
either 2 Hz, 5 Hz or 10 Hz, the transmission power is set to either 5 dBm, 10 dBm,
15 dBm or 20 dBm, and the size of an awareness message is set to 200 bytes or 400 bytes.
Furthermore, three different average vehicle densities in the range of 40 vehicles to
120 vehicles per highway kilometer are considered to vary the number of transceivers
for which concurrent access has to be coordinated. Although mobility is considered
in order to simulate fast-fading channel conditions, vehicles are configured to keep
their (initial) positions. Since CSMA does not employ any slot reservation technique,
and real vehicles do not alter their positions significantly during a few miliseconds
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Parameter Value

Application layer

Packet size 200 bytes, 400 bytes
Transmission rate 2 Hz, 5 Hz, 10 Hz
Transmission power 5 dBm, 10 dBm, 15 dBm, 20 dBm

Medium access control layer

Slot time 13 μs
Contention window size 15
CCA busy threshold -91 dBm

Physical layer

Modulation scheme QPSK
Coding rate 1/2
Channel bandwidth 10 MHz
Carrier spacing 5.9 GHz
Tx center frequency offset tolerance 20 ppm
Capture threshold 8 dB
Noise level -99 dBm

Table 5.1: Application layer, medium access control and physical layer parameters
and the settings used for the packet collision characterization.

(with respect to the dimension of the network in terms of communication range), the
topology of the network can be considered stationary during the channel contention
period. This configuration should therefore not affect the relevance of the obtained
results. Nevertheless, in order to enable an application of channel fading models, a
(fake) mobility of 100 km/h is considered by radio propagation models.

With respect to IEEE 802.11p medium access control, a basic DCF with a CCA
busy (i.e. carrier sense) threshold of -91 dBm, a fixed contention window size of 15
slots, and a slot time of 13μs is used. Further, each vehicle is configured to use a data
rate of 6 Mbps in a 10 MHz channel at a carrier frequency of 5.9 GHz. In order to
introduce oscillator inaccuracies, a random frequency offset of at most 20ppm is ap-
plied (which is the upper limit as defined by the IEEE 802.11p standard specification).
Apart from that, each transceiver employs the signal processing algorithms and their
respective parametrization as described in Section 4.3. An overview of the most
significant configuration parameters is given by Table 5.1. Please note that perfect
omni-directional antennas and no antenna gains are considered in this study. The
introduction of a positive or negative gain would only affect the maximum distance
at which a signal can be received successfully, but not the “essence” of the results.

Most importantly, the radio propagation conditions are varied as well. Initially,
only a distance dependent deterministic path loss is considered to study the coor-
dination performance in the absence of any channel fading characteristics. Such a
consideration enables the identification of the fundamental CSMA weaknesses, and
serves as a reference when analyzing the results of the subsequent simulations in
which fading is considered. Thereby it is possible to distinguish between through-
put (i.e. packet reception) performance degradations that happen due to insufficient
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Figure 5.2: Packet delivery ratio w.r.t. distance between sender and receiver in the
absence of any interference, for two different packet sizes and either a path loss only
channel configuration or a path loss plus normal shadowing configuration.

MAC layer coordination, and throughput performance degradations that happen
due to fading channel conditions. As proposed by Kunisch et al. in [KP08], only a
power law model with a reference loss of 59.7 dB (at a distance of 1 m) and a path
loss exponent of 1.85 is used. Then, large-scale fading characteristics that follow a
Log-Normal distribution with σ = 3.2 dB are introduced. In a last step, the effect of a
small-scale fading is analyzed by a simulation of a Rayleigh channel using the Jakes
Doppler spectrum (instead of the Normal shadowing).

Figure 5.2 shows the resulting “plain” packet delivery ratios (with respect to the
distance between one sender and multiple receivers) for the first two channel con-
figurations described above: a path loss only and a path loss plus Normal shadow-
ing configuration. As illustrated, successful packet receptions are observed up to a
distance of approx. 800 m if no shadowing is considered. The introduction of large-
scale fading effects using a Normal distribution with σ = 3.2 dB leads to successful
packet receptions at distances even greater than 800 m, but at the expense of success-
ful packet receptions at close distances.

The impact of a Rayleigh fading on the reception performance is illustrated in
Figure 5.3. The average packet reception ratios are significantly lower if compared
to the first two channel setups. Further, as expected, the packet delivery ratio is re-
duced at all distances if vehicles are driving in opposite directions. Note that the
assumption of a Rayleigh fading even at close distances is very conservative, since
a Rayleigh fading does not model any line of sight contribution. This configuration
is therefore used to evaluate the MAC layer coordination performance in very chal-
lenging conditions, i.e. the worst case.

In total, the combination of all configuration parameters yields a set of 288 dif-
ferent simulation experiments. To achieve statistical significance, each experiment is
repeated 20 times, whereas each repetition starts with a different seed for the random
number generator, and new controlled but randomly chosen positions for all vehicles.
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Figure 5.3: Packet delivery ratio with respect to the distance between sender and re-
ceiver in case of a Rayleigh fading channel, in the absence of any interference, for two
different packet sizes and vehicles driving either in same direction (SD) or opposite
direction (OD).

To be precise, only the applied random jitter is re-calculated. The average spacing be-
tween two vehicles remains fixed for a given vehicular density. In each experiment,
twelve vehicles located in the center of the scenario are selected as reference nodes.
During the simlation of an experiment, each packet transmitted by any of these ref-
erence nodes is monitored and evaluated with respect to the performance metrics
that will be described in Section 5.2.1. Since the experiments differ with respect to
the transmission rate used, e.g. some experiments use 2 Hz while others use 10 Hz,
the simulated time is chosen such that the same number of packets is transmitted
(and evaluated) in each experiment. With respect to computational efforts, a total of
5760 unique simulation runs has to be completed, and more than 238 080 hours (or
27 years) of CPU time has to be spent — considering a minimum runtime of 8 hours
per simulation run for a 40 vehicles/km and deterministic pathloss configuration,
and a maximum runtime of 72 hours per simulation run for a 120 vehicles/km and
Rayleigh fading channel configuration. To cope with that enormous effort, two high
performance computing clusters operated by the Steinbuch Centre for Computing
at the Karlsruhe Institute of Technology (KIT) are used.

5.2.1 Performance metrics

During each simulation run, the “lifetime” of all packets transmitted by each of the
reference nodes is monitored and evaluated with respect to different performance
metrics. The applied metrics are classified with respect to receiver and transmitter
perspective and are described in the following.

From the perspective of a transmitting (reference) node, the primary metric
that describes the coordination efficiency of a MAC protocol is the probability that
one or multiple other nodes are incoordinated to an own transmission.
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Definition 5.1 (Packet Level Incoordination, PLI) The packet level incoordination,
as observed from the perspective of a node r and one of its generated packets p, de-
scribes the probability that at least one node s, s ≠ r, transmitted a packet q during the
transmission period of p.

Compared to the original definition of PLI by Torrent-Moreno et al. in [TCSH06]
which is given from a receiver perspective, the above definition is not restricted to
CSMA-based mechanisms and includes also the cases in which two nodes start their
transmissions exactly at the same point in time. Hence, the above definition includes
all possible cases of incoordination. Since it is important to differentiate between an
incoordinated node located next to the reference node and an incoordinated node
located further away, the PLI is evaluated with respect to the range within which
incoordinated nodes are considered.

With respect to the considered scenario in this chapter – each vehicle transmits
beacon messages periodically – an upper limit of the expected PLI can be derived
analytically. This upper limit is MAC layer independent and only subject to the trans-
mission behavior of all nodes, i.e. their selected transmission power, beaconing rate,
and the size of each message. Although any MAC layer procotol will probably per-
form much better than this uncoordinated case, the following analysis is performed
to obtain a first impression on how bad the packet level incoordination can be.

The beaconing rate r determines the beaconing periodT during which all nodes
will transmit one awareness message each, i.e.

T =
1

r
(5.1)

With td being the transmit duration of a packet, the number of packets (or “time
slots”) s that fit into T without any overlap is then given by

s = ⌊
T

td
⌋ (5.2)

and the probability that exactly i out of N nodes start a transmission during one
of these time slots is given by

Pi = (
N

i
)((

1

s
)
i

(1 −
1

s
)
N−i

) (5.3)

By summing up the probabilities of all Pi with 0 < i ≤ N , the overall probability P
that at least one out of N considered nodes starts a transmission during one of the
available time slots is obtained, i.e.

P =
N

∑
i=1

Pi (5.4)

Of course, the above derivation is based on the assumption that the transmission
times of the nodes are uniformly distributed. Assuming that this is the case and pack-
ets account to 400 bytes, a PLI as illustrated in Figure 5.4 has to be expected. As illus-
trated, the PLI increases with the beaconing rate used, the range in which vehicles are
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Figure 5.4: Probability of incoordination w.r.t. the considered range around the trans-
mitting node, a packet size of 400 bytes, CSMA being disabled, two different vehicle
densities and beaconing rates.

considered, and the number of vehicles that are located within that range. Please re-
call that no MAC layer coordination is considered above. In a CSMA enabled setup, a
significantly lower PLI is expected for all ranges smaller than the carrier sense range,
hence, the PLI of approx. 40 %, as shown in Figure 5.4 for a 10 Hz beaconing rate, a
range of 600 m, and 80 vehicles/km, is way too large for a real system.

Apart from the quantification of the PLI, it is also important to resolve the type
of incoordination. With respect to CSMA, the reason for an incoordination could be
that either both nodes started their transmission at exactly the same points in time,
e.g. due to simultaneous expiration of backoff timers, or that the incoordinated node
did not sense the reference transmission, e.g. due to shadowing or fading channel
characteristics. To distinguish between both cases, the time difference between both
transmissions has to be evaluated, which leads to the definition of the Incoordina-
tion Delay Profile.

Definition 5.2 (Incoordination Delay Profile, IDP) The incoordination delay profile
describes the probability distribution of the starting time differences between a set of
packet transmissions P = {p1, ..., pn} and each packet’s corresponding set of incoordi-
nated transmissions Qi = {qi1, ..., qi j}, with 1 ≤ i ≤ n, and j being the number of
packets interfering with pi.

In case of CSMA and distance decaying deterministic channel conditions, the IDP
should indicate that all incoordinated nodes located within the carrier sense range
— the range within which the received signal will exceed the CCA busy threshold —
transmit more or less simultaneously1 with the reference node. Only incoordinated
nodes outside the carrier sense range should show significantly greater delays. To

1Due to the delay of the signal propagation process and the carrier sensing itself, the latter one
typically being at the order of one OFDM symbol, hence 8μs when using IEEE 802.11p, very small
delays have to be expected.
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determine the effectivness of CSMA with respect to this controlled spatial reuse of
the channel, the IDP is evaluated with respect to the distance between sender and
incoordinated node in the following.

To quantify the negative impact of existing incoordination from a receiver per-
spective, the packet delivery and the packet error ratios are evaluated with respect
to the distance between the transmitting node and each potential receiver. While
doing this, the packet error ratio (PER) is distinguished with respect to the primary
error reason, being either the channel effects or interfering packet transmissions. In-
terference is allowed to be present in the first case as well, i.e. an error belongs to the
first case only if the packet was even then undecodable when present interference is
“ignored”. Due to a simulation based approach such a check is easily possible.

5.2.2 Characterization of packet collisions

The performance metrics described in the previous section are suitable to quantify
the coordination and throughput performance of an inter-vehicle communication
network. However, these metrics do not characterize the situations which are created
by incoordinated transmissions, which is required to identify possible solutions that
aim to avoide or repair them.

First, it is interesting to determine the intensity of interfering packets with re-
spect to their received signal strength. The evaluation of this aspect leads to the def-
inition of the Interference Intensity Profile.

Definition 5.3 (Interference Intensity Profile) From the perspective of a node n, the
interference intensity profile of a set of packets P = {p1, ..., pi} describes the probability
distribution of the average received signal strengths contributed by the set of packets
that interfere with any of the packets in P at n.

Another important aspect is the number of transmissions that interfere with
a given packet. In particular for the design of solutions that aim to repair existing
incoordination it is important to know whether only one, two or even more packets
are interfering. For instance in the case of a cross-layer optimization based on multi-
antenna systems, cf. the example of Tan et. al described in Section 4.1, the exact
number of packets is decisive. To this purpose an Interference Count Profile, which
is defined as follows, is rendered after each simulation.

Definition 5.4 (Interference Count Profile) From the perspective of a node n, the
interference count profile of a set of packets P = {p1, ..., pi} with respect to a signal
strength threshold S describes the probability distribution of the number of packets ci
that interfere with pi at node n and arrive with a signal strength greater than S.

As emphasized in the definition, the profile is based on a filter that ignores all in-
terfering packets that arrive with a signal strength below a given threshold S. The
rationale for such a filtering is simply the removal of irrelevant packets which have
no impact on the successful reception of the reference packet. For instance, by set-
ting S to -99 dBm, only interfering packets that are stronger than the background
noise level and that may significantly cause a packet drop are counted.
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5.3 Results

The following two sections present and discuss a representative subset of the obtained
results. This subset is sufficient in order to illustrate the fundamental findings and
to demonstrate the conclusions that are eventually drawn. In particular, only the
80 vehicles/km and 120 vehicles/km scenarios with a 400 bytes packet size configura-
tion are considered in the following. The reader who wishes to evaluate and screen
the complete set of results is able to access the results as well as the full source code
of all experiments online [Mit12].

5.3.1 Transmitter perspective

Figure 5.5 illustrates the observed packet level incoordination (with respect to the
range in which incoordination is considered) using three different packet genera-
tion rates, the two selected vehicle densities of 80 vehicles/km and 120 vehicles/km,
and three different channel configurations, i.e. a deterministic path loss only setup, a
setup with additional Log-Normal shadowing, and a setup with additional Rayleigh
fading. As illustrated, almost no incoordination is observed within a range of approx.
700 m for most scenario configurations that exhibit only a deterministic path loss, cf.
Figure 5.5(a) and Figure 5.5(b). This is an expected result, since the range of 700 m
reflects the area within which the received signal strength stays above the configured

-91 dBm CCA busy threshold. CSMA can therefore be certified to achieve its design
goal in such an environment and setup. Only if the number of contending vehicles
and the packet generation rate is increased, e.g. to 120 vehicles/km and a 10 Hz gen-
eration rate, a small amount of incoordinated transmissions can also be observed
within a range of 700 m. Yet, in comparison to the analytical PLI curves presented
in Section 5.2.1, this incoordination level is still quite low.

If a large-scale fading based on a Log-Normal shadowing is assumed, the corre-
sponding PLI curves are slightly increased in comparison to the deterministic path
loss setup, cf. Figure 5.5(c) versus Figure 5.5(a) and Figure 5.5(d) versus Figure 5.5(b).
Particularly for ranges slightly below and above the deterministic carrier sense range
of 700 m a noticeable increase of the PLI can be observed. This is also expected, since
the large-scale fading leads to situations in which a vehicle located within the deter-
ministic carrier sense range experiences received signal strengths below the -91 dBm
CCA busy threshold, hence these vehicles will not block their MAC layer and might
interfere with one of the reference transmissions. This phenomenon is even worse if
a Rayleigh fading channel is considered, cf. Figure 5.5(e) and Figure 5.5(f), however,
the PLI is still significantly lower than the values that were obtained analytically for
a setup in which no MAC layer coordination is assumed. For instance, even in a
setup with 120 vehicles/km and a 10 Hz beaconing rate, close to zero interference is
introduced by vehicles located within a range of 200 m. Whether this is sufficiently
low can not be answered at this point, since no statement about the resulting packet
delivery ratios is made. In general terms, an additional evaluation of the MAC layer
performance from a receiver perspective is required in order to answer the question
whether a small increase of the PLI is significant or not.
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(c) 80 vehicles/km, Log-Normal shadowing
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(d) 120 vehicles/km, Log-Normal shadowing
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(e) 80 vehicles/km, Rayleigh
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(f) 120 vehicles/km, Rayleigh

Figure 5.5: Probability of PLI with respect to the range within which incoordination
is considered. Scenarios with 80 vehicles/km, a 20 dBm transmit power and different
channel configurations are illustrated on the left side. On the right side: scenarios
with 120 vehicles/km, a 20 dBm transmit power and different channel configurations.

As shown in Figure 5.5(b), a small amount of incoordinated transmissions is
observed within the deterministic carrier sense range despite the absence of any sig-
nal fading. According to the design of CSMA, such an incoordination should only
occur if the transmitting vehicle (i.e. the reference node) and the interfering vehi-
cle start to transmit at (more or less) the same point in time. In such a situation,
the interfering node is inherently not able to sense the signal of the reference node
prior to its own transmission. In order to evaluate this aspect, the observed IDPs
with respect to the distance between the reference node and a potentially interfering
node are discussed in the following. Since the benefit of showing results for mul-
tiple scenarios is marginal, two setups with 80 vehicles/km and 120 vehicles/km, a
20 dBm transmit power, a 10 Hz beaconing rate and a packet size of 400 bytes is
considered in the following.
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(a) 80 vehicles/km, Pathloss only
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(b) 120 vehicles/km, Pathloss only
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(c) 80 vehicles/km, Log-Normal shadowing
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(d) 120 vehicles/km, Log-Normal shadowing
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(e) 80 vehicles/km, Rayleigh
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(f) 120 vehicles/km, Rayleigh

Figure 5.6: Observed incoordination delay profiles with respect to the distance be-
tween reference and incoordinated nodes.

Figure 5.6(a) and Figure 5.6(b) illustrate the observed IDPs with respect to the
distance between a reference node and interfering nodes for the deterministic chan-
nel configuration and the 10 Hz beaconing rate setup. Since the length of a 400 byte
packet is equal to 576μs in the time domain, the time difference between the trans-
mission of a reference node and the transmission of an incoordinated node can be
at most 576μs. This maximum value is however not observed for interferers located
within a range of 700 m. Indeed, as expected in this setup, incoordination from ve-
hicles located within the carrier sense range occurs only if interfering vehicles trans-
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mit exactly at the same point in time as the reference node. Hence, CSMA can again
be certified to fulfill its objective. Please note that a more or less uniform distribu-
tion of the incoordination delay is observed for all distances greater than the carrier
sense range.

Unsurprisingly, the situation changes if fading characteristics are introduced.
As shown in Figure 5.6(b) and Figure 5.6(c), which plots the IDPs under a Log-
Normal shadowing configuration, the range within which incoordination occurs
only due to identical transmission times decreases to approx. 300 m. For greater dis-
tances, the IDP tends towards a uniform distribution of the incoordination delays. A
similar but more intense effect can be observed in the Rayleigh fading channel con-
figuration, cf. Figure 5.6(d) and Figure 5.6(e). In such an environment, the principle
of CSMA has its difficulties to avoid incoordination that is not caused by identical
transmission times. Recall that incoordination is still less likely to occur at such close
distances (in comparison to remote distances). Only the time domain characteristic
of incoordinated transmissions at close distances has changed, and is not fundamen-
tally different from incoordinated transmissions at remote distances anymore (as it
was in the deterministic path loss only channel configuration).

5.3.2 Receiver perspective

In the previous section, the performance of CSMA was evaluated from the perspec-
tive of the transmitting vehicle, with the conclusion that the coordination effective-
ness of CSMA decreases if the wireless channel exhibits signal fading and if the in-
tensity of this fading increases. The questions that will be answered in this section
are now: how significant is a small increase of the packet level incoordination with
respect to the successful reception of a transmitted message? What is the primary
reason for reception errors – incoordination or channel effects? How do transmit-
ted and interfering messages relate to each other, in terms of signal strength and the
number of incoordinated transmissions?

Figure 5.7(a) and Figure 5.7(b) start with the evaluation of the packet delivery
ratio in non-fading scenarios by using the same configuration already used for the
illustration of the packet level incoordination. As expected, the highest PDRs are
achieved (at all distances and independent of the number of vehicles) if a beaconing
rate of 2 Hz is configured (in comparison to 5 Hz and 10 Hz). However, depending
on the distance of interest, this difference can be marginal or as large as 70 %. For
instance, the PDR at 400 m is only 2 % in the 120 vehicles/km case for a 10 Hz bea-
coning rate, but increases to a PDR of 72 % if the beaconing rate is throttled to 2 Hz.
At the same time, the PDRs at 100 m are almost equal for all shown scenarios and
beaconing rates. Hence, depending on whether safety applications are interested in
packets transmitted from remote distances or close distances, there is a clear benefit
in reducing the beacon generation rate.

An increase of the incoordination level due to an additional Log-Normal shad-
owing or Rayleigh fading effect leads to lower PDRs at close distances and increased
PDRs at remote distances. The slope of each curve is simply flattened. Whereas the
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(b) 120 vehicles/km, Pathloss only
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(c) 80 vehicles/km, Log-Normal shadowing
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(d) 120 vehicles/km, Log-Normal shadowing
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(e) 80 vehicles/km, Rayleigh
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(f) 120 vehicles/km, Rayleigh

Figure 5.7: Illustration of the packet delivery ratio with respect to the distance be-
tween sender and receiver, and different channel configurations. All curves are based
on a 20 dBm transmit power, a 10 Hz beaconing rate and a 400 byte packet size.

drop at close distances is noticable but not substantial in case of a Log-Normal shad-
owing, cf. Figure5.7(c) versus Figure 5.7(a) and Figure 5.7(d) versus Figure 5.7(b), a
Rayleigh fading channel leads to a substantial increase of the number of packet er-
rors, cf. Figure 5.7(e) versus Figure 5.7(a) and Figure 5.7(f) versus Figure 5.7(b). For
instance, the PDR of the 80 vehicles/km and 10 Hz setup at a distance of 200 m drops
from initially 90 % down to approx. 73 % if Normal shadowing is assumed – that is
a 17 percentage points difference. In contrast, the PDR experiences a drop by 45 per-
centage points down to a value of 45 % if the channel is assumed to incoorporate a
Rayleigh fading on top of the deterministic path loss. Similar observations can be
made in the 120 vehicles/km scenario.

Figure 5.7 illustrates also a second observation: the introduction of fading effects
reduces the impact of an increased incoordination. Whereas a small difference in the
PLI leads to significantly different PDR curves in the non-fading case, the difference
between the PDR curves diminishes if fading is considered. This is attributed to

91



5 Characterization of packet collisions in V2V communication networks

5 dBm
10 dBm
15 dBm
20 dBm

P
ac

k
et

D
el

iv
er

y
R

at
io

[%
]

Considered Range [m]
0 100 200 300 400 500 600 700 800

0

0.5

1

(a) 80 vehicles/km, Pathloss only

5 dBm
10 dBm
15 dBm
20 dBm

P
ac

k
et

D
el

iv
er

y
R

at
io

[%
]

Considered Range [m]
0 100 200 300 400 500 600 700 800

0

0.5

1

(b) 120 vehicles/km, Pathloss only
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(c) 80 vehicles/km, Log-Normal shadowing
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(d) 120 vehicles/km, Log-Normal shadowing
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(e) 80 vehicles/km, Rayleigh
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(f) 120 vehicles/km, Rayleigh

Figure 5.8: Illustration of the packet delivery ratio with respect to the distance be-
tween sender and receiver. On the left side: scenarios with 80 vehicles/km, a 10 Hz
beaconing rate and different channel configurations. On the right side: scenarios
with 120 vehicles/km, a 10 Hz beaconing rate and different channel configurations.

the fact that incoordination is now only one source for packet reception errors. The
second source is the fading channel itself, which leads to failed packet receptions
at close distances even in the absence of interference. Whether one source is more
dominant than the other will be analyzed and discussed later.

So far, the packet delivery ratio was evaluated for a fixed transmission power
setting and three different beaconing rates. It was concluded that a lower beacon gen-
eration rate decreases the incoordination level, which in turn increases the packet de-
livery ratio. Hence, lower beaconing rates are to be preferred, although their benefit
is reduced as soon as fading effects are introduced. Can this observation be trans-
ferred to transmission power adjustments as well, in the sense that a lower trans-
mit power increases the packet delivery ratio, at least at close distances? To answer
this question, Figure 5.8 plots the obtained packet delivery ratios for a packet size of
400 bytes, a fixed beacon generation rate of 10 Hz and four different transmit power
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settings, namely 5 dBm, 10 dBm, 15 dBm and 20 dBm. According to the obtained re-
sults, the usage of a reduced transmit power is only beneficial if the generated data
traffic of all nodes within the carrier sense range is close to or above the capacity
limit of the channel. For instance, a small benefit at close distances can only be ob-
served in the 120 vehicles/km scenario within which a channel load of 5.76 Mbps is
generated at a 20 dBm transmit power setting, cf. Figure 5.8(b). This is attributed
to the high reference path loss and the small path loss exponent of the propagation
environment, which account to 59.7 dB at 1 m and a value of 1.85. As a result, an inco-
ordinated transmission is irrelevant only if the distance between incoordinated and
receiving node is greater by at least 350 m than the distance between reference and
receiving node. If this condition is not met, the resulting signal-to-interference ratio
is smaller than 8 dB, which, however, is the minimum ratio that needs to be fulfilled
in oder to have a chance to successfully decode the reference signal at all. If now a
reduced transmit power is used, the range within which CSMA suppresses incoordi-
nation is reduced as well and the number of hidden terminals increases – but that is
not exactly what helps to achieve the above signal-to-interference ratio condition. In
addition to this observation, the benefit of a reduced transmit power is only notica-
ble under deterministic channel conditions. As soon as fading effects are added, the
already small benefit vanishes. This leads to the conclusion that a reduced transmis-
sion power alone has no positive effect on the packet delivery ratio, not even at close
distances, if the network is operated within its theoretical limit. The situation usually
changes if a significantly higher load level is offered to the channel, for instance if all
nodes within each others carrier sense range generate a load of 9 Mbps.

The next aspect that needs to be discussed is the question of whether existing
incoordination or fading channel effects are the primary source for packet reception
errors. As stated earlier, the benefit of a reduced beaconing rate diminishes if the
fading intensity of the channel increases. This could be attributed to the fact that the
channel can cause reception errors in such a setup as well. Whether this fact plays
a dominant role is answered by Figure 5.9, which plots the packet reception error
due to interference ratios. To make sure that the illustrated values are interpreted
correctly in the following: a ratio of one states that all failed packet receptions oc-
cur due to interference; similarly, a ratio of 0.3 indicates that only 30 percent of all
packet reception errors are caused by interference and the remaining 70 percent hap-
pen either due to channel effects or the receiver being in transmission state. Hence,
the ratio is given with respect to all failed packet receptions, and not with respect
to the total number of transmitted packets. As before, two different vehicle densi-
ties are considered, 80 vehicles/km and 120 vehicles/km, as well as a packet size of
400 bytes and a transmission power setting of 20 dBm. The beaconing rate is set to
either 2 Hz, 5 Hz or 10 Hz.

If a deterministic path loss only channel configuration is simulated, as shown in
Figure 5.9(a) and Figure 5.9(b), the packet reception error due to interference ratio
is (more or less) equal to one for all distances smaller than approx. 500 m. Beyond
a distance of 500 m, the ratio begins to decrease steadily until it reaches a value of
zero at a distance of 800 m. This is an expected result, since this kind of shape looks
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Figure 5.9: Illustration of the packet error due to interference ratio with respect to the
distance between sender and receiver. On the left side: scenarios with 80 vehicles/km,
a 20 dBm transmit power and different channel configurations. On the right side:
scenarios with 120 vehicles/km, a 20 dBm transmit power and different channel con-
figurations.

like the shape of the one sender one receiver reception curves shown in Figure 5.2
of Section 5.2, i.e. the distance decaying path loss starts to become responsible for
decoding errors once the distance is greater than 500 m. Since some packets are not
successfully decoded due to the receiver being in transmission state, the reception
error due to interference is only close but not equal to one for some distances smaller
than 500 m. This is an unavoidable side effect since the packet reception error ratio
is close to zero at those distances, i.e. only a very small number of packets is not
received successfully at all, which leads to an increased significance of the actually
rare event that a packet is dropped due to the transceiver being in transmission state.

The packet reception error due to interference ratio is reduced if the path loss
only channel setup is replaced by a Log-Normal shadowing effect, c.f. Figure 5.9(c)

94



5.3 Results

P
ro

b
ab

il
it

y
o

f
O

cc
u

re
n

ce

Distance
[m]

Power
[dBm] 0

250
500

750
1000

−105
−100
−95
−90
−85
−80

0

0.5

1

(a) 80 vehicles/km, Pathloss only
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(b) 120 vehicles/km, Pathloss only

Figure 5.10: Illustration of the interference intensity profile with respect to the dis-
tance between sender and receiver. On the left side: a setup with 80 vehicles/km. On
the right side: a setup with 120 vehicles/km. Further, a 20 dBm transmit power, a
10 Hz beaconing rate and 400 byte packets were configured.

and Figure 5.9(d). Similar to the PDR curves presented before, the shape of the curve
flattens, hence, the negative impact of interference is slightly relaxed. However, in-
terference still is the primary error reason for packets being dropped over small dis-
tances. The situation changes if a Rayleigh fading of the channel is considered: as
shown in Figure 5.9(e) for a 80 vehicles/km setup, interference is only responsible
for more than 50 % of the reception errors if short distances up to 300 m and a 10 Hz
beaconing rate are considered. In all other cases, interference causes less than 50 %
of all observed packet reception failures. A similar observation can be made in the
120 vehicles/km scenario which is illustrated in Figure 5.9(f). The above observations
lead to the conclusion that the negative impact of incoordination becomes less im-
portant if the fading intensity of the channel increases.

Apart from a quantization of the incoordination levels, its impact on the suc-
cessful reception of packets, and the identification of the primary error reason, it is
also interesting to characterize incoordination with respect to the interference level
(in terms of signal strength) that an incoordinated (or interfering) packet transmis-
sion introduces at a receiver. Figure 5.10 plots the interference intensity profiles of
the 80 vehicles/km and the 120 vehicles/km scenario (w.r.t. the distance between the
sender and the transmitter) using the deterministic channel setup.

In such a setup, it is no surprise that most of the incoordinated packet transmis-
sions arrive with only very low signal strengths, c.f. Figure 5.10(a) and Figure 5.10(b).
For instance, approx. 80 % to 90 % of the interfering packets arrive with a signal
strength that is either lower or only slightly higher than the background noise level
of -99 dBm. It is also observed that almost zero packets arrive with a signal strength
greater than -80 dBm. Further, only a small ratio of interfering packets arrive with
a signal strength greater than -90 dBm.

No fundamental change in the shape of the profiles can be observed if a Log-
Normal shadowing or Rayleigh fading is considered instead of a deterministic path
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(a) 80 vehicles/km, Log-Normal shadowing
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(b) 120 vehicles/km, Log-Normal shadowing
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(c) 80 vehicles/km, Rayleigh
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(d) 120 vehicles/km, Rayleigh

Figure 5.11: Illustration of the interference intensity profile with respect to the dis-
tance between sender and receiver. On the left side: a setup with 80 vehicles/km. On
the right side: a setup with 120 vehicles/km. Further, a 20 dBm transmit power, a
10 Hz beaconing rate and 400 byte packets were configured.

loss only, as shown in Figure 5.11(a), Figure 5.11(b), Figure 5.11(c) and Figure 5.11(d).
Only minor variations in the probability distribution are noticable, which can be in-
terpreted as follows: if interfering transmissions are present, the intensity of each
does not depend on the actual channel characteristics. Or, to state it the other way
round: a change of the channel characteristics does not influence the intensity of
an interfering packet transmission significantly. It may of course originate from a
different vehicle located at a different location, but in terms of signal strength, the
differences are marginal. Does this also apply to the number of interfering packet
transmissions?

To answer this question, Figure 5.12 plots the number of interfering packet trans-
missions that are stronger than the background noise, i.e. stronger than -99 dBm. As
shown for the case of a distance decaying path loss only channel configuration, cf.
Figure 5.12(a) and Figure 5.12(b), the probability that only one packet interfers is rel-
atively high at close distances in the 80 vehicles/km setup, i.e. approx. 73 %. This
probability decreases to a level of 35 % at a distance of 1000 m. In contrast to this
decrease, the probability of two (or three) interfering packets increases from approx.
20 % (or 1 %) at close distances to a value of 45 % (or 16 %) at a distance of 1000 m.
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(b) 120 vehicles/km, Pathloss only
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(c) 80 vehicles/km, Log-Normal shadowing
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(d) 120 vehicles/km, Log-Normal shadowing
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(e) 80 vehicles/km, Rayleigh
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(f) 120 vehicles/km, Rayleigh

Figure 5.12: Illustration of the observed interference count profiles with respect to the
distance between sender and receiver. On the left side: a setup with 80 vehicles/km.
On the right side: a setup with 120 vehicles/km. Further, a 20 dBm transmit power, a
10 Hz beaconing rate and 400 byte packets were configured.

More than three overlapping packets are only very rarely observed. Similar obser-
vations can be made in the 120 vehicles/km scenario as well, with the difference that
the probability values are different (due to the higher congestion level of the network)
and that four overlapping transmissions begin to occur at an increasing rate at dis-
tances greater than 250 m. If a fading of the channel is added, for instance in terms
of a Log-Normal shadowing as in Figure 5.12(b) and Figure 5.12(b), the shape of the
interference intensity profiles is flattened over the distance that is considered. For
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instance, whereas the difference between the maximum and minimum probability
of one overlapping packet (in the 80 vehicles/km scenario with a distance decaying
path loss) accounts to 38 percentage points, the difference between the maximum and
minimum probability of one overlapping packet (in the 80 vehicles/km scenario with
a Normal shadowing) accounts only to 25 percentage points. The consideration of a
Rayleigh fading channel leads to similar results, cf. Figure 5.12(e) and Figure 5.12(f).

To summarize, the observed interference count profiles indicate that a change
of the channel characteristics does not influence the shape of the interference count
profile in a fundamental way, although the probability values do change.

5.4 Conclusions

In this chapter, the performance of the IEEE 802.11p based MAC layer, which uses
CSMA to coordination concurrent access to the wireless channel, was evaluated from
two different perspectives and with respect to a wide range of scenario configurations
as well as three different radio propagation characteristics.

From the perspective of a transmitter, the probability of incoodination was ana-
lyzed with respect to the range within which potential incoordination is considered.
According to the obtained results, the CSMA mechanism can be certified to suc-

cessfully suppress interfering transmissions from within the carrier sense range

of the transmitter if only a distance decaying path loss is simulated, i.e. if the assump-
tions made by the protocol are met. If additional fading effects are present, either
by means of a Log-Normal shadowing or a Rayleigh fading, CSMA begins to expe-
rience difficulties in suppressing interfering transmissions from within the carrier
sense range. However, this is an expected result, and the amount of incoordinated

transmissions from within the carrier sense range remains on a low level. In ad-
dition, the reasons for incoordination were analyzed. The obtained incoordination
delay profiles show that incoordinated transmissions from within the carrier sense
range occur only due to identical transmission times as longs as only a distance de-
caying path loss is simulated. Hence, CSMA fulfills its objective. In case of fading
channel conditions, hidden terminal situations are introduced within the (formerly
deterministic) carrier sense range, with the result that incoordinated transmissions
from within the carrier sense range emerge during the whole transmission period –
which, however, is also no surprise and an expected result.

From the perspective of a receiver, the packet delivery and the packet reception
error due to interference ratios were evaluated. In general, it was observed that a re-

duced beacon generation rate, and hence a slightly reduced incoordination level,

leads to significantly increased packet delivery ratios if only a distance decaying
path loss is considered. Depending on the considered scenario, such a reduction is
able to increase the packet delivery ratio by up to 70 percentage points. In contrast
to this observation, a reduction of the transmit power did not help to improve the

packet delivery ratios significantly. This is attributed to the high reference path loss
and the small path loss exponent of the propagation environment. Despite the intro-

duction of fading channel effects the benefit of a reduced beacon generation rate
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is still noticably, although it is not as significant as in a non-fading environment.
On the contrary, the already small benefit of a reduced transmit power vanished com-
pletely. The reason for both observations is the fact that the negative impact of inco-
ordination, and thereby the issue of a congested channel, becomes less important if
the fading intensity of the channel increases.

In a last step, the characteristics of occuring packet collisions were analyzed,
with the conclusion that the majority of incoordinated packet transmissions ar-

rives with a signal strength close to the background noise level. Hence, interfer-
ence is primarily generated by nodes located close to the border of the (determinis-
tic) carrier sense range. It was further observed, that fading channel effects did not
affect these characteristics in a fundamental way, i.e. the majority of all interfering
packet transmissions still arrives with a signal strength close to the background noise
level. The evaluated interference count profiles further showed that in most of the
cases only one to three packets interfered at all.

In the beginning of this thesis, the question was raised whether a time- and
frequency-selective channel has a significant impact on the performance of an inter-
vehicle communication network based on IEEE 802.11p, in particular on the coordi-
nation of concurrent access by multiple nodes. According to the results presented
in Section 4.5 and Section 5.3, fast-fading characteristics affect the reception and co-
ordination performance noticeably. But, in comparison to previous work, there is

no fundamental difference between the results obtained with simulators that em-

ploy simplified physical layer and channel models, and the results obtained with

a simulator as used in this thesis. That does not imply that there is no difference,
but the existing differences can easily be addressed through curve shifting if one is
interested in the average performance only.
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6

Avoidance of packet collisions in V2V

communication networks

The characterization of packet collisions in Chapter 5 showed that the amount of
packet collisions increases significantly once the load offered to the channel increases
beyond a given threshold. Hence, a possible solution to avoid or at least reduce
the probability of packet collisions could be an adaptation of the transmit power
and the beaconing rate whenever the load is close to this threshold. While the ad-
justment of the beaconing rate leads to a lower update rate, a lower transmission
power restricts the geographical area in which interference has a negative impact,
increases the spatial reuse of the channel, and thus favors reception from vehicles
in the close surrounding. The advantage of such a solution is the full compatibility
with the IEEE 802.11p standard specification, hence no modifications on physical or
medium access control layer are required. Alternatively, the CSMA-based medium
access control can be adapted or even completely replaced by a fundamentally dif-
ferent coordination mechanism.

In this chapter, the two options are explored and discussed with respect to their
effectiveness. First, Section 6.1 studies existing proposals in the field of congestion
control for safety-related beaconing in vehicular networks from a control theory
perspective. Afterwards, Section 6.2 surveys alternative MAC protocols and ana-
lyzes their advantages and disadvantages in comparison to the distributed coordina-
tion function in IEEE 802.11p. Concluding remarks and a brief summary is given
in Section 6.3.
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6.1 Congestion control

In the following, rate and transmit power based congestion control mechanisms that
aim to limit the load generated solely by cooperative awareness messages are eval-
uated from a control theory perspective. Since the term “control” is taken literally
in this work, existing proposals that are based on either a prioritization of safety
messages or on a dropping of messages whenever internal transmission queues are
congested, are not considered. The same argumentation applies to studies that aim
to optimize message inter-reception times and tracking accuracies, or which adjust
the transmission rate and power with respect to the current velocity. Hence, studies
such as [XMKS04, ARP05, EGH+06, ZSC+07, RSK+10] are skipped in the following.

6.1.1 Control theory

The process of restricting the load on the wireless channel, and thereby reducing the
number of packet collisions in the network, is fundamentally related to traditional
control theory. In particular, since no central coordination entity is available and
each node that contributes to congestion should help to reduce it, congestion control
mechanisms belong to the distributed control discipline.

Objective

target
description

Controller ResultContext
action

additional 
input

parameters

optional feedback

Figure 6.1: The structure of a generic control unit that aims to satisfy a given objective
based on the context of the system and optional feedback about the result of its action.

Figure 6.1 illustrates the structure of a generic control unit: the core is the con-
troller itself, which aims to keep the system close to a given objective. The controller
typically receives additional input parameters that describe the context in which the
system is currently in and takes actions that influence the state of the system in order
to fulfill the given objective. Depending on the type of controller, optional feedback
about the actual state of the system is provided to evaluate whether the taken action
yielded the expected result.

With respect to congestion control, the objective is clearly a restriction of the
channel load. The specific limit could be given in terms of the maximum amount of
data that may be offered to the channel by neighboring nodes per unit of time, or as
the maximum fraction of time during which the channel may be sensed busy. On the
one hand, a limitation of the offered load, in the following termed Beaconing Load,
is to be desired since it accounts for potential transmission overlaps and is therefore
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Figure 6.2: Illustration of the relationship between the offered load and the channel
busy time ratio.

more accurate. However, the amount of data that is currently offered is difficult to
measure by transceivers which simply can not determine whether there are currently
one, two or more packets in the air. On the other hand, the fraction of time during
which the channel is sensed busy, in the following termed Channel Busy Time (CBT)
ratio, can easily be determined by a transceiver, yet with the drawback that the ob-
tained measure does not match with the real congestion level if saturated network
conditions are considered. This fundamental difference is illustrated in Figure 6.2
which plots both metrics for an increasing number of nodes. While the amount of
data that is offered to the channel increases linearly with the number of nodes that
contribute to congestion, the resulting channel busy time ratio continues to increase
only slightly once a saturation point has been reached. Hence, the channel busy time
ratio is not an optimal measure to describe the congestion that is present in high
channel load situations.

From a control theory perspective, a controller that employs feedback is typi-
cally called closed-loop controller. In contrast to a closed-loop controller, a controller
that does not make use of feedback is called open-loop controller. In general, the
availability and usage of feedback is desired since it helps to increase the robustness,
accuracy and effectiveness of a controller. If no feedback is used, the performance
of a controller depends significantly on the underlying system model. Although the
usage of feedback is therefore prefered, the provisioning of feedback may lead to
additional communication overhead. As the impact of a vehicle’s action, e.g. the re-
duction of the transmit power or beaconing rate, can not be be sensed by the vehicle
itself, neighboring vehicles are the only source of feedback. Hence, such a feedback
has to be communicated and introduces additional control overhead.

Detached from the terminology used in control theory, effective congestion con-
trol solutions have to master two aspects: congestion detection and congestion control.
To detect a congestion in the network each node needs to monitor relevant status
properties of the network, e.g. the number of neighboring vehicles or the conges-
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Figure 6.3: Illustration of what can go wrong if congestion control is performed in a
non-cooperative or uncoordinated manner: if no feedback about the own congestion
measurement is given, or no mutual knowledge about each others transmit parame-
ters is available, situations can occur in which wrong actions are taken. In the above
example, node A further decreases its transmit power level and B does the opposite,
although it should be the other way round.

tion level itself. If these properties indicate a congestion, a profound action has to
be derived by each node. In the given context, it is generally desired that all nodes
that contribute to a congestion of the network help to reduce it, and that nodes that
are contributing most to the congestion reduce their amount of offered data prior to
nodes that already have a small contribution. Within the research community, these
two aspects are commonly referred to as the principles of participation and fairness.
To ensure that these principles are implemented, feedback among nodes is inevitable.
What can happen if no feedback is employed is illustrated in Figure 6.3 which plots
the measured CBT ratios and the transmit power adjustments over time out of the
perspective of two nodes A and B that use only locally available information1. Initially,

1Without loss of generality, the following examples neglects the actions taken by other nodes in
the network to ease comprehensibility.
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both nodes measure CBT ratios greater than the desired load limit, whereas node A
uses a slightly lower power level than node B. At the end of the first measurement in-
terval of node B, i.e. at t1, node B reduces its power level by one step since the average
CBT ratio (w.r.t. the measurement interval) is above the limit. Assuming that this
reduction then leads to the fact that node B does not affect the load experienced by
node A anymore, the result of this action is a drop of the measured CBT ratio at node
A, as shown in Figure 6.3a slightly before t2. However, since the average CBT ratio
in the first measurement period of node A is still greater than the load limit, node A
also decreases its power level by one step at t2. If this reduction now also leads to the
fact that the congestion level at node B is not affected by node A anymore, the CBT
ratio at B decreases as well, cf. Figure 6.3b slightly after t1. At t3, node B then checks
the average CBT ratio again, and since it is now below the desired load limit, node
B increases the power level again. Consequently, node A is affected by node B again
and observes an increase in the measured CBT ratio. The significance of this increase
is evaluated by node A at the end of its second measurement interval, i.e. at t4. Since
the average CBT ratio during the measurement interval still exceeds the load limit,
node A decreases its transmit power level. In the following, node A continues to con-
sider congested channel conditions and decreases its transmit power even further.
In contrast to node A, node B continues to measure an average CBT ratio below the
load limit, considers the channel to be free, and continues to increase its power level.
By looking back at the example above, two fundamental issues can be identified:

1. Both nodes have a different perspective on the congestion level in the network,

(a) with respect to the geographic location, and

(b) with respect to the period of time during which the congestion level was
measured.

2. The actions that are taken by both nodes are not coordinated,

(a) neither w.r.t. the direction of the transmit power adjustment,

(b) nor w.r.t. the time at which the actions are taken.

These issue become even more significant if a scenario with two approaching groups
of nodes is considered. In case that both groups experience significantly different
congestion conditions, the objective should be that the initially different transmis-
sion parameters used in both groups converge to a common value the closer they
get to each other. Without a solution to the above issues, this objective is difficult to
achieve in a controlled way. In the following, we refer to the above issues using the
terms improper congestion detection and incoordinated reaction policy.

The first issue can obviously be avoided if a closed-loop controller that consid-
ers not only the local congestion level, but also the congestion level of neighboring
nodes is employed. For instance, if node B would have known that node A experi-
ences congested channel conditions, it could have acted differently. A synchroniza-
tion of the measurement periods would further improve the cooperative detection
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of congested channel conditions. In addition to a feedback about channel congestion
states, the second issue requires feedback about the current transmit power settings
used by neighboring nodes, and a strict decoupling of the measurement period from
the point in time at which adjustments are performed. In particular, it has to be guar-
anteed that every node in the network had the chance to react to a given congestion
level before further reactions may be carried out by individual nodes. Alternatively,
a hysteresis or the principle of additive increase, multiplicative decrease (AIMD) can
be used to favor power level reductions over power level increases. Depending on the
selected approach and its implementation (or parametrization), the intensity of the
oscillation and the reaction time may vary. Please note that similar considerations
apply if congestion control based on beaconing rate adaptation is employed.

In the following sections, congestion control methods that have been proposed
in the past are surveyed, and evaluated with respect to the structure of a generic con-
troller. Further, existing solutions are analyzed with respect to the principles of partic-
ipation and fairness, as well as with respect to the two fundamental issues described
avove: improper congestion detection and incoordinated reaction policy. To differen-
tiate between solutions that are inherently vulnerable to oscillation problems, and
solutions that are not, all methods are further classified into proactive and reactive
control protocols.

6.1.2 Proactive control

Torrent-Moreno et al. were among the first to work on a solution that limits the load
generated by cooperative awareness messages. Initially, their solution was completely
centralized and aimed to determine a transmission power assignment under which
the congestion level at each node stays below a so called Maximum Beaconing Load
(MBL) limit [TMSH05]. Their idea is based on the following consideration: under
the assumption that channel conditions are known, the usage of a fixed packet size,
fixed beaconing rate and equal transmission powers for all nodes, the sum of pack-
ets that would lead to a MAC busy state can be calculated for each individual node.
Through an estimation of this sum (i.e. the amount of load that is being offered to
each node) for all possible power levels, it is then possible to determine the maxi-
mum power level that can be used by all nodes without violating the desired load
limit. In a follow-up work, Torrent-Moreno et al. presented a distributed version of
their algorithm called Distributed Fair Power Adjustment for Vehicular Environments
(D-FPAV) that can be implemented in a decentralized network [TMSH06]. In or-
der to maintain an effective control, each node has to broadcast a list of all known
neighbors every now and then, for instance once per second. This kind of feedback
is required to assist the fundamental load estimation process. If this feedback would
not be provided, the estimation of the load experienced by a node located close to
the border of the own communication range may be wrong, since the contribution
by nodes that are located outside the own communication range (and therefore un-
known) is then not considered. This issue gains importance whenever non-uniform
node distributions are considered.
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Obviously, the dissemination of neighbor tables that list all known nodes cre-
ates a significant overhead. As has been shown by Mittag et al. in [MSEK+08], this
overhead can be as much as 40 % of the load that is generated by cooperative aware-
ness messages themselves. In order to address this issue at least slightly, Torrent-
Moreno et al. relaxed the neighbor table exchange such that only the subset of nodes
located close to oneself is included in the disseminated neighbor table [TMSH09].
A further reduction of the communication overhead was achieved by Mittag et al.
in [MSEK+08] through the exchange and usage of node density measurements in-
stead of individual node positions. Since the employed histograms describe the vehi-
cle density in the surrounding of each vehicle and are therefore more compact than a
list of all neighbors, the overhead could be reduced from 40%̇ down to less than 1 %.

A proactive control algorithm that adjusts the transmission power, beaconing
rate, or both, is presented by Baldessari et al. in [BSL+10]. Their solution takes the
CBT ratio CBTj(ti−1, ti) observed by a node j during the time interval [ti−1, ti) and
the average beaconing rate ravg (used by neighboring nodes) as an indicator of the
number of vehicles Nj(ti−1, ti) that affected the congestion level at node j. In partic-
ular, Nj(ti−1, ti) is computed as follows:

Nj(ti−1, ti) =
CBTj(ti−1, ti)

ravg
⋅
C

s
− 1 (6.1)

whereasC is the capacity of the channel and s the size of a single packet. This is a valid
approximation if uniform transmission power levels, uniform channel conditions
and a uniform node distribution is considered. Assuming that this is the case, their
rate only control then determines the beaconing rate r j(ti , ti+1) that shall be applied
to subsequent transmissions as follows:

r j(ti , ti+1) =
CBTth

Nj(ti−1, ti) + 1
⋅
C

s
(6.2)

whereas CBTth is the CBT ratio limit, C, s, and Nj(ti−1, ti) as described or defined be-
fore. While this approach works as long as uniform channel conditions and node dis-
tributions are considered, it breaks in non-uniform scenarios due to a fundamental
issue in the design of the control algorithm: the algorithm uses the locally observed
CBT ratio to derive the beaconing rate for future packet transmissions, despite the
fact that only neighboring nodes have the potential to influence the own CBT ratio.
To correct this issue, at least the computed r j(ti , ti+1) needs to be fed back (as a sug-
gestion) to neighboring nodes. Since the same issues apply also to the transmit power
and the combined power-rate control algorithm, further explanations are skipped.

In comparison to reactive control approaches, proactive control mechanisms
are not vulnerable to oscillation issues and come with the benefit of being able to
adapt the transmission parameters prior to an excess of a given load limit. Hence,
they are able to literally avoid congested channel conditions. However, proactive
approaches come with one major drawback: in order to estimate the expected load
generated by neighboring vehicles, such approaches require a communication model
that maps individual transmission power levels to deterministic carrier sense ranges.
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Unfortunately, this mapping is reasonable only as long as it reflects the average prop-
agation conditions of the wireless channel. Thus, propagation conditions should be
either dynamically estimated as nodes move, which is very difficult to do in a prac-
tical scenario, or they should be statistically estimated to build specific profiles for
different environments, e.g., urban and highway.

6.1.3 Reactive control

In the beginning of 2008, Khorakhun et al. presented a CBT-based congestion con-
trol mechanism that uses either the transmit power or the beaconing rate to control
the load in the network [KBR08]. In their basic mode of operation each node con-
tinuously increases or decreases the transmission power (or beacon generation rate)
by one step, depending on whether the local CBT ratio obtained during the previ-
ous measurement period was below or above a pre-defined threshold. As discussed
in Section 6.1.1, this proposal does not lead to a stable and fair controller. With the
objective to address this issue, Khorakhun et al. suggested to employ feedback w.r.t.
measured CBT ratios, used transmit powers and employed beacon generation rates,
and to allow an increase of the power (or rate) only if the locally used value is below
the average power (or rate) configuration used by neighboring nodes. However, this
change is not sufficient to ensure stable operation in all situations, in particular due
to the fact that actions are not coordinated w.r.t. time.

The work by Kohorakhun et al. has been continued and improved by two follow-
up proposals [BKR09, BKR10]. Similar to their proposal in 2008, the updated algo-
rithm is based on an exchange of the locally measured CBT ratio, and an exchange
of the locally used transmit power (or rate). However, the previous lack of a coordi-
nation action plan and time schedule is solved by incooporating a hysteresis, i.e. the
usage of two different CBT thresholds for increase and decrease operations, as well
as a synchronization of measurement intervals among neighboring nodes.

Another reactive congestion control approach was recently proposed by Huang
et al. in [HFSK10], where the authors adaptively change both beacon generation rate
and transmission power with the goal of reducing channel congestion, and conse-
quently improving a vehicle’s ability to accurately track the position of surrounding
vehicles. Whereas the transmission rate is adjusted independently of the congestion
level, but such that the position tracking error stays within a given limit, transmis-
sion power control is applied with respect to the locally observed CBT ratio. However,
since only locally available information (i.e., direct observations) is used, the issue of
improper congestion detection is not addressed at all.

An adoption of the principles employed by the Transmission Control Protocol
(TCP) is proposed by He et al. in [HCCC10]. Based on an exchange of locally ob-
tained CBT ratios, the network is considered to be congested if at least one neigh-
boring node indicates a congestion. In analogy to previous proposals, the beaconing
rate is then increased stepwise as long as no congestion is present. But, as soon as
a congestion of the channel is detected, the rate is set back to its initial (e.g. lowest)
value and increased stepwise again until a rate value equivalent to 50 % of the rate
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at which congestion was observed is reached. Afterwards, a congestion avoidance is
initiated by increasing the time period between further subsequent rate increments.
Despite the fact that the proposed controller seems to solve all fundamental issues,
it is probably suboptimal with respect to convergence time.

The issue of stability and convergence time of rate control based congestion
control has been studied by Kenney et al. in [KBR11]. Under the assumption that no
hidden terminals are present, and that each node knows which common maximum
beaconing rate still adheres to a given load limit, the authors propose a controller
that is optimal with respect to stability and convergence time. It further solves all
fundamental control issues described in Section 6.1.1 as long as the assumptions are
met. However, perfect knowledge is difficult to provide in distributed systems, and
hidden terminals have to be expected. Hence, the fundamental challenges within a
distributed system are not addressed.

In [TJC+11] Tielert et al. present a congestion control mechanism called PUL-
SAR which is based on CBT measurements and an adaptation of the beaconing rate.
Their approach employs fixed length measurement intervals of 250 ms duration dur-
ing which the current congestion level is determined. To reduce measurement noise,
a first-order digital low-pass filter is employed in addition. Further, the measurement
periods are synchronized using GPS in order to ensure that all nodes derive their ac-
tion with respect to the same point in time. With respect to congestion detection,
PULSAR provides feedback of the current congestion level over 2-hops. Based on
the maximum congestion level that is observed either locally or by a neighboring
node, the rate is then either increased or decreased using the principle of additive
increase and multiplicative decrease.

6.1.4 Standardization

In Europe, congestion control in vehicular communications is considered to be a
building block and seen as mandatory in order to guarantee a reliable communica-
tion performance for safety-related applications. This was acknowledged by the Car-
2-Car Communication Consortium (C2C-CC) as early as in 2009 through the estab-
lishment of a task force on transmit power control that was initiated by the author
of this thesis. The results from this task force have helped to persuade the European
Commission to establish a Specialist Task Force (STF) on the configuration and val-
idation of decentralized congestion control methods for Intelligent Transportation
Systems (ITS) within the European Telecommunications Standard Institute (ETSI).
From March 2010 until October 2010, the STF with its six experts from industry and
the research community has been working on a technical specification for a standard-
ized congestion control to be used by ITS. The result of their work lead to the ETSI
Technical Specification 102 687 which was approved in the beginning of 2011.

The ETSI specification defines a decentralized congestion control framework
on physical and medium access layer that allows to implement most of the solutions
discussed in the previous sections. Since the specification focuses only on informa-
tion available on these two layers, the included mechanisms do not incorporate as-
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pects such as the geographic position of individual nodes or distances between nodes.
Such additional information will be introduced on network layer, and expected to be
used by congestion control mechanisms that reside on network layer. Out of this
reason, the mandatory basic control algorithm defined by TS 102 687 is based on an
open-loop controller that uses only locally available information about channel con-
gestion. In addition, an enhanced but optional control algorithm that makes use of
feedback provided by neighboring nodes, e.g. their observed congestion level and
their currently used transmit power or beaconing rate, is included. Both approaches
will use the channel busy time metric to define the congestion limit, since it can be
implemented by the hardware.

A standardization of congestion control has not yet started in the United States.
However, the Vehicle-to-Vehicle Interoperability (V2VI) project that is being carried
out by the U.S. Department of Transportation (DoT) is currently implementing, test-
ing and evaluating several congestion control protocols, i.e. the solutions proposed
by Kenney et al. and Tielert et al. The results of this effort are envisioned to lead
towards a standardization of congestion control within the Vehicle Safety Communi-
cations Consortium (VSCC) of the Crash Avoidance Metrics Partnership (CAMP).

6.2 Alternative MAC layer protocols

Various medium access control approaches were proposed, analyzed, modified and
extended for use in V2V communication networks. This section presents a survey
on alternative MAC approaches, describes their basic ideas and discusses their ad-
vantages and respective disadvantages over CSMA with respect to an inter-vehicle
communication scenario. Please note that the following survey is based on portions
of the work already presented in [MSEK+10].

6.2.1 Time division multiple access based approaches

With time-division multiple access (TDMA), the available frequency band is slotted
in time. Ideally, each time slot is used by a single sender only to avoid packet colli-
sions. In ad hoc networks, however, the lack of centralized control leads to challenges
of how to assign time slots to senders, of how to perform slot synchronization and
of how to deal with hidden and exposed nodes.

In [CRW+81] the Reservation-ALOHA (R-ALOHA) protocol was proposed to
improve the throughput of the purely contention based protocol slotted ALOHA.
Though it was initially developed for satellite communication, it has been extended
and analyzed by [MR88, ZHW91, LSP95, MHRY05] for the use in inter-vehicle com-
munication or distributed packet radio networks in general.

In R-ALOHA, the channel is divided into frames, and frames themselves are sub-
divided into N consecutive slots. In addition R-ALOHA requires sufficiently large
dimensioned time slots to cover the transmission of a single data packet and to dom-
inate the maximum channel propagation delay. By using a simple sensing, each sta-
tion should be able to determine whether a slot is unused or used. A slot is declared
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unused if no packet has been transmitted or if a collision has been detected. Con-
trary, a slot is declared used if exactly one packet was transmitted in this slot and was
successfully received. Consequently, if a station wants to transmit a packet, it ran-
domly selects an unused slot and contends for it, as it would do in slotted ALOHA.
If the initial transmission attempt in the unused slot succeeded, i.e. no other station
selected the same slot, the station will become the owner of the slot and can use it as
long as needed. However, in case a collision with another station occurred, a different
random unused slot will be probed during the next frame.

[MR88] extended R-ALOHA to account for the mobility of stations in vehicular
environments. They propose the Concurrent Slot Assignment Protocol (CSAP) for
traffic information exchange to take care of the hidden terminal problem and the fact
that stations can not detect collisions they are involved in. They divide each frame
into N data slots and N collision slots, whereas data slot i corresponds to collision slot
i. A station which is currently the owner of a slot i uses collision slot i to broadcast
its perspective, as a bitmap vector, on the reservation status of all other slots. Since
every station that owns a slot is broadcasting such a bitmap vector, each station is
able to merge the vectors and obtain a slot assignment in the 2-hop neighborhood.
The authors state that CSAP is suited for limited mobility in the system and suggest
to use a purely contention based solution if mobility is unlimited.

Based on CSAP, [ZHW91] propose a similar approach called DCAP, which fur-
ther divides the channel according to the movement direction of vehicles and in-
cludes a fast channel handover in case of increasing co-channel interference. Due to
the mobility it can happen that an initially unused slot is interfered by other stations.
If packet loss ratio increases above a specific threshold, the station initiates a han-
dover request and switches to the new logical channel once it has been established.
An analysis and simulation of the protocol states that handovers are performed very
quickly and collision probabilities are significantly small.

The performance of R-ALOHA for inter-vehicle communications has been eval-
uated using a discrete Markov chain by Liu et al. in [LSP95] and Ma et al. in [MHRY05].
[LSP95] use a metric called deadline failure probability (DFP) to describe the relia-
bility of R-ALOHA. They state that the probability of not receiving a status update
from a station within a specific time, e.g. within the next 4 frames, decreases with
an increasing number of stations or error rates. [MHRY05] investigate also the im-
pact of multipath and shadowing, including the near-far and capture effects, on the
performance of R-ALOHA. They state that capturing can significantly improve the
stability of R-ALOHA.

The hybrid approach of [LHSR01], which uses TDMA and CDMA, is a carry
on of the DCAP proposal by [ZHW91]. Compared to DCAP they do not only distin-
guish between used and unused slots, but also between slots that cannot be used due
to an existing reservation and slots that cannot be used due to interference. This dis-
tinction is used to implicitly signal negative acknowledgements within the slot assign-
ment bitmap vector. For instance, in the case a vehicle can not decode a packet suc-
cessfully, it will indicate this fact by tagging the slots as being interfered and thereby
telling the sender that it did not receive the packet.
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Recently, [BUSB09] evaluated the ability of Self-Organizing TDMA (STDMA)
to support inter-vehicle communication. Similar to the proposals described above
STDMA applies the principle of R-ALOHA, but, since it has been developed and
standardized for the automatic identification system (AIS) for communication be-
tween ships and is part of the ITU-R Recommendation M.1371-1 [[ITU98]], with
the focus on broadcast communication. In AIS, each ship transmits periodic heart-
beat messages, which for instance contain information about its current position and
heading, to establish a similar mutual awareness as envisioned by inter-vehicle com-
munication. To support this objective, STDMA divides time into frames with fixed
duration and frames themselves further into equally sized slots. However, no global
frame synchronization is required and only time slots have to be aligned. Based on
this definition, each ship performs the following steps to determine the time slots
within a frame for the transmission of its heartbeat messages: (i) directly after join-
ing the network, each ship monitors the channel for the duration of at least one frame
to determine the current reservation and usage of slots; (ii) given the heartbeat rate
r per frame, each ship then selects r “random” slots per frame, such that the slots are
equally distributed in time and, if possible, unused. If there are no unused slots avail-
able, slots which are used by the ship located furthest away will be selected; (iii) each
reserved slot is used during the following 3 to 8 frames and has to be reselected after-
wards using the same reservation scheme again. According to Bilstrup et al. STDMA
is able to support safety-related inter-vehicle communication if no channel fading is
considered. However, the channel characteristics of the allocated frequency spec-
trum for inter-vehicle communication will be subject to severe fading and whether
STDMA remains robust or not in such an environment is an open question.

At the time of writing, a specialist task force of the European Telecommunica-
tions Standard Institute (ETSI) studies the applicability of STDMA in vehicular en-
vironments, with the objective to determine whether STDMA outperforms CSMA
and whether it should be considered in a second generation of wireless communi-
cation technology for ITS. In comparison to CSMA, STDMA introduces controlled
collisions if the network is saturated and the capacity of the channel is approached
or even exceeded. As a result, packet transmissions from close distances are favored
over transmissions from distances further away — without the need to perform any
distributed congestion control. Whether this advantage can be exploited sufficiently
well in a fast-fading channel environment is still under discussion within the research
community. Further, if mobility and frequent topology changes are considered, the
reservation of slots may also lead to a sequence of repeated packet collisions simply
due to the fact that two nodes that initially do not interfer with each other may enter
each others communication (or interference) range. The benefit of slot reservation
is then converted into a significant drawback. The usage of a slot-based scheme also
limits the flexibility with respect to the usage of different packet sizes, since each
potential message needs to fit into one time slot. If varying packet sizes have to be
supported, a TDMA based approach will be less bandwidth efficient.
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6.2.2 Space division multiple access based approaches

With space-division multiple access (SDMA), access to the medium is controlled de-
pendent on the current location of a vehicle. Instead of a distributed assignment of
spreading codes or time slots among vehicles, the specific time-slot, the to be used
frequency or spreading code of a transmission is derived from the geographical po-
sition of a vehicle. Of course such a scheme relies on the availability of user location
information such as provided by GPS or magnetic positioning systems. Note, that
the accuracy of the location information provided by GPS or magnetic positioning
systems might not be sufficient to enable an effective SDMA-based medium access
control scheme.

[BV01] introduced the first SDMA-based system model in which the geograph-
ical space and the available bandwidth are partitioned into N divisions, for instance
equally sized cells for space division and N TDMA-, CDMA- or FDMA-channels for
bandwidth division. By using a 1:1 map between the space and bandwidth divisions
and by obtaining its current location on the road, a vehicle is then able to determine
its channel assignment. They claim to provide delay-bounded access, since vehicles
are mobile and changing their location over time. Further, the bandwidth assignment
is fair as long as channels are of equal size. However, this scheme is static and ineffi-
cient. Since their model requires a space partitioning in which only one vehicle per
division is allowed, a great amount of channels is left unused if not all divisions are
occupied. To account this issue, the authors propose to allow more than one vehicle
per space division and use a contention-based scheme within a space division.

A similar idea has been published by [KGMRR+03]. Their Location-based Chan-
nel Access (LCA) protocol is very similar to the proposal of [BV01] in the sense that
space is divided into cells and mapped to channels. They also discuss the tradeoff
between cell size, the corresponding time for which a cell-to-channel mapping can
be used and the efficiency in case of a small number of vehicles. They conclude that
it is necessary to allow more than one vehicle per cell and use a CSMA/CA or ap-
proach inside each cell.

6.2.3 Code division multiple access based approaches

In a code-divison multiple access (CDMA) based system, concurrent access to the
wireless medium is provided by the usage of different spreading codes among sev-
eral senders. In principle, each sender multiplies its data signal with a spreading
code before transmitting the signal to the wireless channel, thereby increasing the
transmitted signal bandwidth. In order to successfully decode the signal, a receiver
has to perform the reverse process and ‘divide’ the received signal by the spreading
code. With this technique, it is possible to decode multiple incoming transmissions
simultaneously, given that the individual streams arrive with equal signal strengths.
In a distributed CDMA system, the challenging task is then (i) how to assign spread-
ing codes to stations, such that codes are not used by two senders at the same time,
and (ii) how to equalize the received signal strengths to mitigate the well known
near-far problem.
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A promising study that considered CDMA for inter-vehicle communication has
been published by [NH98]. They propose a multicode sense (MCS)/CDMA system
in which each vehicle senses the currently used spreading codes in the network in or-
der to determine unused codes. For this to work, they assume the usage of equal
transmission powers by all vehicles and the capability to demodulate all possible
spreading codes in parallel. The challenge of equalizing the received powers is then
simply ignored by arguing that low received signal strengths will correspond to pack-
ets from far distances and high signal strengths will correspond to packets from close
distances. Since packets originated from close distances are of greater importance,
this may be tolerated.

In [LHSR01] the adoption of UTRA-TDD was investigated regarding its suit-
ability for vehicle-to-vehicle communications. UTRA-TDD incorporates elements of
code-division multiple access (CDMA) and of time-division multiple access (TDMA).
It was observed that transmit power control represents a challenging problem when
applying CDMA in ad hoc networks due to the variety of senders and receivers and
their respective locations. The authors of [LHSR01] concluded that the different
codes can not be used for multiple access but could allow a single sender to transmit
independently to various receivers simultaneously. However, for one-hop broadcast
communication, this feature might be of less importance, although it could be used
to make transmissions robust against noise and interferences.

6.3 Conclusions

In this chapter, several methods that aim to avoid packet collisions have been ana-
lyzed and discussed. First, the challenge of decentralized congestion control in inter-
vehicle communication networks was studied from the perspective of distributed
control theory. The collected observations in this first step lead to the development

of critical design requirements that need to be met by any congestion control al-

gorithm that intends to be effective and robust. In principle, those requirements
belong to the disciplines termed cooperative detection of and cooperative reaction

to congestion in the network. Despite the impression that the established design re-
quirements are more or less intuitive, the subsequent survey of recently proposed
distributed congestion control algorithms showed that this is not the case: a major-

ity of the existing work does not fulfill all of the establishes requirements, no mat-
ter whether a saturation of the network is approached through an adaptation of the
transmit power or the beacon generation rate. However, it is crucial to implement
all requirements since the distributed control issue is very sensitive to oscillations.

A lack of this awareness could also be noticed in the respective standardization
bodies and consortia. For instance, prior to the work presented in this thesis, neither
the Car-2-Car Communication Consortium (C2C-CC) nor the European Telecom-
munications Standard Institute (ETSI) acknowledged the necessity of cooperative
congestion control. Eventually, the results of this work have helped to establish a

C2C-CC task force on transmit power control, which in turn helped to persuade

the European Commission to fund an ETSI specialist task force (STF) on the con-
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figuration and validation of decentralized congestion control methods. Further-
more, the analysis and design requirements presented in this chapter have been con-
tributed to the STF and can be considered to be one of the reasons why the relevance
and importance of cooperative congestion control is today recognized by the indus-
try and research community.

As an alternative to distributed congestion control, various medium access con-
trol protocols have been studied with respect to the question whether they are able
to avoid packet collisions much better than CSMA. Based on a qualitative assess-
ment, one alternative to IEEE 802.11p was identified as a potential replacement for

the coordination of periodic broadcast messages: Self-Organizing TDMA. Since
the evaluation of a second MAC protocol is out of scope of this thesis, a quantita-
tive assessment is skipped at this point. However, it should be pointed out that the
MAC evaluation methodology presented in Section 5 is well suited to characterize
the packet collision probability and coordination performance of STDMA in vehic-
ular environments.
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Repair of packet collisions in V2V

communication networks

The characterization of packet collisions in Chapter 5 showed that the amount of
packet collisions increases if the load offered to the channel increases. The previous
chapter therefore analyzed and evaluated distributed congestion control methods
which aim to reduce the load offered to the channel by adjusting either the trans-
mission power or the beacon generation rate. In the following, a different approach
is considered in order to deal with packet collisions: successive interference cancel-
lation. From information theory it is known that two overlapping signals can be
decoded and successfully received if they satisfy certain conditions with respect to
their relative signal strength. In particular, if one signal is stronger than the other
such that it can be decoded successfully by the receiver, an estimate of how it arrived
at the receiver can be calculated (e.g. based on an estimation of the channel coef-
ficients) and substracted from the cumulation of both signals and the background
noise. The result is a “cleaned up” version of the weaker signal and the background
noise. If the weaker signal is then sufficiently stronger than the background noise, it
can also be decoded successfully. In the context of this thesis, the principle of suc-
cessive interference cancellation is considered to be a mechanism that might be able
to repair packet collisions instead of avoiding them. Whether these expectations are
justified and whether successive interference cancellation can increase the capacity
of an IEEE 802.11p based communication network is the focus of this chapter.

The rest of this chapter is structured as follows: first, Section 7.1 provides a brief
overview on the history of successive interference cancellation and surveys existing
work in which interference cancellation was used to improve the performance of
IEEE 802.11 based networks. Section 7.2 then describes the setup of the simulation
experiments which are used to determine the maximum benefit that can be achieved
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7 Repair of packet collisions in V2V communication networks

using successive interference cancellation. The results of these simulations are after-
wards presented and discussed in Section 7.3. A summary and conclusion is given
in Section 7.4.

7.1 Related work

Medium access control protocols usually aim to isolate transmissions of different
users, either in space, frequency, time or code domain. However, in a distributed
system it is nearly impossible to guarantee such an isolation, due to hidden termi-
nals and fading channel conditions. In case of random access, time division or code
division multiple access, it is therefore possible that transmissions of two or more
stations overlap in time and frequency, i.e. they interfere with each other. This effect
is commonly called multiple access interference (MAI) and has a negative impact on
the reception performance in terms of bit error rate and successful packet error rate.

In the context of direct sequence code division multiple access (DS-CDMA),
multi-user detection is a widely used technique to encounter the negative impact of
MAI [Vit95, Ver98]. In the case of orthogonal codes, a simple (or conventional)
matched filter detector is sufficient to decode each users signal: the cumulative sig-
nal of all users is fed into N matched filters, each of which tries to correlate the signal
with a fixed code sequence. Since all codes are orthogonal to each other, the perfor-
mance of each filter is only affected by the noise component of the channel, i.e. each
filter has to distinguish between the noise n(t) and the signal si(t) that has been gen-
erated by a station using code i. If however code orthogonality is not given, a conven-
tional matched filter detector will treat the multiple access interference as noise and
therefore introduce a non-zero probability of bit errors (even if there would not be
any noise at all). Hence, an optimal receiver should consider the distortions that are
introduced by multiple users, and cancel out the MAI contributions during the de-
coding process, i.e. before matching the signal against a fixed code sequence [Ver86].

Obviously, the performance of an interference cancellation based multi-user de-
tection mechanism depends on the performance of the employed sequence (or chan-
nel) estimator. For instance, Verdu et al. could show that a maximum likelihood
sequence estimator (MLSE) achieves optimality for an additive white gaussian noise
channel [Ver86]. As an alternative to interference cancellation based multi-user de-
tection, several approaches that apply linear detection have been proposed. Lupas
et al. for instance proposed to multiply the matched filter outputs by the inverse of
the cross-correlation matrix instead of cancelling out the interference directly [LV89,
LV90]. Their approach has been further optimized by Zheng et al. [ZB95, ZF97]. An-
other alternative that models the multiple access interference as colored noise has
been proposed by Monk et al. for decentralized linear detectors [MDMH94]. The
reader who wishes to learn more details on interference cancellation in CDMA based
communication systems is referred to the surveys and overviews given in [Oja97,
Pap00].

More recently, Halperin et al. proposed to employ interference cancellation in
IEEE 802.11 based wireless LANs to improve the capacity of the channel and to pos-
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sibly simplify higher layer protocols [Hal07]. Their idea is based on the observa-
tion that concurrent transmissions do not necesarily lead to reception failures of all
frames involved. As experimental studies have shown, frames can successfully be re-
ceived even if the transceiver is already decoding a different but weaker frame [LKL+07].
This phenomenon is called capture effect and usually leads to a reception failure of
the weaker packet. In order to recover the loss of the weaker frame, Halperin et al.
make use of successive interference cancellation: after a successful decoding of the
captured packet, the receiver reconstructs the signal of the packet (based on chan-
nel estimation) and substracts it from the cumulative signal; afterwards, the receiver
attempts to decode the weaker signal by using the “cleaned up” version of the cumu-
lative signal. Apparently, the performance is again dependent on the accuracy of the
channel estimation technique used. Yet, according to several studies significant ben-
efits are achievable. For instance Moscibodra et al. showed that throughput gains
of up to 2 x the theoretical single-transmitter limit and nearly 3 x over traditional
CSMA can be achieved [MWW06].

In contrast to the work cited above, safety-related inter-vehicle communication
networks primarily implement a one-to-many addressing scheme. For instance, it
is desired that the own message is received by as many neighbors as possible. This
is not the case in the work of Moscibodra et al. which assumes that only unicast
flows are present in the network. As a result, a throughput improvement can already
be achieved if a transmission schedule is found that “creates” packet transmission
constellations under which the conditions for a successful interference cancellation
are met and under which as many relevant packets as possible are received by each
network node. Whether similar performance gains can be achieved if every node is
potentially interested in every single packet is not obvious.

7.2 Experiment setup

The evaluation of the benefit of successive interference cancellation is based on the
same simulation scenarios and parameters that were already used in Chapter 5, their
description is therefore skipped in this section. Further, instead of simply implement-
ing a successive interference algorithm and then finding out how much it brings in
the considered scenario, an upper limit of the number of packets that can be recov-
ered using successive interference cancellation is determined. This upper limit can
easily be obtained with te help of the network simulator, which posseses the perfect
knowledge about each single transmission, how the corresponding signals look like,
and how the signals arrived at the receiver after the channel has altered them. Hence,
an evaluation of each packet’s “circumstances” can be performed during each simula-
tion run, which in turn allows to identify all packets that can be repaired if a perfect
interference cancellation is applied. For instance, it is easily possible to perform a
“what if ” analysis: would a packet have been decoded successfully if one of the inter-
fering packets had not been present? This approach leads to a performance metric
termed Maximum Packet Recovery Ratio in the following.
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7 Repair of packet collisions in V2V communication networks

Definition 7.1 (Maximum Packet Recovery Ratio, MPRR) Themaximumpacket re-
covery ratio describes the probability at which a packet p can be recovered using the
principle of successive interference cancellation. A packet p is considered to be recover-
able, only if

1. it has not been received successfully

2. the reception failed due to an overlap with a second packet q,

3. the overlapping packet q was successfully received, and

4. packet p can be decoded successfully in the absence of q.

Following the characterization of packet collisions in Chapter 5, the maximum
packet recovery ratio is evaluated with respect to the distance between sender and
receiver again.

7.3 Results

In the following, the observed benefit of successive interference cancellation is illus-
trated using two different vehicle densities, three different beaconing rates, three dif-
ferent channel setups, and a packet size of 400 bytes. Figure 7.1(a) and Figure 7.1(b)
start with the results of the distance decaying path loss only setup, and show that
only up to 1 % of all transmitted packets qualify for a “recovery” using successive
interference cancellation. This is a quite disappointing result, in particular if com-
pared to the significant throughput gains that have been reported by Moscibodra et
al. in [MWW06] for unicast oriented communications. A significantly increased
benefit can also not be observed if a fading of the channel is assumed. Despite the ob-
servation that an increase is noticable, as depicted by Figure 7.1(c) and Figure 7.1(d)
for a Log-Normal shadowing configuration, the overall benefit remains smaller than
2 %. The same applies to the results obtained within a Rayleigh fading channel, cf.
Figure 7.1(e) and Figure 7.1(f). According to the interference intensity profiles pre-
sented in Section 5.3.2, the very small benefit is a direct result of the carrier sense
mechanism used by IEEE 802.11p which aims to prevent incoordinated packet trans-
missions from areas that are too close to the transmitter. While this is clearly the ob-
jective of the MAC layer, it does not help to increase the probability that two packets
arrive at a receiver with a signal strength that is great enough in order to be decodable.

The obvious question arises: can the deployed MAC protocol be modified such
that the benefit of successive interference cancellation is increased in an inter-vehicle
communication scenario? In particular, would such a modification help to achieve
the same performance gains that have been reported by previous work? The answer is
given by a comparison of the considered scenarios. In a safety-oriented inter-vehicle
communications setup, one generally aims to deliver as many packets to as many
neighboring vehicles as possible. Hence, each neighbor is considered to be poten-
tially interested in the transmitted packet and it is more or less impossible to opti-
mize the transmission parameters for a single receiver without sacrifizing the perfor-
mance at another. On the contrary, nodes in the scenarios considered by previous
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Figure 7.1: Illustration of the observed maximum packet recovery ratio with re-
spect to the distance between sender and receiver. On the left side: a setup with
80 vehicles/km. On the right side: a setup with 120 vehicles/km. Both setups further
used a 20 dBm transmit power and 400 bytes packets.

work aim (from the perspective of a single node) to transmit as many packets as pos-
sible to one single node. Hence, a packet is targeted at one neighboring node only,
not at all. As a result, it is much more easy to find “successive interference cancella-
tion friendly” network topologies and data flows in such unicast oriented networks.
Most importantly, the transmit power can be tuned individually on a per node basis
such that the conditions that allow a successful application of successive interference
cancellation at a receiving node are met often enough. Additional support is given by
the small amount of contending nodes that generate continuous bursts of data traf-
fic. This leads to regular packet collisions by nodes that relate to each other perfectly
with respect to their distance to the receiver and therefore also with respect to the
received signal strength of their transmitted packets. If a safety-oriented beaconing
in an inter-vehicle communication network is considered, all the above characteris-
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7 Repair of packet collisions in V2V communication networks

tics do not exist: (i) instead of only a few nodes, the network consists of up to 100
or 200 nodes that are within each others carrier sensing and communication range;
(ii) it is difficult (if not impossible) to tune the transmit power of all nodes such that
the required received signal strength relationship between two overlapping packets
is fulfilled equally well at all receivers. In fact, while the adjustment may improve
the benefit of successive interference cancellation at one receiver, it might introduce
reception errors at other receivers that did not occur prior to the adjustment; (iii) in-
stead of a continuous generation of data packets, each node is generating data packets
only a few times per second, hence even if a transmit constellation occurs that allows
to apply successive interference cancellation, it is not very likely to exploit this con-
stellation in the next packet transmission again.

According to the obtained simulation results and the above discussion, it is
concluded that successive interference cancellation can be applied in inter-vehicle
communication networks, but only with a marginal benefit in terms of an increased
packet delivery ratio. Since the observed recovery ratios represent an upper bound
that assumes a perfect cancellation of the stronger signal, the performance of a prac-
tical successive interference algorithm is probably even smaller. Consequently, the
effort to implement such an algorithm is considered not to be worthwile, and hence
is skipped in this thesis.

7.4 Conclusions

In this chapter, the idea of a receiver based solution to the coordination problem at
medium access layer was evaluated. In particular, the benefit of a successive interfer-
ence cancellation based approach was analyzed, which allows to decode not only the
stronger but also the weaker packet being involved in a collision. However, instead
of actually implementing an interference cancellation algorithm, the upper bound
has been identified over a wide range of scenario parameters and channel conditions
using the developed simulator presented in Section 4. The results of these simula-
tions state that successive interference cancellation can improve the packet delivery
ratio by only up to 2 percentage points – significantly less than the throughput gains
reported in previous studies that considered unicast oriented communications sce-
narios. The difference in the considered scenarios and the impact on the obtained
performance gains was subsequently discussed, with the final conclusion that suc-

cessive interference cancellation in a broadcast oriented network – such as the one
considered in this thesis – is not considered to be significantly worthwile.

Despite this negative outcome of the evaluation, this chapter demonstrates a
benefit that is probably more important than the specific simulation results: the abil-

ity to actually study advanced cross-layer optimizations in a controlled, repeat-

able and flexible way, and to accurately quantify the performance of mechanisms

that combine physical layer and network level aspects. In particular the perfect
knowledge about each network node, about each packet, about each packet’s lifetime
and each packet’s signal representation allows to approach new ideas using simple
“what if...” type of research questions. As a result, a rapid development of new pro-
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tocols, ideas, and mechanisms, as well as a flexible, easy to handle, and controlled
evaluation of their applicability is enabled.
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8

Conclusions

The improvement of safety on the road based on a wireless periodic exchange of mo-
bility and status related information between vehicles has motivated this thesis to
study the robustness of the envisioned communication technology IEEE 802.11p. As
a prime example of upcoming ubiquitious systems, such inter-vehicle communica-
tion networks demonstrate the necessity to perform a joint optimization of all layers
that contribute to the overall system performance. For instance, a separate optimiza-
tion of each layer, as it has been done in the past, is not going to succeed if devices, i.e.
vehicles in the considered scenario, are supposed to operate in a “self-organized” and
“intelligent” manner. In order to ensure that such ubiquitous systems are robust and
provide a reliable service to its users, all possible effects that can occur on each layer
as well as their implications on other layers have to be well understood. Hence, an
expertise across multiple research domains is required, in particular from engineers
that design such networks.

In the context of IEEE 802.11p based inter-vehicle communication networks,
one major challenge is the coordination of concurrent medium access by neighbor-
ing vehicles. Since no central coordination entity is expected to be available in such
a system, access to the medium is scheduled in a distributed manner using the well-
known and widely studied Carrier Sense Multiple Access (CSMA) mechanism. Yet,
in contrast to existing network deployments and research studies that consider static
environments, the wireless channel of an inter-vehicle communications scenario ex-
hibits severe time- and frequency-selective characteristics, which lead to a small-
scale fading of the transmitted signals. According to recent channel measurement
campaigns that have been carried out by experts of the channel modeling domain,
the intensity of that fading is expected to have a significant impact on the perfor-
mance of the physical layer and the coordination effectiveness of medium access
control. However, since network engineers are usually no experts of the lower lay-
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ers of the protocol stack, their physical layer and channel models are based on too
simplifying assumptions and are not able to reflect these fading characteristics suf-
ficiently well. Hence, channel modeling experts raised the concern that the lack of
a proper modeling approach in the evaluation tools of the networking community
might lead to false conclusions. Likewise, since channel modeling experts lack an ex-
pertise in higher layers, they were also not able to answer whether their observations
actually have a significant impact or not.

The gap between the perspectives taken by experts of the radio propagation
channel, by experts of the physical layer, and by experts of the networking domain
lead to a set of incompatible modeling approaches and evaluation (or simulation)
frameworks used within each of the co-existing research communities. Whereas
highly accurate channel simulators operate on complex time samples with a dura-
tion of only a few nanoseconds each, state of the art network simulators abstract all
these details and assume only an average signal strength that remains constant over
the whole transmit duration of a single packet. Hence, the direct coupling of a highly
accurate channel simulator and a network simulator is not easily possible and chal-
lenges an evaluation of the impacts of a time- and frequency-selective channel on
the performance of IEEE 802.11p based inter-vehicle communication networks.

Motivated to overcome the co-existence of the different research communities
and to foster a better cooperation between them, this thesis presented a combined

wireless channel, physical layer and networking simulator, which enables the us-
age of detailed and accurate models at all layers. The developed simulation frame-
work has been validated against commercial transceivers in a controlled and em-
ulated radio environment. Further, in order to be able to assess the impact of a
time- and frequency-selective channel, two different channel modeling approaches

have been implemented: first, six tapped-delay line channel models were added to
the simulator, and second, a geometry-based stochastic channel model was imple-
mented that takes the number of surrounding vehicles as well as the existence of
randomly placed scatterers located at the side of the road into account. The resulting
evaluation framework is suited to answer the question whether time- and frequency-
selective channel conditions have a significant impact on the performance of the
network, breaks up with the co-existence of incompatible evaluation approaches
used by the respective research communities, and serves as a foundation for fu-

ture research studies that advance into areas that could not be entered without the
proposed framework.

Since the computational effort required to run a simulation experiment with
this new simulator is raised by several orders of magnitude, the benefit of GPU-

based architectures to speedup the runtime performance has been evaluated in
this thesis. The obtained results showed that significant runtime speedups can be
achieved if the employed models and signal processing algorithms are implemented
according to state of the art software development paradigms. For instance, the run-
time performance evaluation carried out in this thesis showed that concepts such as
memory reuse on the GPU, transparent caching, and task (or event) aggregation are
crucial in order exploit the existing potential. The presented simulator is therefore
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a prime example of the relatively new discpline called Computational Science and

Engineering (CSE) which focuses on the systematic study, creation and application
of computer-based simulation models in order to understand and analyze complex
natural or engineered systems. CSE combines multiple disciplines – computer sci-
ence, mathematics, and engineering – and makes use of high-performance comput-
ing in order to cope with the immense computational efforts that are required to
simulate such complex systems.

In a next step, and based on the developed network simulator, the reception
and coordination performance of the IEEE 802.11p MAC layer was analyzed. With
respect to the reception performance, the following conclusions could be drawn from
the obtained results:

1. Time- and frequency-selective channel characteristics have a significant im-
pact on the reception performance of IEEE 802.11p.

2. The packet reception ratio curves that were observed in such channels differ
from the curves that are obtained when using a simplifying packet-level model.

3. However, this difference is not fundamental, i.e. it can be eliminated through
a linear adjustment of the bit error rate curves employed by traditional packet-
level simulators.

In reference to the analyzed coordination performance, the obtained results also state
that

1. CSMA is able to suppress interfering transmissions from within the carrier
sense range if a distance decaying path loss only channel is considered, i.e. if
the assumptions made by the protocol are met.

2. CSMA begins to allow incoordinated transmissions from within the carrier
sense range if fading channel effects are considered, however, this incoordina-
tion remains on a relatively small level.

3. A small increase of the incoordination level can cause a significant deterio-
ration of the packet delivery ratio as experienced from the perspective of a
receiver.

4. The usage of a reduced beacon generation rate leads to significantly increased
packet delivery ratios in a distance decaying path loss only channel. In com-
parison, the benefit of a reduced transmit power is marginal.

5. The benefit of a reduced transmit power or beaconing rate is reduced if a fading
of the channel is considered.

6. In the majority of all cases, interfering packet transmissions arrive with a sig-
nal strength that is close to the background noise level, independent of the
considered channel configuration.

7. The number of interfering packet transmissions that arrive with a signal strength
greater than the background noise is also independent of the considered chan-
nel configuration and is rarely greater than three packets.
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8. While fading channel effects reduce the level of coordination in the network,
they also reduce the severity of the resulting interference. Hence, the negative
impact of incoordination is reduced as well.

In addition to the characterization of the performance that can be expected in
IEEE 802.11p based inter-vehicle communication networks, the question of how ef-

fective and robust congestion control mechanisms should look like was discussed.
Therefore, the underlying distributed control problem was analyzed from a control
theory perspective. Based on the microscopic inspection of a small-scale scenario,
fundamental problems were identified and resulting requirements with respect to
the design of an effective controller were established: cooperative detection of con-

gested channel conditions, and cooperative as well as synchronized reaction to

congested channel conditions. Existing congestion control proposals were evalu-
ated with respect to these requirements, and classified into proactive and reactive,
as well as open-loop and closed-loop controllers. The established set of design re-
quirements was also contributed to the standardization efforts lead by the European
Telecommunications Standard Institute (ETSI). Further, alternative medium access

control protocols were discussed with the conclusion that Self-organizing Time-

division Multiplex (STDMA) is the most promising candidate that could perform

as well or even better as CSMA.
As an alternative to congestion control, a receiver based approach using suc-

cessive interference cancellation was considered as a potential solution that miti-

gates the negative impact of incoordination. In contrast to the adjustment of each
node’s transmission behavior, successive interference cancellation adds the ability to
successfully decode two overlapping packets one after the other if certain require-
ments are met. However, according to the obtained results, the benefit of successive

interference cancellation is only marginal and increases the probability of success-

ful packet reception at most by only a few percentage points. Despite this negative
outcome, the presented analysis of successive interference cancellation demonstrated
how easily the presented network simulator can be used to evaluate novel cross-layer
optimization strategies or emerging concepts that originate from information theory.

As pointed out above, the combined wireless channel, pyhsical layer and net-
work simulator allows to study emerging concepts and ideas that could not be evalu-
ated before. For instance, research questions that relate to multi-antenna systems,
beamforming techniques, network coding, or cognitive radio concepts can easily
be approached with the help of this new simulator. While these techniques are al-
ready known to the majority of the research community, even upcoming concepts
and ideas can be addressed by this simulator, e.g. ideas that are based on the assump-
tion that even very expensive signal processing algorithms will eventually find their
way into future transceivers. For instance, many new possibilities emerge if unlim-
ited computing (or signal processing) capabilities are assumed.

With respect to a distributed coordination of concurrent access to the wireless
channel, the potential of a STDMA-based medium access control should be evalu-
ated in the future. Whereas CSMA is probably going to be the used in a first genera-
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tion of inter-vehicle communication networks, it is conceivable that a second genera-
tion will employ a STDMA based solution, for instance if a fair comparison between
CSMA and STDMA indicates that STDMA achieves a better coordination among
network nodes in vehicular environments. If this turns out to be the case, additional
research that explores potential migration paths from a CSMA-based operation to a
STDMA-based operation will also be necessary.
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A

Flow diagrams of the physical layer

implementation

The logic of the state machine presented in Section 4.3.2 is implemented within the
physical layer SendPacket function and the event handlers that are responsible for the
four different events of the frame/packet reception process: StartReceive, EndPream-
ble, EndHeader, and EndRx. The following flow diagrams illustrate the steps that are
processed upon expiration of the four events.

Upon the arrival of a new incoming signal, i.e. when a StartReceive event ex-
pires, it is first checked whether the signal strength of the signal is greater than a
configurable energy detection threshold, cf. Figure A.1. This threshold is typically
configured to reflect the Johnson-Nyquist noise (or thermal noise) level, which is fre-
quency and bandwidth dependent and accounts to -104 dBm for a 10 MHz channel
configuration at 5.9 GHz. If the signal strength is less than the thermal noise, the
packet is discarded since it will not contribute significantly to the interference level
at the receiver. If it is stronger than thermal noise, the packet is added to the interfer-
ence manager which will keep track of the signal and consider it during cumulative
signal computations. What happens then depends on the current state of the physical
layer: 1. if the physical layer is currently in transmission state, the packet is dropped
and not considered for reception; 2. if the state is either idle or CCA busy, an End-
Preamble event is scheduled; 3. if the physical layer is synchronized to a packet or
even already decoding the data symbols of it, an additional check is performed: is
the SINR of the packet greater than the capture threshold CPth? If yes, the current
packet is dropped, i.e. its running EndHeader or EndRx event is canceled, and an
EndPreamble event is scheduled for the captured packet. If not, the incoming packet
is dropped. A final check handles carrier sense related activities and depending on
its output, the physical layer state is either changed to CCA busy or idle.
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The handler of an EndPreamble event already branches w.r.t. the physical layer
state in the beginning: 1. if the physical layer is in transmission state the packet is
dropped; 2. if the physical layer is in reception state, it is checked whether the capture
threshold is satisfied and if the preamble can be detected successfully: if not, the
packet is dropped, if yes, the already running EndRx event is cancelled, the state
is changed to SYNC, frequency offset estimation is performed and an EndHeader
event is scheduled; 3. if the physical layer is in SYNC state, it is checked whether
the SINR of the packet is greater than 4 dB and whether the preamble is detected
successfully: if not, the packet is dropped, if yes, the already running EndHeader
event is cancelled, the state is kept at SYNC, frequency offset estimation is performed
and an EndHeader event is scheduled; 4. if the physical layer is either in idle or
CCA busy state, it is checked whether the SINR of the packet is greater than 4 dB
and whether the preamble is detected successfully: if not, the packet is dropped, if
yes, the state is changed to SYNC, frequency offset estimation is performed and an
EndHeader event is scheduled.

One might wonder why an extra 4 dB check is introduced in the synchronized,
idle, and CCA busy branches of the EndPreamble handler. The reason is simple and a
workaround to properly model the system in a discrete event-based simulator: since
the EndPreamble event (as all other events) relates to a specific packet, it can happen
that the correlation output of the preamble detector signals a successful detection,
although this indication may result from a stronger packet that arrived nearly at the
same point in time. In such a situation, the preamble portions of both packets will
overlap significantly, and the correlator won’t be able to distinguish between both
packets. Whereas a real system would implicitely make a distinction between both
packets by synchronizing to the stronger packet (without knowing about the exis-
tance of a weaker one), this implicit distinction has to be made explicit in a discrete
event-based simulator. Hence the additional 4 dB SINR check.

Upon expiration of an EndHeader event, it is first checked whether the current
physical layer state is equal to synchronized or not. If not, a fatal error is thrown and
the simulation is aborted since the handler will check whether to switch to receiving
state or not and such a transition is only allowed from the synchronized state. If the
physical layer is currently synchronized, the signal header portion is decoded and
the parity bit is checked for correctness. If the check is positive, the frame length and
datarate of the packet are determined, and EndRx event is scheduled and the state is
switched to RX. If the parity check is negative, the packet is dropped and the state
is changed to either idle or CCA busy.

The final EndRx event handler is less complex than the previous ones: upon ex-
piration the data bits are decoded and compared to the original bit sequence that was
used by the transmitter during frame construction. If the bit sequences are identical,
the packet is given up to the MAC layer, if not, it is dropped. Finally, the physical
layer state is changed to either idle or CCA busy.
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Figure A.1: Illustration of the processing steps that are executed whenever new com-
plex time samples that represent a packet “arrive” at the antenna of a receiver.
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event of a packet expires.
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B

Optimization of signal detector

auto-correlation threshold

As pointed out in Section 4.3.4, the autocorrelation threshold of the signal detector
is an important parameter that can and has to be optimized. While a low threshold
leads to an increased preamble detection and acceptance rate, it also leads to recep-
tion attempts that eventually fail due to insufficient SNR levels. Such attempts should
be avoided, since they lead to unnecessary reception states and unneeded blocking
periods at higher layers – which might have a negative impact on medium access
control and network performance since inadequate feedback is provided. On the
other hand, a threshold that is set too high leads to declined packets that could have
been decoded without errors successfully. It is therefore important to configure a
threshold that is high enough to filter out all false negatives, but also low enough to
accept all successfully decodable packets.

Figure B.1 illustrates the differing preamble acceptance and packet reception
ratios with respect to the observed signal-to-interference noise (SINR) ratio when
using four different auto-correlation thresholds, namely 0.82, 0.84, 0.86, and 0.88.
As can be seen in Figure B.1(a), the preamble acceptance ratio curves shift to the
right if the correlation threshold is increased. Unlike the preamble acceptance ra-
tio curves, the packet reception ratio curves differ only marginally, cf. Figure B.1(b),
whereas an increasing portion of successfully decodable packets is ignored if a thresh-
old of 0.86 or higher is used. Out of this reason, an auto-correlation threshold of
0.85 was used in the thesis.
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B Optimization of signal detector auto-correlation threshold
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Figure B.1: Obtained preamble acceptance and resulting packet reception ratios with
respect to the observed SINR level and four different auto-correlation thresholds in
the signal detector implementation.
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[MFW02] J. Maurer, T. Fügen, and W. Wiesbeck. Narrow-band measurement
and analysis of the inter-vehicle transmission channel at 5.2 GHz. In
Vehicular Technology Conference, 2002. VTC Spring 2002. IEEE 55th,
volume 3, pages 1274–1278. IEEE, 2002.

[MHRY05] X. Ma, P. Hrubik, H. Refai, and S. Yang. Capture Effect on R-ALOHA
Protocol for Inter-Vehicle Communications. Vehicular Technology
Conference, 2005. VTC-2005-Fall. 2005 IEEE 62nd, 4:2547–2550, Sept.
2005.

[Mit12] J. Mittag. Characterization, Avoidance and Repair of Packet Col-
lisions in Inter-Vehicle Communication Networks: The Complete
Set of Results, February 2012. http://dsn.tm.kit.edu/download/
ns3-physim/results.html.

[MLBLMF10] R. Massin, C. Lamy-Bergot, C. J. Le Martret, and R. Fracchia.
Omnet++-based cross-layer simulator for content transmission over
wireless ad hoc networks. EURASIP J. Wirel. Commun. Netw.,
2010:14:1–14:12, April 2010.

145



BIBLIOGRAPHY
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[SUS11a] K. Sjöberg, E. Uhlemann, and E. G. Ström. Delay and interfer-
ence comparison of CSMA and self-organizing TDMA when used
in VANETs. In Wireless Communications andMobile Computing Con-
ference (IWCMC), 2011 7th International, pages 1488–1493. IEEE, July
2011.

148



BIBLIOGRAPHY
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