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Chapter 1

Introduction

1.1 Proteins and Protein Folding

1.1.1 A Dogma and a Paradox

It is no exaggeration to say that without proteins, life as we know it would not be possible.
Proteins are, what Feynman meant when he talked about a ”billion tiny factories” in his
now famous talk at the annual meeting of the American Physical Society in 1959 [1], and
what has since simply been called nanomachines. As the name ”nanomachine” implies,
proteins are generally not much bigger than a few nanometers and they manipulate matter
on an atomistic scale, just as Feynman envisioned. Nature employs them for nearly any
task in living organisms: Proteins function as motors and rotors, provide scaffolding and
structural support to cells, act as parts of signaling chains and pumps and catalyze all
kinds of chemical reactions. They are involved in transport processes and regulation loops
and they read, write and duplicate their own blueprints, the DNA. Proteins themselves are
assembled by other proteins as well... and the list of protein functions goes on and on [2,3].

From a chemical perspective, proteins are linear biopolymers. The building blocks of
proteins are a set of 20 naturally occurring amino acids, linked together covalently by
peptide bonds between the carboxyl and the amino groups of adjacent residues. The
characteristic sequence of amino acids that defines a protein is encoded in the DNA of an
organism and is called its primary structure. Interactions of amino acids in close proximity
along the backbone, especially through hydrogen bonds, lead to the formation of secondary
structure. Segments of the polypeptide chain form spiral-shaped a-helices and flat b-sheets.
These secondary structure elements position themselves in a well defined orientation to one
another, an arrangement called the tertiary structure of a protein. The tertiary structure
is mainly stabilized by the formation of a hydrophobic core, salt bridges, hydrogen bonds
or disulfide bonds and van der Waals interactions. The tertiary structure, also called the
fold or the native conformation of a protein, is necessary for its function. The grooves
and cavities on the surface of a protein, for example, enable it to specifically recognize
particular co-reactants.
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The question of how a newly synthesized protein chain assumes this well defined native fold
has been the topic of intense debate and research. Small globular proteins are able to fold
independently and reversibly. According to the thermodynamic hypothesis this means that
all the information about the conformation must be contained already in the amino acid
sequence and that, under folding conditions, the native structure is a unique, stable and
kinetically accessible minimum of the free energy. This hypothesis is also called Anfinsen’s
dogma, after Nobel laureate Christian B. Anfinsen [4].

Related to this thought is Levinthal’s paradox. The number of conformations that an
amino acid chain can assume grows exponentially with the number of its residues. A short
chain of 100 amino acids and 9 conformations per amino acid (2 dihedral angles with 3
possible orientations each) has access to the astronomically high number of 9100 ≈ 1095

possible conformations. Even with a chain reconfiguration that is fast enough to sample
one conformation each picosecond, it would take > 1083 s to completely sample the whole
conformational space, a time much longer than the estimated age of the universe (≈ 1017 s).
The ”paradox” lies in the fact that, in reality, such a globular protein of 100 amino acids
would most likely fold on a time scale of milliseconds or even microseconds [5,6]. Levinthal’s
paradox is considered more an educational thought experiment than a real scientific co-
nundrum. It illustrates that a protein does not randomly search its conformational space
until it stumbles upon the correct fold and it points out why brute force computational
approaches for protein structure determination are doomed to fail.

As a solution to this paradox, Levinthal concluded that proteins fold through a succes-
sion of intermediate states [7,8]. The existence of such intermediate states has indeed been
confirmed by experiment [9]. However, this idea only shifts the question to how the folding
process reaches the first intermediate state. A clue to another possible solution to the
paradox is hinted at by Dawkins in his book ”The blind watchmaker” [10]. While discussing
the similar problem of evolutionary progress by accumulation of small changes, he asks
the following question: How many keystrokes would it take a monkey, hammering away
randomly on a typewriter to produce a short, specific quote from Shakespeare’s Hamlet.
Similar to Levinthal’s random search, this number is astronomically large (≈ 1040). How-
ever, if the search is modified in such a way that the monkey cannot change letters that
are already correctly in place, the phrase may be reached by a random search in only a
few thousand keystrokes [6].

Levinthal proposed the idea of a specific folding pathway, a series of steps all protein
molecules must follow to arrive at the folded state. After Levinthal’s argument, several
groups set out to explore the mechanism of protein folding experimentally [11,12]. A main
goal of early experimental work was to find and observe possible intermediate states along
the hypothetical folding pathways, in the hopes that these intermediates would hold the
key to the secret of how proteins could fold so quickly. These early ensemble experi-
ments used single or multi-exponential decays of some optical property to monitor the
kinetics of protein folding. Single exponential folding kinetics were attributed to ’two-
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state’ folding behavior. To account for multi exponential behavior, additional states were
added to the folding models, called folding intermediates. As time went on, more sophis-
ticated experimental techniques were added to the arsenal of protein researchers, such as
high-resolution hydrogen exchange [13–18], and later pulsed hydrogen exchange [19–21], mass
spectrometry [22–24] and mutational studies [25–28]. Laser-triggered methods even allowed the
exploration of very early events in protein folding [29–31]. During the course of these inves-
tigations of protein folding, it became clear that there is a class of fast-folding two-state
proteins that fold without ever accumulating significant amounts of intermediate popula-
tions [32–36]. New kinds of models were needed to account for these molecules, which folded
without following a series of predetermined intermediate steps on their way.

1.1.2 Diffusion–Collision Models

One of the first attempts to develop a theory that explained the experimental results of
intermediate-free two-state folding and at the same time ’solved’ Levinthal’s paradox were
so-called diffusion–collision models, which introduced the concept of native contacts [37–40].
A native contact is formed by two amino acids which are not close to each other in the
amino acid sequence, but are spatially close in the tertiary structure of the native state of
the protein. If such native contacts are energetically favorable, they stabilize the chain and
serve as ”nucleation points in the folding process”, limiting the accessible conformation
space for subsequent folding. In this limited conformation space, additional native con-
tacts are formed with even higher probability, thus accelerating the collapse of the protein
chain into its native conformation [41]. The folding rate of a protein depends on the close-
ness of the contact-forming residues in the primary structure. Whereas fast folders usually
have a high degree of mostly local structures such as helices and tight turns, slow fold-
ers have more nonlocal structure such as b-sheets [42,43], although there are exceptions [44].
This idea that the folding rate of a protein is determined by topological properties of its
native structure was pioneered by Plaxco, Simons and Baker [43,45,46] and has since been
confirmed. A number of topological parameters have been proposed that correlate with
the speed of folding of a protein, such as the effective length of the chain of a protein (chain
length minus the number of amino acids in helices) [47], secondary structure length [48], the
number of sequence-distant contacts per residue [49], the fraction of sequence-distant native
contacts [50] and the total contact distance [51].

These new kinds of models have replaced the single folding pathway of Levinthal with the
concept of a multitude of parallel paths, any one of which leads an individual molecule
from the unfolded to the folded state. Folding is regarded as a stochastic search, albeit not
a random one, but a search in an energy landscape, in which the gradient of the potential
energy guides the proteins towards the energetic minimum, the folded state. Uphill steps
that increase the potential energy are possible, but less likely than downhill steps. Thus,
the solution to Levinthal’s paradox is ’funnels, not tunnels’, as Ken Dill puts it [52].
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1.1.3 The Folding Funnel

Typical protein energy landscapes are often illustrated in the form of said funnels (fig.
1.1) [53,54]. Plotted is the ’internal free energy’ Emicro of an individual chain and surrounding
solvent and each point of the energy landscape represents a possible microstate of the
protein. Emicro includes energy contributions due to bond angles, torsion, stretches, van
der Waals interactions, hydrogen bonds and the hydrophobic and solvation free energies
gained by burying hydrophobic residues. The free energy level, Gmacro(ξ) of a macrostate,

Figure 1.1: The funnel-shaped energy landscape of protein folding. The close-
up illustrates the multitude of microstates that make up the native conformation
macrostate.

ξ, of a protein can be expressed with the partition function, Z(ξ), of that state:

Gmacro(ξ) = −kT lnZ(ξ) (1.1)

= −kT ln

(
g(ξ) exp

[
−Emicro(ξ)

kT

])
, (1.2)

where g(ξ) is the number of microstates that contribute to the macrostate ξ and Emicro(ξ)
the internal free energy of the microstates that make up ξ. k is the Boltzmann constant
and T the absolute temperature of the system. Eqn. 1.2 simplifies to:

Gmacro(ξ) = Emicro(ξ)− kT ln (g(ξ)) (1.3)

= Emicro(ξ)− TSconform(ξ). (1.4)

The conformational entropy of the protein chain, Sconform, is introduced in the last step
using the statistical definition of entropy

S(ξ)conform = k ln g(ξ), (1.5)
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which connects the entropy of macrostate ξ to the number of microstates, g(ξ), that it
represents.

The small ensemble of microstates at the bottom of the funnel constitutes the macrostate of
the native, folded conformation, whereas the larger multitude of microstates at the edge of
the funnel represent the unfolded macrostate. This means that folding comes at a huge loss
of conformational entropy Sconform, which partially counteracts the microscopic free energy
gain of the chain upon folding. Thus, the free energy gap that separates the folded from
the unfolded macrostate is often remarkably small. For small globular proteins at room
temperature the energy gain due to the stabilizing interactions, ∆Emicro, is only barely
larger than the entropic cost due to the reduction of accessible microstates, T ∆Sconform.
Both these terms are on the order of MJ/mol, whereas their difference, the amount of free
energy that stabilizes the folded state against the unfolded state, is only on the order of a
few tens of kJ/mol, an amount comparable to the free energy content of a few hydrogen
bonds.

In the funnel-shaped energy landscape, folding intermediates are represented by local min-
ima in the energy landscape, ’gulleys’ or ’ponds’ that are common to many individual
folding trajectories. Protein chains that find themselves in these intermediate states have
to overcome an energy barrier, possibly by breaking already formed native contacts, be-
fore they can continue their folding progress [55–59]. Such local minima are also responsible
for kinetic traps, such as in egg white lysozyme, in which a subpopulation undergoes fast
overall folding, whereas a second subpopulation forms part of their secondary structure
quickly followed by a much slower second folding step [21,24], a behavior called ’kinetic par-
titioning’ [60]. However, not only local minima, but any feature of the energy landscape
that slows folding can be the cause of an intermediate state. A flat plane in the internal
free energy landscape may trap individual folding proteins as well, as they become lost in
configurational space without a clear energy gradient. Only after some random diffusion do
these molecules find the downhill slope again and can continue on their folding trajectory.
This kind of diffusion-limited trapping can be visualized by an golf-course energy land-
scape, a flat plane with a hole in the middle. In this model, folding only progresses when
the protein reaches a certain macrostate (the ’hole’ of the golf-course), which, compared to
the total number of microstates of the whole golf-course, consists of only a small number
of microstates. Thus, reaching the hole correlates with a reduction of the conformational
entropy, Sconform, of the protein chain, which, according to eqn. 1.4, creates a so-called
entropic barrier in the macroscopic free energy Gmacro

[61,62].

Local minima of sufficient depth may trap subpopulations of a protein for significant
amounts of time, leading to misfolded states. The folded state itself is composed of several
substates, local minima in the rugged bottom of the folding funnel that are accessible at
room temperature by thermal activation [63]. This flexibility of the native state is often of
great importance for the function of a protein.The overall ruggedness of the energy land-
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scape is known to influence the folding kinetics, in so far as fast folding is only possible
if the overall slope towards the native state is large relative to the local ruggedness of the
energy landscape [64,65].

So, while every molecule takes a distinct, individual path down the funnel, they all end
up in the same global minimum, the folded conformation, thus satisfying Anfinsen’s ther-
modynamic hypothesis. On the other hand, each molecule does so in a rapid and directed
way, solving Levinthal’s paradox.

1.1.4 The Unfolded State of Proteins

Characterizing the unfolded state of proteins proves challenging due to the structural het-
erogeneity of the unfolded ensemble. Traditional ensemble techniques such as small angle
x-ray scattering (SAXS) [66] were used to measure properties of the unfolded conforma-
tion such as the radius of gyration, RG, a measure widely used in polymer physics to
describe the overall dimensions of polymer chains [67]. Indeed, at high denaturant concen-
trations, unfolded proteins were found to behave like random-coil polymers [68]. Comparing
28 crosslink-free chemically denatured polypeptides, it was revealed that the radius of
gyration of proteins under strongly denaturing conditions only depends on the length of
their polypeptide chain [69]. Another method to investigate the unfolded state is NMR
spectroscopy, a technique that is able to characterize the unfolded ensemble in molecu-
lar detail [70–72]. Several groups have presented experimental evidence of residual structure
even under strongly denaturing conditions [73–76]. This structure appears to take the form
of hydrophobic clusters, forming predominantly around tryptophan (Trp) or histidine (His)
residues [77–79]. Point mutations that replace Trp residues with glycin have been shown to
disrupt the formation of such hydrophobic clusters in lysozyme [80]. This observation of
residual structure might seem to be in conflict with the findings of random coil behavior.
However, the presence of short, structured segments does not exclude random coil behav-
ior, especially if the structures are only populated transiently [69,81–83]. Other ensemble
techniques that have been employed to study the unfolded state of proteins include Raman
optical activity [84], fluorescence correlation spectroscopy [85] and infrared absorption and
vibrational circular dichroism spectroscopy [86].

To examine the unfolded state under weakly denaturing conditions, single molecule exper-
iments are needed because in ensemble experiments, any signal under such conditions is
dominated by the folded state of the protein [87,88]. As the environmental conditions be-
come less denaturing, the unfolded protein coil collapses, as has been unequivocally proven
by single molecule FRET studies [68,89,90]. Only the details of the collapse are open to dis-
cussion. While Schuler reports Gaussian chain behavior for the small cold shock protein
CspTM [91], measurements on chymotrypsin inhibitor 2 and acyl-CoA-binding protein show
substantial deviations from Gaussian chain behavior for the collapsed denatured state [90].
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1.1.5 Studies with Single-Molecule Resolution

Protein folding cannot be treated in the same way as simple chemical reactions, which
are described as an ensemble of molecules that all perform the same sequence of steps
to get from state A to state B. In contrast, the initial macrostate of protein folding, the
unfolded conformation, comprises a vast collection of very distinct microstates. The indi-
vidual molecules of the unfolded ensemble may be chemically identical, but they do posses
a great variety of conformations [92]. Therefore, the folding trajectory of each protein of
an ensemble is unique and the macroscopic folding process is a transition from disorder to
order rather than a transition from one state to another [42].

The only way to gain meaningful results about such a heterogenous process as protein
folding is to perform experiments on single molecules. Whereas ensemble measurements
yield an averaged signal, weighted by population numbers and signals of the individual
components, measuring every molecule on its own gives access to the complete distribu-
tion of observables [88,93,94]. It is the only way to distinguish between coexisting populations
in equilibrium. In contrast to bulk experiments, studies on the single-molecule level allow
us to directly resolve the heterogeneity of the folding process.

In the last fifteen years, methods to not only measure, but also to manipulate single
molecules in aqueous environments have become a valuable part of the biophysical
toolkit [93,95]. In single molecule force spectroscopy experiments, individual molecules are
probed under the influence of external forces, which are applied, for example, with atomic
force microscopes and optical or magnetic tweezers [95–101]. Fluorescence is a time honored
method of observing biomolecules such as proteins, and has been employed in ensemble
measurements for decades [102]. Especially with the advent of high-performance fluorescent
dyes, it has turned into a suitable technique for single-molecule experiments [87,88,94,103–118].
Single dye molecules are attached to sites of interest at the biomolecule and then used in
a variety of ways to report on the state and behavior of the biomolecule. Frequently one
observes the quenching of the dye by nearby fluorescent quenchers, fluorescence anisotropy
or the amount of resonant energy transfer to a second dye.

Single molecule detection requires tiny concentrations in the picomolar range. These con-
centrations result in a minuscule amount of sample consumption, which is an obvious
advantage from a practical standpoint, considering how much work, time and money are
necessary for the preparation of biological samples. The small concentrations also mean
that one has to worry less about oligomerization or aggregation of the sample proteins, as
typical experimental concentrations of about 10−9 M lie below the KD values of all but the
most tightly binding proteins [119,120].
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1.1.6 Observing Protein Folding of Single Molecules

The characteristic time scales of protein folding are determined by two factors: The life
times of the individual folded, unfolded or intermediate protein states and the transition
times between these states, that is, the time it takes for a single protein to diffuse in
the funnel-shaped energy landscape from one state to the other. The life times of the
folded or the unfolded state can be directly observed in single molecule experiments with
immobilized proteins [112]. These life times were found to be in the milliseconds to seconds
range, depending on the environmental conditions. The transition times of small globular
proteins, on the other hand, have only recently been experimentally determined to be
smaller than 10 µs [121,122]. This time span is barely enough to detect a few photons from
a single fluorescent molecule. However, to gain meaningful insights into the state of a
protein, tens of photons have to be collected, requiring an observation time of hundreds of
microseconds. Thus, single molecule fluorescence methods do not offer a sufficiently high
time-resolution to observe single molecules on their way down the folding funnel. When
examining protein folding, it is not the process of folding itself that is observed, but the
populations of the multiple long-lived conformations situated in minima of the free energy
landscape, such as folding intermediates. By addition of chemical denaturants, the energy
landscape can be changed and the energy levels and populations of the different macrostates
shift with regard to one another. The heterogeneity of states can then be studied in
equilibrium at each denaturant concentration. From the examination and characterization
of folding intermediates, one hopes to learn more about the folding process.

1.2 RNase H

Escherichia coli RNase H (protein data base accession code 2RN2) is a 155 amino acid-
residue protein, with a secondary structure comprised of 5 a-helices and 5 b-sheets. It
has a molecular weight of about 17.6 kDa [123]. Its crystal structure has been solved [124]

and its tertiary structure is well characterized and of globular nature, as depicted in fig.
1.2a. It is a monomeric enzyme which catalyzes the cleavage of RNA in DNA-RNA hy-
brids [125]. After its initial isolation from calf thymus [126,127], it was subsequently found in
a wide variety of organisms, from viruses and bacteria to eukaryotic multi-cell organisms
such as humans [128]. Chemical and thermal denaturation of the protein was shown to be
fully reversible in vitro [129].

RNase H has been the subject of intense investigation, especially by the group of Susan
Marqusee. In the course of research on the folding of RNase H with equilibrium bulk ex-
periments, an intermediate (I) conformation was detected using Circular Dichroism (CD)
and Trp fluorescence spectroscopy [130]. Although already present in equilibrium with the
folded (F) state under native conditions, the intermediate population can be enhanced by
addition of chemical denaturants, such as guanidinium chloride (GdmCl) or urea. Because
of its increased stability under acidic conditions (pH < 3), this intermediate has also been
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termed the acid state of RNase H. It was further characterized by amide hydrogen ex-
change methods [131], yielding much of the structural knowledge we presently have about
the intermediate state. The amide hydrogen exchange experiments revealed those sec-
ondary structure elements that most strongly resisted denaturation under environmental
conditions which increasingly favor the unfolded state. This set of the most stable a-helices
and b-sheets is situated in the center of the folded RNase H and is called the protein core.
Specifically, the protein core is formed by the most stable a-helices A and D, and the
slightly less stable a-helix B as well as b-strand 4, as depicted in fig. 1.2b. These regions
were assumed to form the stable protein core, which is most resistant against unfolding.

Figure 1.2: Schematic depiction of three conformations of RNase H. a) Folded
structure (F) as obtained from the crystal structure. The protein core consists of
the most stable a-helices A and D (dark orange) and the slightly less stable a-helix
B as well as b-strand 4 (light orange). b) Folding intermediate (I), in which only the
protein core retains its structure. c) Entirely unfolded state (U) at high denaturant
concentration. The spheres at positions 3 (red) and 135 (green) mark the attachment
sites of donor and acceptor dyes.

1.3 Outline

Detection and characterization of folding intermediates are currently the only windows into
the folding process and, as such, key steps for the understanding of the folding pathway.
While ensemble measurements can give strong support to the hypothesis of a folding in-
termediate of RNase H, due to the heterogenous nature of the folding process, only single
molecule experiments can truly test and verify the hypothesis.

The goal of this thesis was to directly observe and characterize the folding intermediate of
RNase H in freely diffusing single molecules via Förster resonance energy transfer and to
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unequivocally demonstrate the existence of a folding intermediate in RNase H. The per-
formed experiments further allowed the characterization of RNase H in solution, as they
provided the free energy relationships between the folded, the intermediate and the un-
folded state under a wide range of denaturing conditions. A technique to interpret single
molecule data with the help of additional information from Trp fluorescence measurements
was developed in this thesis and may find application in future protein folding studies.

Chapter 2 gives a brief introduction into fluorescence and how it can be used to inves-
tigate internal protein dynamics. It is explained how the state of single molecules can
be measured with the ”spectroscopic ruler” of Förster resonance energy transfer (FRET).
Confocal microscopy is introduced, as well as the necessary algorithms to detect single
diffusing molecules and calculate their individual FRET efficiencies. Trp fluorescence is
introduced as another method to investigate protein conformations, exploiting the intrinsic
protein fluorescence from Trp residues.

Chapter 3 discusses sample preparation. The fluorescence labeling of RNase H is detailed,
as well as the employed buffers and the confocal microscope setups. The chapter also gives
an overview of the fundamentals of the fitting routine developed for data evaluation.

Chapter 4 starts out with the calibration measurements necessary for data analysis. Sin-
gle molecule FRET histograms of RNase H are presented and the procedures of data fitting
are described. Certain constraints that had to be placed onto chosen fit parameters are
introduced, justified and discussed. The measured data were modeled by both a two-state
model and a three-state model, which are compared to prove the necessity of an interme-
diate state. The chapter further describes how the single molecule FRET measurements
were extended to acidic conditions, which are known to stabilize the intermediate state.
To circumvent disambiguities in the FRET data, Trp fluorescence was introduced as a
supporting technique and smFRET and Trp fluorescence data were simultaneously fitted
with one combined model. Finally, the free energy parameters that were gained by both
measurements are discussed and compared to literature data.

Chapter 5 summarizes the experimental studies performed in this thesis and its results.
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Chapter 2

Theory

2.1 The Phenomenon of Fluorescence

2.1.1 The Jablonski Diagram

The molecular processes that occur when molecules are electronically excited are often
visualized with the aid of Jablonski diagrams (see fig. 2.1) [132]. The states of a molecule
are depicted as horizontal lines. The diagram shows the electronic singlet ground state S0,
the first excited electronic singlet states S1 and S2 and the first excited electronic triplet
state T1. Each of these electronic energy levels is divided into several vibronic sub-states
(V1 . . .Vn), describing the vibrational and rotational states of the molecule. For clarity,
the whole vibrational spectrum of states is reduced to only five distinct states V1 . . .V5.

Absorption

Electrons can be excited from low to higher energy levels by absorbing a photon with an
energy that matches the energy difference between the two states, as indicated by the blue,
upward arrows in the Jablonski diagram.

The available thermal energy, kT , at room temperature (T ≈ 300 K) is about 4.1 · 10−21 J
which corresponds to a wavenumber of 200 cm−1. While the vibrational modes of small
molecules have wavenumbers of several thousand cm−1 (e.g. 4342 cm−1 for the H2 stretch-
ing mode), larger molecules may contain vibrational modes with wavenumbers as low as
only a few cm−1. Thus, absorption occurs mostly from the vibrational ground state, V0,
and the low energy part of the vibronic spectrum of S0. The transition to higher energy
levels occurs in about 10−15 s, much faster than the time scale of nuclear motion. According
to the Franck-Condon principle [133,134], the most probable transition is to a vibrationally
excited level of the electronic excited state. From there, the excited electron decays back
to the electronic ground state via several different pathways [135].
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Figure 2.1: The first three singlet, and the first excited triplet state, each divided
into vibrational energy sub-states. Radiative transitions such as absorption (violet
and blue), fluorescence (green) and phosphorescence (red) are depicted as straight
arrows, non-radiative processes such as vibrational relaxation, internal conversion
and intersystem crossing as wiggly grey arrows.
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The Franck-Condon principle

The Hamilton operator of a molecule consists of the kinetic energies of electrons and
nuclei, Tel and Tnuc, the electrostatic potentials describing the Coulombic interactions of
the system including the repulsive interactions between nuclei, Vnuc−nuc, and electrons,
Vel−el, as well as the attractive nucleus-electron interactions Vnuc−el:

H = Tel + Tnuc + Vnuc−nuc + Vel−el + Vnuc−el. (2.1)

The potentials for spin–spin coupling and spin–orbit coupling are omitted here due to their
negligible contributions in comparison to the other potentials. Making an assumption called
the Born-Oppenheimer approximation, the total wave function, Ψtotal of a molecule can be
broken up into its electronic and its nuclear components, ψel and ψnuc, due to the great
disparity in mass between the electrons and the nuclei of the molecule:

Ψtotal(r,R) = ψel(r,R) · ψnuc(R). (2.2)

While the nuclear part of the wave function depends only on the nuclear coordinates, R,
the electronic part depends on both the electron coordinates r and the nuclear coordinates,
R.

For the calculation of the electronic part of the wave function, ψel, the nuclei are considered
stationary. They only provide a Coulombic potential Vnuc−el for the Hamilton operator of
the electrons. The electronic Hamilton operator further depends on the kinetic energies of
the electrons Tel and the Coulombic electron-electron interactions described by a potential
Vel−el

Hel = Tel + Vel−el + Vnuc−el. (2.3)

Solving the stationary Schrödinger equation,

Hel ψel(r,R) = Eel(R)ψel(r,R), (2.4)

then yields the electronic wave functions, ψel, and the associated electronic properties such
as the probability densities of the electron positions as well as the energy of the electronic
system, Eel(R), for a specific configuration of nuclear positions, R.

The Hamilton operator for the nuclei consists of

Hnuc = Tnuc + Vnuc−nuc + Eel(R)︸ ︷︷ ︸
Veff(R)

(2.5)

= Tnuc + Veff(R), (2.6)

with an effective potential Veff(R) that includes the nucleus – nucleus interaction as well
as the energy of the electronic system obtained by solving the Schrödinger equation for
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the nuclear coordinates R. Possible effective potentials for the electronic ground state S0

and the first excited electronic state S1 are sketched in fig. 2.2 for the simplest case of a
diatomic molecule, in which case the effective potential Veff only depends on the internu-
clear separation of the two nuclei. It determines the vibrational energy levels V1 . . .Vn of
the molecule and the corresponding nuclear wave functions. For molecules with more than
two atoms, Veff can be described as a high-dimensional hypersurface. Any change in the
electronic system of the molecule, such as excitation of the molecule to a higher electronic
state, occurs on a time scale much shorter than the characteristic times of nuclear mo-
tion. These changes in the electronic system lead to a different effective potential Veff(R),
resulting in new energy eigenstates for the nuclear positions. The nuclear system has to
switch from a nuclear state under the initial electronic conditions to a new state under
the changed electronic conditions. The relative probability of such a transition compared
to other possible transitions is proportional to the square of the overlap integral of initial
and final nuclear wave functions. These relative transition probabilities are called Franck-
Condon factors.

As depicted in fig. 2.2, the equilibrium position of the effective potential of the excited
state is often shifted to a longer nuclear distance. Thus, the vibrationally excited states
of S1 generally exhibit a stronger overlap with the V0 state of S0 than the vibrational
ground state of S1. This means that, when the electronic system of a molecule is excited,
the transition to an excited vibrational state of S1 is more likely than a transition to
the vibrational ground state of S1. When the electronic system relaxes from S1 to S0,
the nuclear system of the molecule ends up in a vibrationally excited state with a higher
probability than in the vibrational ground state, for the same reasons.

Vibrational Relaxation

Usually, the molecule relaxes quickly to V0 of the excited electronic state by vibrational
relaxation. In ≈ 10−14 – 10−11 s, the energy of the electronic system is deposited into vi-
brational modes of the molecule. An excited electron can also transit from one electronic
level to a lower electronic level of the same spin, a process called internal conversion. Both
processes are radiationless in the sense that they involve neither absorption nor emission
of a photon and are depicted as wiggly arrows in the Jablonski diagram (fig. 2.1). The
probability of internal conversion grows with the extent of overlap between the vibrational
spectra of different electronic states. For most molecules in the condensed phase, this over-
lap is sufficiently pronounced at electronic levels above S1. In consequence, these molecules
relax to the S1 level within less than 10−12 s. However, the large energy gap between S0 and
S1 results in a lack of overlap between the vibrational manifolds of both states, resulting
in a markedly slower vibrational relaxation from S1 to S0. In some molecules, the internal
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Figure 2.2: Illustration of the Franck-Condon principle for a molecule consisting of
two atoms, based on a figure by Onno Gabriel [136]. The effective potentials Veff(R)
of the electronic states S0 and S1 are plotted against the relative distance of the
nuclei |R|. The equilibrium position of the S1 state is shifted by ∆s with respect to
the electronic ground state S0. A possible absorption process from the vibrational
ground state of S0 to the second vibrational level of S1 is depicted as the blue arrow,
a relaxation process as the green arrow.
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conversion to the electronic ground state is so slow that it competes with relaxation pro-
cesses like fluorescence, which occur on time scales from 10−9 to 10−8 s. Such molecules
are called fluorescent, whereas molecules that mainly relax via non-radiative pathways are
called non-fluorescent.

Fluorescence and Phosphorescence

If relaxation of an excited electronic state to a lower electronic energy level of the same
spin results in the emission of a photon, the decay is called fluorescence. It is depicted as
a straight, downward arrow in the Jablonski diagram. As fluorescence is a slow process
(10−9 – 10−8 s) compared to both vibrational relaxation and internal conversion to the
lowest S1 vibronic state, fluorescence emission typically occurs from the vibrational ground
state of S1, a fact referred to as Kasha’s rule. As the Frank-Condon principle also applies
to emission, fluorescence decay generally leaves the molecule in an excited vibrational state
of S0, followed by rapid vibrational relaxation to thermal equilibrium, which in most cases
means relaxation to V0.

In the singlet state S0, all electron spins are paired and the total spin of the electronic
system is zero. If the electronic system is excited to either S1 or S2, its total spin and,
in consequence, the spin pairing are both conserved. If, however, a spin flip occurs upon
excitation, the system reaches an excited triplet state T1 in a process called intersystem
crossing (ISC). This transition is ”forbidden”, according to strictly electronic selection
rules, resulting in a relatively slow process on time scales that allow it to compete with
fluorescence. Once in T1, the same radiationless relaxation pathways as in the singlet
states are available to the electron such as vibrational relaxation and internal conversion.
Radiative relaxation from T1 to the electronic singlet ground state S0 is called phosphores-
cence. As it involves a change of spin, the time scale of phosphorescence is several orders of
magnitude larger than for fluorescence. Due to this long time scale, phosphorescent decay
has to compete with ISC back to S0, which often strongly reduces the number of radiative
phosphorescence events.

Stokes Shift

When a molecule is excited to higher electronic states, both its dipole moment and po-
larizability can change significantly from their values in the electronic ground state [137,138].
After excitation, this change in dipole moment prompts a reorientation and relaxation of
surrounding, polar solvent molecules, lowering the energy of the excited state (depicted in
fig. 2.3 as the transition from S1 to S′1). At the same time, this new solvent orientation is
energetically less favorable for the ground state than the original orientation, destabilizing
S0 into a state with higher energy, S′0. The reorientation of the solvent molecules occurs
on a time scale of ≈ 10−10 s and, thus, generally precedes the emission of fluorescence.
Both these changes in energy level lead to an energy difference between S′0 and S′1, that is
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smaller than the original energy difference between S0 and S1. Consequently, the emitted
fluorescence light is red-shifted with respect to the light needed to excite the molecule.

Figure 2.3: Jablonski diagram, illustrating the influence of solvent relaxation. Vi-
brational substates are omitted for clarity. After excitation, the electronic states S0

and S1 experience a shift in their respective energy levels to S′0 and S′1 due to solvent
relaxation.

Nonradiative Decay

Several other nonradiative processes apart from intersystem crossing compete with fluo-
rescence for the transition from exited states to the ground state. As already mentioned,
internal conversion has a low but non-zero transition rate between S1 and S0. Another
path is collisional quenching, the transfer of energy to other molecules through collisions.
One of the most efficient collisional quenchers is molecular oxygen, which quenches nearly
all known fluorophores [139,140]. Another form of quenching is resonance energy transfer
(RET), in which the energy of the excited state is transferred to an acceptor molecule via
nonradiative Coulombic interaction, lifting the acceptor molecule to an excited electronic
state. If the acceptor is fluorescent itself, it may then emit a fluorescence photon. In con-
trast to collisional quenching, direct molecular contact is not required for RET, but can
rather occur over distances of several tens of Ångströms.

2.1.2 Parameters of Fluorescence

The wavelength-dependent molar extinction coefficient, ε(λex), describes how strongly a
molecule absorbs light of a given excitation wavelength, λex. By observing the frequency
dependence of absorption, information about the structure of the energy levels of the sam-
ple can be gained.
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Another important characteristic of a fluorophore is its quantum yield, φ, which is the
probability of a fluorescence photon being emitted upon excitation of the fluorophore. It
is defined by the ratio between the rate coefficient of radiative fluorescence decay, kfl, and
the total decay rate coefficient of a fluorophore

φ =
kfl

kfl +
∑

i ki, nr

, (2.7)

where
∑

i ki, nr is the sum of the decay rate coefficients of all nonradiative processes. The
quantum yield of a dye is independent of the excitation wavelength.

The brightness of a fluorophore excited with light of a particular wavelength, λex, is the
product of its extinction coefficient, ε(λex), and its quantum yield, φ:

BR(λex) = ε(λex)φ. (2.8)

2.1.3 Photobleaching

There are several pathways how a fluorophore can lose its ability to fluoresce, a process
called photobleaching [141]. Due to its long lifetime, the excited triplet state is often con-
sidered to be the starting point of photochemical reactions that alter the fluorophore and
possibly lead to photobleaching [142]. In aqueous, air-saturated solutions, molecular oxy-
gen has been identified as an important source of photobleaching [143–145] and, as such, is
a deciding factor for the stability of many organic dyes. Oxygen has been known as a
potent quencher of excited states of organic dye molecules, singlet and triplet alike. The
oxygen ground state is a triplet state. Upon quenching, it is converted into the higher
energy oxygen singlet species, which is highly reactive [146,147]. Thus, quenching by oxygen
increases the risk of oxidation of the fluorophore due to a reaction with the produced sin-
glet oxygen [148]. For demanding applications, the removal of oxygen has been proposed as
a measure to increase photostability [149]. Unfortunately the oxygen removal also removes
one of the most important pathways for triplet state recovery. This leaves the dye trapped
in the T1 state for longer periods of time, decreasing the overall brightness and increasing
blinking [147].

To retain the brightness of a dye in the absence of oxygen, the Tinnefeld group proposed
the use of a reducing and oxidizing system (ROXS) [142,150] to quench the T1 state and
return the fluorescent system to the S0 state as fast as possible via an electron-transfer
reaction. Performing only either an oxidizing or reducing reaction would leave the system
in a radical anionic or cationic state ground state (assuming a ground state that is nor-
mally neutral). Thus, the ROXS system involves an oxidizing as well as a reducing step,
as depicted in fig. 2.4. The triplet state is rapidly depleted by electron-transfer reactions
through either oxidation (forming a radical cation F•+) or reduction (forming a radical an-
ion F•−). These reactions are carried out by the reducing and oxidizing agents that make
up the ROXS. Both ionic states, F•+ and F•−, are then rapidly returned to the neutral
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singlet ground state S0 by reduction or oxidation, respectively. The second step competes
with side reactions that would take the reactive ionic species to photobleached products, P.
The redox potentials of both the reducing and the oxidizing agent are chosen so that they
do not react directly with each other. The energy of the excited triplet state is necessary
to drive the electron-transfer processes.

Figure 2.4: Jablonski diagram, depicting the working principle of a reducing and
oxidizing system (ROXS). Vibrational states have been omitted for clarity. Triplet
population is returned to the singlet ground state by oxidizing and reducing agents
through the ionic states F•+ and F•−. The second oxidation or reduction step com-
petes with pathways that would take the reactive ionic species to a photobleached
state, P (light gray arrows).

2.1.4 Dependence of the Fluorescence on the Environment

The emission properties of a fluorescent molecule, such as the quantum yield and the peak
position of the emission spectrum, are heavily dependent on its local environment. The
most significant factor is the polarity of the solvent, but other solvent properties, such
as the viscosity, the rate of solvent relaxation and the rigidity of the local environment
may affect the fluorescence as well [102]. It can be difficult to determine to which degree
each of those influences affects the fluorescence in a given experimental instance, and the
multitude of effects makes it difficult to treat solvent-fluorophore interactions with a single,
unified theory. However, even without detailed knowledge of the mechanisms, the strong
dependence on the local environment makes fluorescence a potent and popular tool to assess
the conformational state of proteins. One way to perform fluorescence measurements on
proteins is to exploit the intrinsic protein fluorescence, which is due to the three aromatic
amino acids phenylalanine (Phe), tyrosine (Tyr) and Trp. Another approach involves
attaching fluorescent labels to points of interest in the protein.

2.1.5 Trp as an Internal Fluorescent Probe

As Gregorio Weber pointed out in an early review of fluorescence spectroscopy [151], the in-
trinsic fluorescence of proteins is mainly due to aromatic amino acids, which emit in the ul-
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traviolet region of the spectrum. This fact was confirmed soon afterwards by the experimen-
tal observation of protein fluorescence and the fluorescence of aromatic amino acids [152–155].
Trp is a fluorescent, aromatic amino acid with a maximum absorption at ≈ 280 nm. The
emission spectrum of Trp is sensitive to the immediate surroundings of the indole ring of
the Trp residue. The emission maximum λmax of Trp dissolved in aqueous solution is at
≈ 355 nm [156]. In proteins, the emission maximum varies from ≈ 308 nm (in azurin) to
≈ 355 nm (e.g. in glucagon), depending on the local environment and roughly correlates
with the degree of solvent exposure of the chromophore [157]. Other strongly environment-
dependent properties of Trp fluorescence are its quantum yield [158–160], anisotropy [161–163]

and fluorescence lifetimes [164,165]. As such, Trp fluorescence is a widely used probe to assess
the conformational state of proteins, substrate binding or denaturation [102,166–168]. About
300 papers per year are listed in ”Biological Abstracts” alone in which Trp fluorescence in
proteins is either exploited or studied [157].

2.2 FRET – Förster Resonance Energy Transfer

2.2.1 Introduction and Principle

If two fluorophores are brought into close proximity, they can exchange excitation energy
via a nonradiative process called Förster resonance energy transfer (FRET), a process
that competes with the fluorescence and other relaxation pathways of the donor. Upon
excitation of the donor dye, the energy is transferred to the acceptor with probability E,
the FRET efficiency. This efficiency depends on the inverse sixth power of the inter-dye
distance R (E ∝ R−6). The range in which FRET is the dominant form of energy transfer
lies between 10 and 100 Å, the size of many biological macromolecules. Below that range,
it competes with direct energy transfer due to electron exchange (Dexter transfer) because
of wavefunction overlap, which loses efficiency with an exponential dependence on the dye
separation R [169,170]. At long ranges, the nature of energy transfer shifts to the classi-
cal radiative energy transfer between dipoles with a R−2 distance dependence. Combined
with the fact that FRET can be measured in aqueous environments on commonly available
optical microscopes, the strong distance dependence makes FRET a great tool to study
intramolecular distances in biomolecules such as proteins. A typical experiment involves
tagging the protein of interest with donor and acceptor dyes at well defined positions along
the amino-acid chain, as pictured in fig. 2.5. Any conformational change that alters the
distance between the dyes leads to a change in the FRET efficiency and can thus be de-
tected and characterized by FRET spectroscopy.
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To measure the FRET efficiency E, the donor dye is excited. The resulting fluorescence
intensity is recorded and separated into light emitted by the donor, ID, and acceptor, IA,
depending on the wavelength. E can be calculated from these intensities by determining
which fraction of the totally emitted light, ID + IA, is emitted by the acceptor fluorophore:

E =
IA

γID + IA

, (2.9)

where γ is a correction factor to account for different quantum yields and detection effi-
ciencies of donor and acceptor dye. The exact calculation of E, necessary corrections and
the determination of γ are described in detail in section 2.2.3.

Figure 2.5: a) Sketch of a protein in its native conformation. Attachment sites for
donor (D) and acceptor dye (A) are chosen to be in close proximity in the folded
state, resulting in high FRET efficiency E. Upon excitation of the donor dye, most
of the energy is transferred to the acceptor and emitted from there. b) In the
unfolded conformation, the mean distance between D and A is increased, causing a
decline in E. Compared to the folded conformation, fluorescence emission from the
donor becomes more likely while, at the same time, the fluorescence intensity of the
acceptor dye upon excitation of the donor dye decreases.

The mechanism of FRET, described by Förster in 1948 [171], is based on the non-radiative
dipole-dipole interaction between two fluorophores. A proper quantum electrodynamic
treatment reveals this radiationless energy transfer to be the short-range limit of a more
general theory of coulombic intermolecular interaction [170,172]. This unified theory also
confirms the R−6 dependence of the transfer efficiency on distance, which was already
predicted by Förster [173] and later confirmed experimentally [174]. At distances above ≈
100 nm, retardation effects modify the R−6 distance dependence to R−2, the classical result
for radiative transfer, [170] which represents the long-range limit of the theory. As the
interaction is electromagnetic in nature, the carrier particle of the interaction is a photon.
FRET is called non-radiative in the sense that the energy is transferred by a virtual photon,
a messenger particle which cannot be observed [172]. Due to its strong distance dependence,
FRET is called a spectroscopic ruler [174].
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2.2.2 Theoretical Calculation of the FRET efficiency

The efficiency E of the resonance energy transfer is a dimensionless number 0 ≤ E ≤ 1. It
is described as a function of the inter-dye distance R by the famous Förster formula [171],

E =
1

1 + (R/R0)6
. (2.10)

Here, R0 is the so-called Förster distance, which contains all parameters that factor into
the efficiency of energy transfer except for the distance R. It contains the refractive index,
n, of the surrounding medium, the quantum yield of the donor dye, φD, and the relative
orientation of the transition dipoles of both dyes, pD and pA, described by the orientation
factor, κ2. At last, the Förster distance also depends on the overlap integral J between
the fluorescence spectrum FD(λ) of the donor and the absorption spectrum εA(λ) of the
acceptor dye. It is calculated as

R0 = (8.79 · 1023n−4φDJκ
2)1/6, (2.11)

with J and κ2, in turn, being determined by

J = 10−28

∫
FD(λ)εA(λ)λ4 dλ∫

FD(λ) dλ
, (2.12)

κ2 = (cos θT − 3 cos θD · cos θA)2. (2.13)

Here, θT represents the angle between the emission dipole of the donor molecule and the
absorption dipole of the acceptor. θD and θA are the angles between the aforementioned
dipoles and the vector R that connects donor and acceptor (see fig. 2.6) [102]. If the orien-
tation of both dyes with regard to each other is static, κ2 can assume any value between
0 and 4 with the extremes of parallel or antiparallel orientation (κ2 = 4) on the one, and
perpendicular orientation (κ2 = 0) on the other hand. If the dyes are free to rotate inde-
pendently of each other on a time scale much shorter than the time scale of the energy
transfer process, an average 〈κ2〉 must be used. In that case, integrating over all possible
orientations of pD and pA yields 〈κ2〉 = 2/3.

2.2.3 Experimental Determination of the FRET efficiency

The FRET efficiency E can be thought of as the quantum yield of the resonant transfer
process, that is, the percentage of all donor excitations, Ntotal, that lead to energy transfer
to the acceptor, NA.

E =
NA

Ntotal

=
NA

ND +NA

, (2.14)

with ND denoting the number of events in which the excitation is not transferred. Thus, E
denotes the probability that the energy will migrate to the acceptor dye upon excitation of
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Figure 2.6: Relative orientation of donor and acceptor transition dipoles pD and
pA. Vector R connects both dyes, vector p′A is parallel to pA, shifted to intersect
pD. θD and θA describe the angles between R and the respective transition dipoles,
whereas the angle between the dipoles themselves is called θT.

the donor. Unfortunately, with an optical microscope, one cannot directly observe which
dye is excited. Instead, to detect excited states, we rely on the detection of fluorescence
light that is only emitted with a certain probability given by the quantum yield φ of the
dye. Furthermore, not every emitted photon is detected and the detection efficiency of the
instrumental setup, η, is generally different for light of different wavelengths due to a variety
of factors, such as the employed filtersets, dichroic mirrors and the wavelength dependent
detector sensitivity. Therefore, one cannot assume that the existence of an exited state of
either donor or acceptor dye leads to detection of a photon in the corresponding channel
with equal probability. In consequence, E cannot be obtained via eqn. 2.14 by simply
replacing the number of excitations of each dye, ND and NA, with the number of detected
photons in the respective channel, represented by the observed photon counts FD and FA:

E =
NA

ND +NA

6= FA

FD + FA

. (2.15)

The detected photon counts, F , can be described by the number of excitations of a fluo-
rophore, N , multiplied by the probability of detecting a photon per excitation, Φ = φ · η,

FA = NA ΦA and (2.16)

FD = ND ΦD. (2.17)

Insertion into eqn. 2.15 yields:

E =
NA

ND +NA

=

FA

ΦA

FD

ΦD

+
FA

ΦA

=
FA

γ FD + FA

, (2.18)

with the so called γ-factor:

γ =
ΦA

ΦD

=
φAηA

φDηD

. (2.19)
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The exact determination of the γ-factor is of great experimental interest. Possible methods
for burst analysis experiments with non-immobilized molecules are explored in section 2.4.7.

2.2.4 Hidden Assumptions

The 〈κ2〉 = 2/3 Assumption

The validity of the 〈κ2〉 = 2/3 assumption and its implications on the method of distance
determination via FRET has been the topic of intense discussion [175–178]. The averaging
over all dipole orientations that leads to 〈κ2〉 = 2/3 is only valid if the rotation happens on
a time scale much smaller than that of the energy transfer process. In aqueous solutions,
rotational diffusion of small molecules such as dye molecules happens on the picosecond
time scale, whereas the FRET process occurs on time scales similar to the fluorescence
lifetimes of organic dyes, which is on the order of a few nanoseconds [179]. It is, however,
not clear if dye molecules tethered to a protein enjoy the same kind of rotational freedom as
freely diffusing molecules. The often hydrophobic dye molecules may stick to hydrophobic
areas on the surface of a protein, especially if the protein is already partially unfolded and
exposes parts of its hydrophobic core. The dye exists in an equilibrium between a state
in which it sticks to the protein and a state in which it can rotate freely. In addition, the
motion of the dye may also be restricted by steric hindrance as described by motion-in-a-
cone models [180,181] in which the orientation of the transition dipoles is confined to within
a particular solid angle. An accurate determination of absolute distances with FRET is,
therefore, not feasible without careful characterization of the mobility of both dyes. The
validity of the 〈κ2〉 = 2/3 assumption can be checked via anisotropy measurements of both
dyes in the following way [182,183]:

If an ensemble of randomly oriented dyes is excited by polarized light, not all dye molecules
are excited with equal probability. The smaller the angle between the transition dipole mo-
ment of a dye molecule and the axis of polarization of the incident light, the more likely
the excitation of a dye molecule becomes. Dyes with a transition dipole moment perpen-
dicular to the axis of polarization are not excited at all. Analogously, the polarization of
the emitted light of any molecule also depends on the orientation of the transition dipole
at the moment of emission. Thus, dyes with a fixed spatial orientation that are excited
with linearly polarized light do not emit light of all polarizations with equal probability.
Thus, the emission is anisotropic. If, however, the excited molecules have the ability to
tumble around during the lifetime of the excited state, the directional dependence of the
polarization of the emitted light on the polarization of the excitation light is lost over time.
Due to the rotational diffusion of the molecules, the orientations of the excited molecules
equilibrate until all directions of polarization are equally probable and the rate of decay of
the anisotropy is a measure of rotational mobility of the fluorescent dye. Freely rotating
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dyes only exhibit one, fast anisotropy decay component. If, on the other hand, the dye
population is (at least partially) attached to the protein or can only access a restricted
number of orientations within a cone, a slow component describing protein motion appears
in the anisotropy decay.

The Ideal Dipole Approximation (IDA)

In the derivation of the Förster formula, the transition densities of donor and acceptor
are assumed to be ideal dipoles with no spatial extension. Higher terms of the multipole
expansion are omitted. In reality, however, the electronic system of a dye molecule and
thus its transition density extends over several Ångströms and cannot be described by only
a dipole term. Studies show the ideal dipole approximation (IDA) to work reasonably well
for distances > 20 Å. However, this is only due to a cancellation of errors and requires
full orientational averaging. In fact, for specific relative orientations, errors from the IDA
are shown to be significant even beyond intermolecular distances of 50 Å [184,185]. Thus, the
IDA and the 〈κ2〉 = 2/3 assumption both rely on the assumption of fast isotropic averaging
of the relative orientation of the dyes.

2.2.5 The Solvent Dependence of the Förster Distance

In the way eqn. 2.10 is formulated, it may be tempting to interpret changes in FRET effi-
ciency to be due only to changes in the inter-dye distance. One should be aware that the
Förster distance R0 is not necessarily a constant under variable experimental conditions.
The protein denaturation experiments described in this thesis involve adding increasing
concentrations of the chemical denaturant guanidinium chloride (GdmCl) to the sample
solution. It is therefore important to check if R0 is dependent on GdmCl concentration.

To compare FRET efficiencies obtained using different Förster distances, the following
correction is employed. For a population of molecules, an initial FRET efficiency Ei is
measured under initial conditions, which results in an initial Förster distance of R0,i. Solv-
ing eqn. 2.10 for R one obtains the inter-dye distance from Ei and R0,i. To get the FRET
efficiency Ef that a molecule with inter-dye distance R would exhibit under different en-
vironmental conditions, all that is necessary is another application of eqn. 2.10, with the
Förster distance R0,f that corresponds to the new environment. The process is visualized
in fig. 2.7 and calculated according to:
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Ef = Ef(R) = Ef (R (Ei)) (2.20)
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Figure 2.7: FRET efficiencies calculated according to eqn. 2.10 plotted for Förster
radii of 60 Å (dashed line) and 70 Å (solid line). Starting from an initially measured
FRET efficiency Ei, a distance R is calculated for a sample according to the solid
curve. Changes in the Förster radius result in a different efficiency-distance relation-
ship (dashed curve), leading to a different observed efficiency Ef for a sample of the
same inter-dye distance. The size of the Förster radius shift of 10 Å chosen here is
untypically large to make the effect better visible.

As is obvious from fig. 2.8, the magnitude of this correction depends on the initial FRET
efficiency Ei and has its biggest effect around Ei = 0.5.

Changes in Refractive Index n

The refractive index n of the protein solution increses with increasing GdmCl concentra-
tions, influencing the Förster distance R0, which is dependent on n according to R0 ∝ n−4/6.
Care has to be taken to assign the effective refractive index neff experienced by the dye
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Figure 2.8: Shift in FRET efficiency, ∆E = Ef − Ei, where Ef is calculated from
Ei according to eqn. 2.23. The larger the difference between initial and final Förster
distance (R0,i and R0,f), the more pronounced the shift in FRET efficiency. The

ratio
R0,i

R0,f
is given next to each curve.

pair [186]. If the protein is folded, the volume between the dyes is mostly filled with protein
matter, exhibiting a refractive index of nProt ≈ 1.6 [187]. However, the dipole field, the
carrier of the FRET interaction, extends into the surrounding medium as well, a volume
that is made up by the buffer solution with a refractive index nBuff(c) between 1.35 and
1.44 depending on the GdmCl concentration c. In denatured proteins, which are often
imagined as extended random coils, the volume between both dyes is in fact filled with a
mixture of both protein matter and buffer solution. The straightforward approach is to
assume a weighted sum of the two components, with the buffer fraction p:

neff = p nBuff(c) + (1− p)nProt. (2.24)

The R0 ∝ n−4/6 relationship transforms this linear dependency of neff on c into a nonlinear
one for the Förster distance. However, the effect is very subtle and R0(c) can be approxi-
mated as a linear relationship. For a reasonable assumption of p = 0.5, R0 is only reduced
by 2% at 6 M GdmCl when compared to the denaturant free solution.

Changes in the Quantum Yield φD of the Donor Dye

The dependence of the quantum yield φD of the donor on denaturant concentration c, is
obviously dependent on the dye used as well as a host of other environmental parameters
such as pH or buffer composition and, as such, has to be checked individually for each
experiment. The topic of quantum yield determination is discussed in depth in section
2.4.7. As is evident from fig. 2.9, φD can exhibit a significant denaturant dependence and,
in this special case, increases by a factor of 2.55. Although the sixth root dependence
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Figure 2.9: Relative quantum yield of Alexa
Fluor 546 as a function of GdmCl concentration.
Measurement in standard buffer at pH 3.0. Rel-
ative errors are approximately 2% for all points
in the series. Error bars are much smaller than
the symbols.

(R0 ∝ φ
1/6
D ) softens the impact on the Förster distance, this shift in φD still translates into

a 17% increase of R0 at the high end of GdmCl concentrations.

Changes in the Overlap Integral J

In the same vein as the quantum yield, other properties of fluorescent dyes such as the
excitation and emission spectra may be sensitive to the GdmCl concentration. This may
lead to changes in the overlap integral J . As GdmCl concentration increases, both the
emission spectrum of Alexa Fluor 546 and the excitation spectrum of Alexa Fluor 647
exhibit a noticeable peak shift towards longer wavelengths. To illustrate the size of these
shifts, the relevant spectra of the Alexa Fluor 546/647 dye pair are shown for 0 M and
6 M GdmCl concentrations in fig. 2.10. The overlap integral J of the Alexa Fluor 546/647
dye pair, calculated according to eqn. 2.12, decreases by up to 7% (at [GdmCl] = 6 M).
However, because R0 ∝ J1/6, the resulting effect on the Förster distance is reduced to
≈ 1%.

Changes in the Orientation Factor κ2

The least accessible and controllable parameter that enters into the calculation of R0 is κ2.
The interaction between the dyes and the labeled protein is most likely solvent dependent.
The 〈κ2〉 = 2/3 assumption may or may not be valid, depending on the solvent composition
of the experiment. In consequence, if and how much κ2 deviates from its 2⁄3 average value
may dependent on the solvent. There is no simple estimation of the effect that solvent
changes can have on κ2. Instead, κ2 has to be controlled independently at all solvent
environments via anisotropy measurements.
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Figure 2.10: Fluorescence and absorption spectra for the Alexa Fluor 546/647 dye
pair at pH 3.0 in standard buffer. The fluorescence spectrum of Alexa Fluor 546
(green) and the absorption spectrum of Alexa Fluor 647 (red) are shown for 0 M
GdmCl (dashed lines) and 6 M GdmCl (solid lines), all normalized to an area of one.

2.2.6 Samples with Variable Inter-Dye Distance and Slow Dye
Dynamics

In the simple E(R) relationship given by the Förster equation (eqn. 2.10), the distance R is
considered to be constant. While this may be a reasonable assumption for folded proteins,
it breaks down as soon as at least parts of the protein unfold. An unfolded protein lacks
the well defined structure of its folded counterpart and the distance R between donor and
acceptor varies with time. The inter-dye distance has to be described as a distribution of
distances with a probability density function P (R).

In unfolded molecules, the inter-dye distance can be replaced by an average value if the
unfolded chain samples its conformation space on time scales faster than the inverse rate
of energy transfer τFRET, a quantity on the order of the magnitude of fluorescence lifetimes
(10−9 – 10−8 s). At the same time, the treatment of κ2 as a constant with the value of
κ2 = 2/3, is only applicable if the rotational dynamics of both dyes are faster than τFRET.

If either assumption breaks down, eqn. 2.10 is no longer applicable in its pure form and
has to be corrected. Kuzmenkina et al. derived the corrections to eqn. 2.10 for the case
that both dye reorientation and inter-dye distance variations happen on a time scale that
is slower than the fluorescence lifetime of the dyes but faster than the time resolution of the
experiment, in this case the bin-time of the fluorescence trace [113,188]. In a straightforward
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way, the averaging process over the conformational space in R and κ2 is expressed as

〈E〉 =

∫ lc

0

∫ 4

0

1

1 +
2/3
κ2

(
R
R0

)6 P (R) p(κ2) dκ2 dR, (2.25)

where P (R) and p(κ2) are probability density functions for inter-dye distance and orienta-
tion factor, respectively. The upper limit lc of the integral over R is the contour length of
the protein chain between the dyes, i.e., the maximally possible inter-dye distance in the
case of a completely stretched chain. The Förster distance R0 is calculated according to
eqn. 2.11 with a value of κ2 = 2/3.

First, let us assume that R remains fixed (represented by P (R) collapsed to a delta function
for the purpose of evaluating eqn. 2.25), and only variations in κ2 are considered. If all
spatial orientations of both dyes are equally probable, the isotropic probability density for
κ2 is given by [94]:

p(κ2) =

{
1

2
√

3κ2
ln(2 +

√
3) for 0 ≤ κ2 ≤ 1

1

2
√

3κ2
ln
(

2+
√

3√
κ2+
√
κ2−1

)
for 1 < κ2 ≤ 4

(2.26)

The resulting E(R) dependency can be obtained by numerically integrating eqn. 2.25 and
is depicted as the dotted line in fig. 2.11. It is less steep than the original Förster relation
and reduces the FRET efficiency for all distances.
Another regime arises when the inter-dye distance is free to vary. The unfolded state of

most proteins can, at least in first approximation and at high denaturant concentrations,
be described with a Gaussian chain model [69], for which the probability density function
of the end-to-end distance is given by

P (R) =
4πR2

(2πR2
a)

3/2
exp

[
−3R2

2R2
a

]
. (2.27)

Here Ra is 〈R2〉1/2, the root-mean-square average of R. It has been shown that this model
can still be feasible for protein states with significant amounts of residual structure [81],
making it applicable to unfolded states at lower denaturant concentrations. The protein
covers this conformational space on a time scale between dye photophysics and the bin-
time of a burst analysis experiment. Numerical integration yields E(Ra), the dashed line
in fig. 2.11. This solution can be approximated by a function of the same form as eqn.
2.10 [113]:

E =
1

1 + 0.975
(
Ra

R0

)2.650 for
Ra

R0

< 3. (2.28)

This analytical function offers an easy conversion of FRET efficiencies into mean inter-dye
distances Ra, e.g., for unfolded proteins.
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Figure 2.11: The distance-FRET efficiency relationship for different experimental
conditions. The classical Förster formula (solid line) represents the regime in which
dye distance and κ2 are constant, or average faster than the fluorescence lifetime
of the dyes. The dotted line represents the case where this still holds for R, but
κ2 averages on a time scale in between the dye lifetime and the experimental time
resolution. Allowing the inter-dye distance to vary as well on the same time scale
(dashed line), leads to the dependence given by eqn. 2.28. [113]
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2.3 Confocal Microscopy

2.3.1 The Confocal Principle

The foundations of confocal microscopy were laid in the 1950s when Marvin Minsky intro-
duced the basic confocal principle (and patented it in 1957) [189]. Confocal microscopy is
performed in an epi-fluorescence setup, which means that excitation and collection of flu-
orescence light are done with the same objective. As a consequence, not the whole sample
is illuminated but the excitation beam is focused onto a small, diffraction limited spot in
the sample. However, regions above and below the focal spot still get excited, although
the intensity of illumination decreases with increasing distance from the focal plane. To
restrict the observation volume, the confocal pinhole is introduced to block emission light
from non-focal planes from entering the detector, as illustrated in fig. 2.12. Only light from
the focal plane is imaged onto the plane of the confocal pinhole and can pass the pinhole
relatively unhindered. The majority of light from other planes, however, is rejected. A
confocal microscope only delivers information about one specific point of the sample. To
image larger areas, either the beam or the sample have to be scanned, and the picture
reconstructed by a computer.

2.3.2 A Typical Confocal Microscopy Setup

The setup used for this work is schematically depicted in fig. 2.13. Laser 1 excites the
donor dye, whereas Laser 2 is used to directly excite the acceptor dye. Both beams are
combined using a dichroic mirror and fed into a single mode optical fiber. For advanced
single molecule techniques, such as alternating laser excitation [190,191] or pulsed interleaved
excitation [192] (ALEX and PIE, explained in sections 2.4.4 and 2.4.4), the excitation is
required to alternate rapidly between the two excitation wavelengths. One way to achieve
this is to use pulsed laser sources, synchronized so as to pulse in an alternating fashion.
Alternatively, an acousto-optical tunable filter (AOTF) can be used to generate pulsed out-
put from continuous wave lasers. The excitation dichroic mirror, designed to exclusively
reflect light in a small window around the excitation wavelengths, reflects the excitation
light towards a microscope objective with high numerical aperture, which focuses the ex-
citation light into a diffraction limited spot inside the sample solution. Fluorescent light
is collected with the same objective and can, because it is Stokes shifted towards longer
wavelengths, pass through the excitation dichroic.
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Figure 2.12: The confocal principle. Excitation light is focused by the objective
lens onto the focal plane. Fluorescence light is collected with the same objective
and separated from the excitation light via a dichroic mirror. The optical system
consisting of the objective and the tube lens images the focal plane onto the plane
in which the confocal pinhole is installed. a) A point source on the optical axis in
the focal plane is thus refocused exactly on the pinhole and most of its fluorescence
light passes through to the detectors. b) and c) Light emitted from planes above or
below the focal plane, however, is focused above and below the confocal pinhole. A
large amount of fluorescence from these planes is consequently blocked.
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It is then refocused onto the confocal pinhole, filtering light from non-focal planes according
to the confocal principle explained above. The emission dichroic separates fluorescence from
donor and acceptor, based on the emission spectra of both dyes. Additional bandpass filters
in both paths limit spectral crosstalk and block scattered excitation light. Finally, the
light is collected by single photon-sensitive detectors, connected to a computer, where the
intensity is recorded as a function of time. These time traces are subsequently subjected
to burst detection and FRET analysis.

2.4 Single Molecule FRET measurements

To measure the FRET efficiency of single molecules (smFRET), a method called burst
analysis is used. The labeled sample is diluted to concentrations in the picomolar range so
that the probability of two proteins being present in the focal volume at the same time be-
comes negligibly small. Single molecules will statistically diffuse through the focal volume
of the microscope of roughly 1 fl and emit a burst of fluorescence light as they pass. From
this burst of photons, the FRET efficiency of the single molecule can be calculated. The
transit times of small biomolecules such as RNase H in aqueous solutions at room temper-
ature are typically several 100 µs, during which some tens of photons can be detected. An
example of the raw data collected during a burst analysis experiment is shown in fig. 2.14.

2.4.1 Burst Detection

Burst detection is the process of identifying those bins in a time trace that contain photon
counts from sample molecules passing through the focus and of separating them from the
vast majority of bins that contain only background noise. To decide which bins constitute
a burst, a somewhat arbitrary threshold nmin has to be set. All bins containing more
photons than this threshold are considered to contain meaningful data, whereas bins with
less photons are discarded. Obviously, the threshold should be chosen dependent on the
overall noise level of the trace. To make a sensible choice for nmin, it is useful to consider
how the noise is distributed.

The background noise is mainly due to dark counts of the detectors, false counting events
that are generated by the detectors themselves, even in the absence of any light. Additional
background may be due to scattered excitation light. A small fraction will pass the detec-
tion filters and contribute to the signal background. In addition, stray light may enter the
setup and be detected. In such an experiment, the molecules of interest are diluted to such
a degree that bursts are well separated in time, so the number of bins that contain only
background photons is much larger than that of bins containing light due to actual burst
events. A photon counting histogram of a time trace is therefore dominated by background
noise. Because background noise consists of independent stochastic events with a constant
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Figure 2.13: Schematic setup of a confocal microscope. Excitation light is com-
bined, modulated, led to the microscope via an optical fiber and focused into the
sample by an objective lens with a high numerical aperture. Fluorescence from the
focal region is collected by the same objective, passed through the focal pinhole,
separated into donor and acceptor emission and subsequently detected.
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Figure 2.14: Fluorescence time trace of labeled RNase H at pH 7.2 and 0 M
GdmCl with a bin size of 100 µs. Signals in the donor (green) and acceptor (light
red) channels are plotted in the upper half of the panel, the signal of the acceptor
channel upon direct excitation (dark red) is plotted with negative amplitude in the
lower half. Fluorescence bursts of properly labeled molecules in a high-FRET state
are shown in interval 1. Upon donor excitation, the acceptor emission dominates,
presence of an acceptor dye is evidenced by the signal upon acceptor excitation.
Acceptor-only bursts only show up upon acceptor excitation. They are caused by
molecules labeled with only acceptor dyes (2). Molecules labeled only with a donor
dye give rise to donor-only peaks. They show no acceptor component upon donor
excitation and no signal at all upon acceptor excitation (3).

average rate, the number of photons per time bin, i.e., the sum over these events within
a certain amount of time, is described by a Poisson distribution (fig. 2.15). The mean
µ of the Poissonian describes the average background of the trace and is calculated for
each channel separately. The Poissonian also delivers a meaningful criterion for choosing
nmin, depending on how high a risk of mistaking noise for real burst events one is willing
to take. We decided to include bins for which the Poissionian distribution of background
noise has dropped below 0.1% (marked as dashed lines in fig. 2.15). If several adjacent bins
all contain more photons than nmin, they are considered to be part of the same molecule
transit event and their photon count values in each channel are added. In the end, a burst
is characterized by three numbers: The number of detected photons in each channel upon
donor excitation and the number of detected photons in the acceptor channel upon direct
excitation of the acceptor.
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Figure 2.15: Photon counting histograms of donor and acceptor channels of a 400
second time trace (green and red columns). Connected symbols in the respective
colors are least squares fits of Poissonian distributions to these data sets. Means
of the Poissonians are µD = 0.13 for the donor and µA = 0.22 for the acceptor
channel. The noise threshold, marked as dashed lines for the two channels, is set to
the value where the Poissonian distributions have dropped below 0.1%. Bins above
that threshold are considered to be part of a burst.

2.4.2 Selection of Bright Bursts

As diffusion is a stochastic process, some molecules will visit only the edges of the detection
volume, while others may stay in the center for longer times. In consequence, there is no
typical number of photons per burst, but instead, the ”size” of the bursts is distributed,
as visualized in a burst-size histogram (BSH) in fig. 2.16. An arbitrary threshold, nmin,
is chosen that represents the minimal number of photons for a burst to be considered for
further analysis. For each burst that is accepted, a FRET value E is calculated separately.
All FRET values are then collected in a histogram (for an example, see fig. 2.18). When
choosing nmin, a balance has to be found between the following effects:

The width of any peak in a smFRET histogram will be due to a variety of reasons, a detailed
list of which is given in section 4.2.4. One of the contributing factors is the uncertainty
of E due to shot noise. Whenever a signal is formed as a sum of independent, stochas-
tic events, the average signal carries an inherent statistical uncertainty, the so-called shot
noise. When a burst of fluorescence light is detected, the photon counts of both the donor
and the acceptor channel constitute such signals. Consequently, the FRET efficiency, E,
calculated from these photon counts, is also subject to statistical fluctuations. Shot noise
is unavoidable due to the nature of light emission and detection in the form of distinct and
independent photons.
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Figure 2.16: Burst-size histogram (BSH) of a 30 min measurement of RNase H at
pH 7.2 and a GdmCl concentration of ≈ 1.5 M. Only bursts containing a minimum of
10 detected photons are considered for this histogram. The mean number of photons
per burst in this case is 36.

It is, thus, the source of the minimal standard deviation, σSN, of any distribution in a
smFRET histogram. The standard deviation due to shot noise can be calculated as [121]

σSN =

[
E(1− E)

ntot

]1/2

, (2.29)

which is dependent on the total number of photons ntot per burst. The behavior of σSN for
several values of ntot is depicted in fig. 2.17. So, on the one hand, a higher nmin results in
a higher average number of photons per burst, which in turn leads to lower shot noise and
narrower distributions. Increasing nmin, on the other hand, reduces the overall number of
events in the final smFRET histogram, which leads to poor statistics and ill-defined fits. In
this work, a burst had to contain at least 50 photons to be considered for further analysis.

Figure 2.17: Shot noise contribution to the
width of smFRET distributions, depending on
the mean FRET efficiency of the distribution.
The number of photons per burst, ntot, is given
next to each curve.
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2.4.3 Burst Wise FRET Calculation

Using eqn. 2.18, the FRET efficiency value of each burst was calculated separately from
the photon counts in donor and acceptor channel, FD and FA. The FRET efficiency values
of all bursts in a measurement were collected in a smFRET histogram, such as the one
depicted in fig. 2.18.

Figure 2.18: Example of a smFRET histogram (RNase H at pH 7.2, [GdmCl] =
1.73 M). The histogram reveals at least three distinct distributions. The population
around E = 0 is most likely due to donor-only molecules.

2.4.4 The Donor-Only Problem

One problem in the burst analysis is the presence of so-called donor-only molecules. These
particles only show up in the donor channel under donor excitation. A few of these particles
may be fluorescent contaminants. Most are, however, improperly labeled proteins that
lack an acceptor dye and are labeled with one or two donor fluorophores. These donor-
only molecules give rise to a peak at zero FRET efficiency in FRET histograms, possibly
obscuring data from properly labeled molecules at low FRET efficiencies (see fig. 2.18).

Alternating Laser Excitation

To overcome the donor-only problem, Kapanidis and coworkers introduced a technique
called Alternating Laser Excitation (ALEX) [190,191]. On a time scale shorter than the transit
time of a molecule through the detection volume, the excitation wavelength is switched
so as to excite donor and acceptor dye in an alternating fashion. By synchronizing the
detectors with the excitation it is possible to discern which fraction of the detected light is
emitted upon excitation of the donor dye, and which fraction is due to the direct excitation
of the acceptor. During donor excitation, donor and acceptor photon counts (FD, FA) are
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recorded as previously described and used to calculate the FRET efficiency according to
eqn. 2.18. Upon direct acceptor excitation, only the photon count in the acceptor channel
FA,dir is collected. From these data, the stoichiometry S of each burst is calculated as

S =
γ FD + FA

γ FD + FA + FA,dir

=
Ftot

Ftot + FA,dir

. (2.30)

All observed bursts are collected in a two-dimensional histogram called an E-S map with
FRET efficiency E and stoichiometry S on the two axes (fig. 2.19). As donor-only
molecules lack an acceptor dye, they exhibit no FRET (E = 0). In addition, donor-
only molecules show no fluorescence emission when illuminated with acceptor excitation
light (FA,dir = 0) and therefore have a stoichiometry of S = 1. Thus, donor-only molecules
are situated in the upper left corner of the histogram at E = 0 and S = 1 (marked (1)
in fig. 2.19). Molecules that possess an acceptor, on the other hand, will exhibit accep-
tor intensity under direct excitation and, therefore, have a reduced stoichiometry value
(FA,dir > 0 and S < 1). Such events are marked by (2) in fig. 2.19. This representation
allows separation of donor-only bursts from meaningful bursts generated by molecules that
possess both donor and acceptor. In fig. 2.19, a possible threshold has been marked by a
white line at S = 0.6. Only bursts below that line would be considered for further analysis.

FA,dir is directly dependent upon the power of the acceptor excitation. The S-position of
meaningful bursts and thus their separation in stoichiometry from donor-only bursts can
therefore be adjusted via the power of the laser used for acceptor excitation. One of the
requirements of the ALEX detection scheme is that the excitation can be switched on a time
scale faster than the observation time. This is possible with acousto-optical modulators
which are able to switch between illumination beams with a dead time of ≈ 7 µs. However,
the switching rate cannot be increased arbitrarily. At a period of 100 µs for an illumination
cycle (as chosen in this work), the dead time of switching the illumination twice, already
amounts to a loss of observation time and therefore a loss of signal of 14%. This reduction
in signal gets worse as the switching frequency and with it the relative dead time increases.

The observation time of the burst analysis method is limited by the time that the freely
diffusing molecules stay in the confocal observation volume. Transit times of globular
proteins such as RNase H with molecular weights in the range of some 10 kDa through the
focus of a confocal microscope are typically in the range of a few hundred microseconds.
As the burst detection algorithm selects bursts that contain a high number of photons, the
bursts that are considered for analysis possibly have a somewhat higher residence time in
the focus. Still, if ALEX is implemented with acousto-optical modulators, it only barely
satisfies the requirement of fast switching. By measuring Ftot and FA,dir in sequence, the
observation conditions change in between the two measurements, as the molecule diffuses
from one region of the observation volume to another. This change in position means that
the measurements of Ftot and FA,dir occur at different excitation intensities and detection
efficiencies. Thus, the ratio between Ftot and FA,dir may vary strongly from one burst to
the other, resulting in a broadening of the FRET distribution in the E-S map along the
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Figure 2.19: E-S map of an ALEX burst analysis experiment with RNase H at
pH 7.2 and 1.89 M GdmCl. The donor-only peak (1) is caused mainly by mislabeled
protein molecules, which lack an acceptor dye. The distribution due to properly
labeled molecules with both donor and acceptor dyes (2) is situated at intermediate
stoichiometries. The white line at S = 0.6 is a possible threshold to separate the two
populations.

stoichiometry axis. The longer the individual observation time slots are, the more distinct
the observation conditions between the different illumination schemes and the stronger the
broadening becomes.

Pulsed Interleaved Excitation

The ALEX detection scheme has been refined to the Pulsed Interleaved Excitation (PIE)
method by the group of Don Lamb [192]. Here, switching between two excitation wave-
lengths happens on a much shorter time scale due to the use of pulsed laser sources. As
illustrated in fig. 2.20, the lasers emit pulses with well defined time delays after a signal
from the reference clock (blue lines), synchronized in an alternating fashion (red and green
lines). The reference clock also triggers the detection system, so that it is possible to
measure the arrival time ∆t of each photon with respect to the synchronization pulse. Via
these arrival times, each detected photon can be associated with the laser pulse that caused
it. The repetition rate of the lasers has to be chosen low enough for the fluorescence of
the excited molecules to decay before the next laser pulse is triggered. Otherwise, a pho-
ton could be erroneously attributed to the subsequent excitation pulse, a process called
temporal crosstalk. The time between two laser pulses (50 ns) is 10, 000 fold shorter than
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the molecular transit time in burst analysis. In contrast to ALEX, the requirement of fast
switching is satisfied by PIE.

Figure 2.20: Sketch of the PIE excitation system. Pulsed lasers fire (green and red
lines) at well defined time delays after a signal from the reference clock (blue lines).

As donor excitation happens immediately after the synchronization pulse, photons that ar-
rive in the first half of the synchronization cycle are counted towards FD or FA, depending
on which detection channel they are registered in. The acceptor excitation pulse occurs
shortly after the half time of the synchronization cycle. All photons that arrive in the
acceptor channel in the second half of the synchronization cycle are counted towards FA,dir

(fluorescence due to direct acceptor excitation) (see fig. 2.21).

The single photons are subsequently binned into a fluorescence time trace and subjected
to burst detection. FRET efficiency E and stoichiometry S are calculated from individual
bursts as previously described.
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Figure 2.21: Collecting photons on a PIE setup over many pulse cycles allows
the creation of arrival time histograms, shown here for a cycle length of 100 ns.
Depending on their arrival time, detected photons count towards FD, FA (0 ns <
∆t ≤ 50 ns) or FA,dir (50 ns < ∆t ≤ 100 ns). The distinction between FD and FA is
made according to the detector channel in which a photon is detected.

2.4.5 Donor-Only Corrected smFRET Histograms

After excluding donor-only bursts via the E-S map, FRET efficiency values of all remaining
bursts are collected in one donor-only corrected histogram, as depicted in fig. 2.22.

2.4.6 Correction for Spectral Crosstalk and Direct Acceptor Ex-
citation

The excitation and emission spectra of the fluorescent dyes used in the FRET experiments
are depicted in fig. 2.23. Due to the long wavelength tail of the emission spectrum of the
donor, a fraction of the donor fluorescence bleeds through into the acceptor channel, as
visualized in fig. 2.23, causing a systematic overestimation of the acceptor fluorescence
due to crosstalk, FCT. The absorption spectrum of the acceptor often exhibits a long
tail towards higher energies. Therefore, the acceptor dye may be directly excited by the
laser for donor excitation, which increases the acceptor signal by a certain amount, FDE

and, thus, causes a systematic overestimation of the acceptor fluorescence. The observed
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Figure 2.22: Example of a smFRET histogram (RNase H at pH 7.2, [GdmCl] =
1.73 M) after removal of the donor-only peak. The histogram reveals at least two
distinct distributions.

acceptor photon count, FA,obs, has to be corrected for these two effects to obtain the value
of acceptor emission due to FRET transfer from the donor, FA, which is used for further
analysis:

FA = FA,obs − FCT − FDE. (2.31)

Determining the Spectral Crosstalk

The ratio α of donor emission that bleeds into the acceptor channel and donor emission
detected in the donor channel is constant (FCT/FD = α). It is easily accessible by per-
forming a calibration measurement with donor-only molecules, that is, molecules which
are only labeled with the donor dye. In an ALEX or PIE setup, α can be determined
during donor-only bursts, rendering a separate calibration measurement unnecessary. If α
is known, the cross talk fraction of the observed acceptor signal can be calculated as

FCT = αFD. (2.32)

Determining the Direct Acceptor Excitation

Under donor illumination, a certain amount of counts in the acceptor channel, FDE, is
due to direct excitation of the acceptor dye by the donor excitation laser. To determine
FDE, a second light source at a higher wavelength is needed which exclusively excites the
acceptor dye. This means that the determination of FDE is only possible in ALEX or PIE
setups. The ratio between FDE (the acceptor photon count due to direct excitation by
the donor excitation laser) and FA,dir (the acceptor photon count under excitation by the
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Figure 2.23: Absorption and emission spectra of the organic dyes Alexa Fluor
546 (green) and Alexa Fluor 647 (red) as provided by the manufacturer (Molecular
Probes, Eugene, OR). Excitation spectra are marked as dashed, emission spectra as
solid lines. The shaded areas represent the detection windows of the donor (light
green) and acceptor (light red) channels, for the filterset used in PIE measurements
on the Microtime 200 microscope. The excitation wavelengths of the Microtime 200
are marked by vertical black lines.

long wavelength acceptor excitation laser) is a constant, and depends on the extinction
coefficients of the acceptor dye at the wavelengths of both the donor and the acceptor
excitation lasers (εD and εA) and the excitation intensities of both lasers (ID and IA):

FDE

FA,dir

=
IDεA(λD)

IAεA(λA)︸ ︷︷ ︸
β

= β. (2.33)

In a smFRET experiment, β is determined with acceptor-only labeled molecules, by calcu-
lating the ratio of their acceptor fluorescence upon excitation with both the donor and the
acceptor excitation laser, β = FA/FA,dir. For the correct determination of β, the illumina-
tion powers of both donor and acceptor excitation laser, ID and IA, have to be the same
as in the actual burst analysis experiment. With known β, the direct excitation error can
be calculated as

FDE = βFA,dir. (2.34)

Note that, despite the fact that FA,dir is used to determine the amount of direct excitation,
FDE is independent of the acceptor excitation intensity IA. The dependence of FA,dir on
the intensity of the direct acceptor excitation, FA,dir ∝ IA, is counteracted by the inverse
proportionality of β ∝ 1/IA (see eqn. 2.33).
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2.4.7 Determination of the γ Factor

The γ factor is a correction factor used for the calculation of FRET efficiencies (see. section
2.2.3). It corrects for different quantum yields φ and instrumental detection efficiencies η
of the donor and acceptor dyes and is calculated as:

γ =
φAηA

φDηD

. (2.35)

Quantum yields have been published for a wide variety of commonly used organic dyes.
However, the quantum yield of a dye depends on the solvent environment. Changes in pH,
additives to the solvent or the fact that the dye molecule is chemically bound to the protein
may influence this value. The wavelength dependent instrumental detection efficiency η of
a confocal microscope is also difficult to calculate ab initio. While it is straightforward to
obtain transmission spectra of components such as dichroic mirrors and fluorescence filters,
it is more challenging to accurately assess the frequency dependent detector sensitivity or
transmission rate through the confocal pinhole which may be wavelength dependent due
to chromatic aberration in the optical system of the microscope.

The combination of all these difficulties makes it nearly impossible to calculate γ by us-
ing literature data for the values of φ and η. Directly measuring the quantum yields and
the instrumental detection efficiencies separately is extremely challenging and, at the very
least, time-consuming. An alternative experimental method of determining γ is presented
below. For the following derivation it is useful to combine the quantum yield φ and the
instrumental detection efficiency η into one quantity, the total detection efficiency Φ = φη.
Whereas the quantum yield φ represents the probability of a fluorescence photon being
emitted by a fluorophore upon excitation, the total detection efficiency Φ gives the prob-
ability of the fluorescence photon being detected in the microscope. While φ is only a
property of the dye molecule and its environment, Φ also depends on instrumental param-
eters, such as the alignment of the microscope, characteristics of the employed detectors
and the fluorescence filters that are in place. The γ factor can be reexpressed with the
total detection efficiencies as:

γ =
φAηA

φDηD

=
ΦA

ΦD

. (2.36)

Calculation of γ via the Stoichiometry Map

In an E-S histogram, events generally are spread out along the E-axis as shown in fig. 2.19.
Although the donor of all labeled molecules is on average excited the same number of times,
the total photon count in both detection channels upon donor excitation, Ftot = FD + FA,
is not necessarily the same for all molecules. If the detection efficiencies of donor and
acceptor dye are different, the total photon count, Ftot, of a specific molecule depends on
how the excitation is distributed between the two dyes, which in turn is determined by
the FRET efficiency of that molecule. If γ is chosen correctly, the corrected brightness of
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the donor is the same as the brightness of the acceptor dye and the corrected total photon
count of both dyes, Ftot = γ FD + FA, is independent of FRET efficiency. In consequence,
the stoichiometry S = Ftot/Ftot +FA,dir is independent on E as well. Thus, γ can be found
via an iterative procedure: It is varied and the E-S map is recalculated for each new value
of γ until the mean stoichiometry is the same for all FRET efficiencies. It is instructive to
have a look at the proper derivation:

The stoichiometry S of a burst is calculated according to eqn. 2.30 from the observed
intensities FD and FA in the donor and acceptor channels. These intensities are directly
proportional to the number of excitations, N , that the donor and acceptor dyes experience
during the burst. Proportionality factors are the respective total detection efficiencies, Φ,
of both fluorophores:

F = ΦN. (2.37)

This allows expressing the stoichiometry in terms of the number of times each fluorophore
is excited:

S =
γ ΦDND + ΦANA

γ ΦDND + ΦANA + ΦANA,dir

(2.38)

=

(
γ

ΦD

ΦA

)
ND +NA(

γ
ΦD

ΦA

)
︸ ︷︷ ︸

ξ

ND +NA +NA,dir

(2.39)

=
ξ ND +NA

ξ ND +NA +NA,dir

, (2.40)

with the correction factor

ξ = γ · ΦD

ΦA

. (2.41)

Upon donor excitation, the two-fluorophore system is excited depending on the power of
the donor excitation laser, ID, and the extinction coefficient of the donor fluorophore, εD.
Because the two dyes form a FRET pair, the energy from the excitation event is distributed
between the two dyes depending on the FRET efficiency, E. The energy will be transferred
to the acceptor with a probability of E, while it is retained at the donor with a probability
of (1− E):

ND = (1− E) εDID, (2.42)

NA = E εDID. (2.43)
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The number of direct acceptor excitations is calculated as

NA,dir = εAIA, (2.44)

where IA denotes the laser power of the laser used for direct acceptor excitation, and εA

is extinction coefficient of the acceptor dye at this wavelength. Inserting eqns. 2.42–2.44
into 2.40 yields

S =
ξ (1− E) εDID + EεDID

ξ (1− E) εDID + EεDID + εAIA

(2.45)

=
[ξ + (1− ξ)E] εDID

[ξ + (1− ξ)E] εDID + εAIA

. (2.46)

Eqn. 2.46 shows that S does generally depend on E. Only in the special case where ξ = 1,
E cancels out and eqn. 2.46 simplifies to

S =
εDID

εDID + εAIA

. (2.47)

In the case of ξ = 1, the stoichiometry is thus independent of FRET efficiency. All dis-
tributions in an E-S map, with the exception of the donor-only peak, should therefore lie
at the same ’height’, that is, the same S value. For ξ = 1 to be true, however, relation
2.36 has to be satisfied. Note that the individual values of the quantum yields, φ, and
instrumental detection efficiencies, η, do not have to be known to satisfy relation 2.36. It
is sufficient that the ratio of the total detection efficiencies ΦA and ΦD equals the value of γ.

Thus, the correct γ factor can be found by plotting the E-S map for varying values of γ
until the mean stoichiometry is the same at all FRET efficiencies or, in other words, until
a linear regression through all events of the E-S map (with exception of the donor-only
peak) yields a slope of zero. Note that this method is only feasible if the distribution in
the E-S map is sufficiently spread out along the E-axis. In this work, it is therefore well
applicable at medium GdmCl concentrations, where the middle of the E-S map is pop-
ulated by possibly multiple distributions, spanning large intervals of the E-axis. At low
GdmCl concentrations, on the other hand, where only the narrow distribution of the folded
state is present at the upper edge of the E-axis, γ cannot be determined with high precision.

Unfortunately, it is not possible to simply determine γ under conditions that are well
suited for the task and apply it to all concentrations because the quantum yields of the
fluorophores and the instrumental detection efficiencies are most likely dependent on the
GdmCl concentration. Instead of a single value of γ that is valid for all denaturant concen-
trations, the correction factor becomes a function of denaturant concentration, γ(c) and
the problem of finding the right value of γ turns into the problem of finding the right func-
tion γ(c). To determine γ(c), it is necessary to measure the denaturant dependence of the
total detection efficiencies Φ(c) of both dyes, a procedure explained in section 4.1. γ(c) can
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then be expressed as γ(c) = β(c) γ(0 M GdmCl), where β(c) is obtained by measuring the
concentration dependence of the Φ(c) values of both dyes, and the γ-factor at denaturant
free conditions remains the only free parameter. The γ-factors obtained under favorable
conditions could thus be used to calculate the γ-factors for E-S maps where the calculation
is troublesome.

Normally, quantum yields are measured on sample solutions in glass cuvettes that fit into
absorption and fluorescence spectrometers. An absorption spectrum is taken, although the
only point of interest is the absorbance at the wavelength at which the sample is excited,
when the fluorescence spectrum is recorded in a second step. The fluorescence intensity
I that is used is actually the integrated fluorescence over the whole emission spectrum.
The instrumental detection efficiency η of a confocal microscope most likely also depends
on GdmCl concentration. Especially the increase of the refractive index that accompa-
nies higher GdmCl concentrations influences the optical system that projects the detection
volume onto the confocal pinhole. Instead of trying to determine the concentration depen-
dence of η(c) directly, it is more useful to combine the measurements of φ(c) and η(c) to
directly obtain the total detection efficiency Φ(c) = φ(c)η(c). As Φ depends on instrumen-
tal parameters, the fluorescence has to be collected in exactly the same way as in the burst
analysis measurement. The sample is placed on the confocal microscope and fluorescence
is collected through a coverslip. At the same time, the sample holder has to be suitable
for absorption measurements in a spectrometer. That means the beam path through the
sample needs to be well defined and reproducible, to make consecutive measurements com-
parable. All of these requirements were met by a home made setup based on a modified
chamber slide, presented in section 3.8.

As with quantum yield determination, this method does not yield absolute values of Φ,
but rather values at all GdmCl concentrations relative to each other. These values can,
without loss of generality, be given in relation to the denaturant-free value as:

Φ(c) = α(c) Φ(0 M). (2.48)

If the factors α(c) for both donor and acceptor dye are known at a particular GdmCl con-
centration, γ can also be expressed in relation to its value at zero molar GdmCl according
to:

γ(c) =
αA(c)

αD(c)︸ ︷︷ ︸
β(c)

γ(0 M) = β(c) γ(0 M). (2.49)

β(c) describes the behavior of the γ-factor due to changes in total detection efficiencies
over the whole concentration range of GdmCl. By choosing a value for γ(0 M), one curve
γ(c) is picked out of the set of possible denaturant dependencies.

However, instead of determining γ at one concentration and calculating the γ-factors at all
the other concentrations, one can gain some information by looking at the GdmCl series
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as a whole by varying γ(0 MGdmCl) until the mean stoichiometry is the same in the E-S
maps at all concentrations, instead of only one chosen E-S map.

However, if the extinction coefficients ε depend on denaturant concentration c, it is evident
from eqn. 2.47, that the expected stoichiometry becomes denaturant dependent as well:

S (c) =
εD (c) ID

εD (c) ID + εA (c) IA

. (2.50)

In that case it is not enough to find a γ(c) that causes the same average stoichiometry in
every E-S map at all GdmCl concentrations. Instead, γ(c) has to be found that reproduces
the expected stoichiometry according to eqn. 2.50 in every E-S map. The task of measur-
ing the dependence of the extinction coefficients of the used dyes on GdmCl concentration
is explained in section 4.1.

In summary, if multiple E-S maps are recorded, according to eqn. 2.50, the expected S-
value will depend upon the denaturant concentration at which the map was obtained. The
correct function γ(c) has to be chosen in such a way that the measured mean stoichiometries
〈S〉 of all distributions match S(c) in each E-S map. At the same time, in each E-S map,
the mean stoichiometry has to be independent of the FRET efficiency E.

2.5 Boltzmann Statistics

For the global analysis of series of smFRET experiments, it is important to understand
the connection between the energy level of a molecular state and its relative population,
a connection provided by the the laws of Boltzmann statistics. Developed in the 1870s
by Ludwig Boltzmann and Josiah Willard Gibbs, Boltzmann statistics, in its most general
form, describes the probability, pi, of a system to be in a particular state, i, given that the
system is in thermodynamic equilibrium and coupled to an external heat bath so that its
temperature remains constant [193]. The probability pi depends on the energy level, Ei, of
state i according to:

pi =
1

Z(T )
exp

[
− Ei
kBT

]
, (2.51)

where T is the temperature and kB denotes the Boltzmann constant. The normalization
parameter Z(T ) is called the canonical partition function. It represents a sum over all
states of the system:

Z(T ) =
∑

all states

exp

[
− Ej
kBT

]
. (2.52)

In a system of Ntot non-interacting particles, the expected number of particles in a partic-
ular state i is given by

Ni =
Ntot

Z(T )
exp

[
− Ei
kBT

]
. (2.53)
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Relative populations of different states, A and B, are thus related to each other by the
energy difference between the states, ∆E = EB − EA:

NA

NB

= exp

[
−∆EAB

kBT

]
. (2.54)

The proper thermodynamic potential for the description of chemical reactions and internal
molecular processes is the Gibbs free energy, G, which describes the capacity of a system
to do non-mechanical work at constant pressure and constant temperature. Thus, when
applying Boltzmann statistics on a set of non-degenerate intramolecular states such as
folding conformations of a protein, the relative populations of these states are determined
by the differences in Gibbs free energy, ∆G, between them. For the treatment of molecular
states under constant pressure and temperature, eqn. 2.54 is consequently expressed using
differences in Gibbs free energy:

NA

NB

= exp

[
−∆GAB

kBT

]
. (2.55)

2.6 RNase H

Experimental characterization of RNase H and its folding behavior started out with en-
semble measurements. During first examinations, stopped-flow CD spectroscopy allowed
direct observation of an intermediate state during folding, which was found to strongly
resemble the acid state. The formation of the intermediate was observed in the so-called
burst phase, a change in signal during the dead time of the experiment that was markedly
stronger than expected by changing the solution environment. This limits the time scale
of the formation of the intermediate to below a few microseconds. The intermediate sub-
sequently develops into the folded form on a longer time scale [194]. These experiments
were later confirmed by protein engineering studies [195]. Single molecule optical tweezers
experiments even showed that the I state is obligatory and resides on the folding path
from the unfolded conformation (U) to F [98,196]. Mutating selected residues of RNase H
can have drastic effects on the stability of the intermediate state. It can be stabilized to
be present in significant amounts even under near-native conditions or destabilized to an
extent that the three-state folding behavior vanishes and the protein becomes a two-state
folder [197,198]. Taken as a whole, this body of research implies a hierarchical folding model
for RNase H, in which the I state plays a crucial role as the central folding core [195,199].

It might be interesting to note that a number of proteins apparently fold through rapidly
formed folding intermediates, such as SNase [200,201], myoglobin [202,203] or cytochrome c [20,204].
These intermediates are compact and exhibit some secondary structure, but lack a well
defined tertiary structure. States that satisfy these conditions are called molten globules
and believed to play an important role in the mechanism of protein folding [205,206].
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Kuzmenkina et al. first studied the chemical denaturation of RNase H with single molecule
resolution on surface-immobilized molecules [112,113]. The model used to explain the data
did not contain an intermediate state, but rather employed a distribution of unfolded
states. The first single molecule force spectroscopy experiments with RNase H were the
optical tweezers experiments by Cecconi et al. [196]: Induced by the external force of an
AFM, RNase H unfolds in a two-state manner and refolds through an intermediate state
that resembles the molten globule-like intermediate found in bulk studies. As complete
refolding originated from the I state in the majority of cases, the intermediate is consid-
ered to be obligatory for refolding. However, it is not clear if mechanically unravelling a
protein represents the same event, and follows the same pathways as chemically denaturing
it [207,208]. Unfortunately, due to the high experimental complexity of the AFM studies, the
number of observed folding events was relatively small (23 times).

For fluorescence labeling of RNase H, the three naturally occurring cysteines were re-
placed by alanines (C13A, C63A, C133A) and two cysteine residues were subsequently re-
introduced at the desired labelling positions near the C- and N-termini (K3C and E135C).
The plasmid pJAL135C, containing the gene for a single-cysteine mutant of RNase H with
the C13A, C63A, C133A and E135C mutations and ampicillin resistance was a gift by
Dr. S. Kanaya (Osaka University, Japan). The K3C mutation was introduced by Dr. E.
Kuzmenkina via site-directed mutagenesis. A His-tag was added to the protein at the N-
terminus by Stefanie Bacher and Uwe Theilen (fig. 2.24). The resulting mutant is referred
to as RNase H 3-135.

Figure 2.24: Sequence of the Escherichia coli RNase H mutant protein. A His-tag
was introduced at the N-terminus for affinity purification (marked in blue). Three
naturally occurring cysteines were replaced by alanine (marked in purple) and two
cysteines were re-introduced for fluorescence labeling (marked in red). The protein
contains six Trp residues (marked in green).

RNase H contains six Trp residues at positions 81, 85, 90, 104, 118 and 120, depicted in
figs. 2.24 and 2.25. With the notable exception of Trp81, all Trp residues are hidden in
the native conformation. Residues Trp85 on helix C, Trp90 in the loop between helices C
and D as well as Trp118 and Trp120 on b-strand 5 are all situated outside of the core. In
the intermediate state, the secondary structure around those residues vanishes, increasing
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their exposure to the solvent. Although they might still transiently interact with the folded
core, they experience the solvent to an extent comparable to that of the unfolded state.
Trp81 is situated at the edge of the core region and, thus, its solvent exposure is the same
in the I and the F state. Trp 104 is buried inside the protein core and thus only exposed
to solvent in the completely unfolded U state.

Figure 2.25: Structural models of RNase H in its native conformation (protein
data bank accession code 2RN2). The stable core that forms the intermediate state
is colored in orange in the same way as in fig. 1.2, whereas those parts of the protein
that unfold in the F → I transition are depicted in blue. Trp residues are shown as
green stick models. a) The van-der-Waals sphere representation highlights how the
six Trp residues are shielded from solvent interactions in the folded state. b) Here,
the regions that are unfolded in the I-state are shown in cartoon representation to
enable a better view of the Trp residues.
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Chapter 3

Materials and Methods

3.1 Protein Labeling

Introduction of cysteine residues at the chosen labeling sites, residues 3 and 135, enabled
site specific attachment of the maleimide derivatives of organic fluorophores. The double
bond in the maleimide ring structure reacts with the cysteine thiol group, thereby forming
a stable carbon-sulfur bond. RNase H was initially labelled with the acceptor dye Alexa
Fluor 647 (Invitrogen, Carlsbad, CA) and singly labeled proteins were separated from
unlabeled or doubly labeled fractions via Fast Protein Liquid Chromatography (FPLC).
Subsequently, RNase H was labeled with the donor dye Alexa Fluor 546 (Invitrogen).

150 µM RNase H dissolved in 50 mM potassium-phosphate buffer (pH 7.0) was mixed with
a tenfold molar excess of tris(2-carboxyethyl)phosphine (TCEP) to reduce the cysteine
side chains (20 min at room temperature). A 1.5-fold molar excess of Alexa Fluor 647 was
added while carefully stirring the protein solution. The solution was incubated in the dark
for 2 h at room temperature. Singly labeled RNase H proteins were separated from doubly
and unlabeled RNase H proteins via FPLC (Äkta 900, GE Healthcare Europe, Freiburg,
Germany).

For this separation, RNase H in 50 mM potassium phosphate buffer (pH 7.0) was loaded
onto a Resource S cation exchange column (GE Healthcare Europe) with a column volume

Figure 3.1: Structure of the maleimide deriva-
tive of Alexa Fluor 546. The maleimide group is
coupled to the fluorophore by a 5-carbon linker.
Picture by Invitrogen (Carlsbad, CA).
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(CV) of 1 ml and washed for 10 min at a flow rate of 1 ml/min with 50 mM potassium
phosphate buffer (pH 7.0). Elution was then started at a flow rate of 1 ml/min (flow speed
180 cm/h on this particular column), using a 25 – 40% gradient of 1 M NaCl (in 50 mM
potassium phosphate buffer, pH 7.0) with a slope of 1.5% NaCl/CV. The absorption of
the eluate was monitored at 280 nm (absorption of the protein) and 650 nm (absorption of
the Alexa Fluor 647 dye) to identify the relevant fractions. These fractions were pooled
and reconcentrated by membrane ultrafiltration via Vivaspin centrifugation columns at
7, 000 rpm and 4°C (Molecular weight cut-off of 10 kDa, Sartorius Stedim Biotech GmbH,
Göttingen, Germany).

The same labeling and purification process was subsequently repeated with Alexa Fluor
546 with a different elution gradient, which ranged from 20% to 35% of 1 M NaCl. In addi-
tion, the absorption of the eluate was also measured at 554 nm to detect the Alexa 546 dye.

A fraction of proteins intended for Trp fluorescence experiments was set aside and remained
unlabeled.

3.2 Buffer Solutions

All measurements were performed in 50 mM potassium phosphate buffer. The first proto-
nation equilibrium of phosphate at pKa1 = 2.15 was used to buffer the solution at pH 3.0.
For pH 7.2 the second protonation equilibrium at pKa2 = 7.20 was used.

� pH 7.2 standard buffer
15.4 mM KH2PO4, 34.5 mM K2HPO4, 50 mM KCl, 10 mM MgCl2, 1 mM ascorbic
acid, 1 mM methyl viologen, 8.1 µM Tween 20

� pH 7.2 GdmCl stock solution
15.4 mM KH2PO4, 34.5 mM K2HPO4, 50 mM KCl, 10 mM MgCl2, 1 mM ascorbic
acid, 1 mM methyl viologen, 8.1 µM Tween 20, 6 M GdmCl

� pH 3.0 standard buffer
5.1 mM H3PO4, 44.8 mM KH2PO4, 50 mM KCl, 10 mM MgCl2, 1 mM ascorbic acid,
1 mM methyl viologen, 8.1 µM Tween 20

� pH 3.0 GdmCl stock solution
5.1 mM H3PO4, 44.8 mM KH2PO4, 50 mM KCl, 10 mM MgCl2, 1 mM ascorbic acid,
1 mM methyl viologen, 8.1 µM Tween 20, 6 M GdmCl

Water (Mol Bio grade) was purchased from 5 Prime (Hamburg, Germany), GdmCl from
Merck (Darmstadt, Germany). After preparation, all solutions were adjusted precisely to
the desired pH by addition of concentrated HCl or NaOH as necessary. The pH was mea-
sured with a glass electrode (Titan Benchtop Meter, Sentron Integrated Sensor Technology,
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Roden, The Netherlands). It should be noted that, for varying counterion concentrations,
there exists a subtle problem with pH determination [209]. For GdmCl concentrations below
2 M the pH value measured with glass electrodes deviates less than 0.1 pH units from its
true value. For higher GdmCl concentrations, though, the difference between perceived
and real pH grows with increasing denaturant concentration and can become as large as
about 0.7 pH units at 6 M GdmCl. As the main point of interest of the present work,
the exchange between folded, intermediate and unfolded states of RNase H, mainly oc-
curs at GdmCl concentrations below 2, this error in pH determination was considered
small and therefore neglected. All buffers were prepared in a laminar flow box. After
preparation, the buffers were screened for fluorescent contaminations on a confocal micro-
scope by performing a burst analysis under the same conditions as a smFRET experiment
(see section 2.4). The buffer was considered clean if the number of detected fluorescence
bursts did not exceed about one per ten seconds over a measurement time of a few minutes.

To prepare a buffer with a specific GdmCl concentration, standard buffer and 6 M GdmCl
stock solution were mixed in the appropriate ratio. The exact GdmCl concentration c was
determined by measuring the refractive index [210].

Ascorbic acid (Sigma Aldrich, St. Lois, MO) and methyl viologen (Sigma Aldrich) together
form a reducing and oxidizing system (ROXS), which, in conjunction with oxygen depletion
of the sample, increases brightness and photostability of the fluorescent dyes [142]. 100 mM
stock solutions of ascorbic acid and methyl viologen were prepared freshly every week and
stored at -20°C. Together with Tween 20 (Thermo Fisher Scientific Inc., Waltham, MA),
they were added to the buffers only directly before the start of a measurement.

3.3 Cover Slip Coating

The glass surface onto which a drop of sample solution was placed for the smFRET mea-
surements was passivated against protein adsorption by coating it with an extensively cross-
linked star-shaped polyethylene glycol (PEG) layer [211,212]. All the following steps were
performed in a laminar flow box. Glass cover slips (32 × 24 mm2, Menzel, Braunschweig,
Germany) were amino-silanized with the commercial aminosilane Vectabond (Biozol Di-
agnostica, Eching, Germany) according to the manufacturer’s instructions: After cleaning
the glass slides in an air plasma (PDC002 Plasma Cleaner, Harrick Plasma, Ithaca, NY) for
10 min, they were immersed in acetone for 5 min and then placed in Vectabond solution for
another 5 min. The reaction was stopped and slides were cleaned by repeated immersion
in water (Ultrapure Milli-Q water, > 18 MW cm at 25°C). The hydrophobic slides retained
only little water when pulled out of it. The remaining water was dried in the airflow of
the flow box.

Star shaped PEG molecules, functionalized with isocyanate groups, were kindly provided
by the group of Prof. Martin Möller (RWTH Aachen, Germany) [211,212]. 20 mg of these
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Figure 3.2: Fluorescence trace of the oxygen
sensitive dye Ru(dpp)3(PF6)2 in ethanol. A
droplet of ≈ 70 µl was placed on a coverslip,
imitating the setup of the smFRET measure-
ments. The box which covers the sample-holder
was flooded with nitrogen (intentionally marked
with the dip in fluorescence). Four minutes later,
the fluorescence reached a stable, higher level, in-
dicating that the oxygen concentration inside the
box reached a minimum.

dried star-PEG molecules were dissolved in water free tetrahydrofuran (Sigma Aldrich).
The solution was then diluted 10-fold with water and kept at room temperature for 5 min.
This solution was subsequently passed through a 10 µm Anatop syringe filter (Whatman,
Maidstone, UK), followed by a 0.02 µm Anatop syringe filter and deposited drop-wise on
the Vectabond treated cover slips. A thin layer was formed by spin coating (2, 500 rpm
for 40 s). The isocyanate groups react with the amine groups on the amino-silanized cover
slip and with each other, thus attaching the PEG layer to the underlying surface and cross
linking it. Individual slides were then sealed in petri dishes with parafilm. After incubating
the cover slips at room temperature over night, they were stored at -20°C until used.

3.4 Sample Preparation for smFRET measurements

A drop of ≈ 70 µl sample solution containing the fluorescently labeled RNase H was placed
on a star-PEG coated coverslip and mounted on the confocal microscope. Due to the
hydrophobic nature of the surface coating, the aqueous sample formed stable droplets when
placed on top of the cover slips. To remove oxygen from the buffer solution, samples were
kept in a nitrogen atmosphere during measurement. For this purpose, the sample stage was
covered with a box which was subsequently purged with nitrogen. To minimize evaporation
under this constant flow of gas, the nitrogen gas was saturated with water by passing it
through a gas washing bottle filled with distilled water. Time needed for oxygen depletion
was characterized using the oxygen sensitive ruthenium complex Tris(4,7-diphenyl-1,10-
phenanthroline) ruthenium(II) bis (hexafluorophosphate) (Ru(dpp)3(PF6)2, Sigma-Aldrich,
St. Louis, MO). It is dynamically quenched by molecular oxygen, making it a useful probe
for the amount of dissolved oxygen in solution [213]. As shown in fig. 3.2, 4 min after the
onset of the nitrogen flow, the oxygen concentration in the sample solution has reached a
minimum.
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3.5 Microscope Systems

The smFRET data in this work were measured with two different experimental setups.
While data at pH 7.2 were obtained on a custom-built confocal microscope called M2, later
experiments at pH 3.0 were conducted with a commercial MicroTime 200 from PicoQuant
(PicoQuant GmbH, Berlin, Germany). Both setups are described below.

3.5.1 The M2 Setup

The core of the home-built M2 setup was a Zeiss Axiovert 135 TV frame. A 532-nm diode-
pumped solid state laser (Excelsior 532-100-SLM-CDRH, Spectra Physics, Santa Clara,
CA) at a power of 43 kW cm−2 was used to excite the donor fluorophore. Another solid state
laser (DL 638-100, CrystaLaser, Reno, NV) with an excitation power of 110 kW cm−2 at
641 nm served for direct excitation of the acceptor dye. To obtain the alternating excitation
necessary for ALEX, both beams were passed through and modulated by an acousto-optical
tunable filter (AOTF) (A-A Optoelectronic, Orsay, France) at a frequency of 10 kHz. 70%
and 30% of each cycle were allotted to donor and acceptor excitation, respectively. The
time necessary for switching between illumination regimes was experimentally determined
as 7 µs. Data recorded in the first 7 µs after switching were thus discarded to avoid temporal
crosstalk. The modulated excitation beam was focused into the sample by the objective (C-
Apochromat 63x/1.2w, Zeiss), which was also used to collect the fluorescence emission. The
microscope tube lens refocused the fluorescence onto the confocal pinhole with a diameter
of 100 µm. Light passing through the pinhole was split into two channels by a 640 nm
dichroic mirror (HQ640DCXR, AHF, Tübingen, Germany). To avoid spectral crosstalk,
the light in each channel was passed through an appropriate bandpass fluorescence filter
(550 – 610 nm for the donor and 650 – 750 nm for the acceptor channel). Both signals were
detected by avalanche photo diodes (APDs)(SPCM-CD 3017, PerkinElmer, Boston, MA)
and counted with a data acquisition card (NI PCI-6229, National Instruments, München,
Germany).

3.5.2 MicroTime 200

The MicroTime 200 is based on an IX71 microscope body (Olympus, Hamburg, Germany).
Pulsed Interleaved Emission (PIE) was used instead of ALEX to alternate between donor
and acceptor excitation, using two pulsed diode lasers synchronized by a PDL 828-L Sepia
II laser driver (PicoQuant). A LDH-P-FA-530 laser with an excitation power of 60 kW cm−2

at 530 nm was used for donor excitation and a LDH-C-640B laser with 21 kW cm−2 at
640 nm for excitation of the acceptor (both PicoQuant). Both lasers emitted pulses at a
frequency of 10 MHz with a phase shift of π between them, generating excitation pulses
of alternating color every 50 ns. Thus, the delay between pulses was much longer than
the fluorescence lifetimes of the dyes, thus avoiding temporal crosstalk. Excitation light
was focused and fluorescence light collected with an UPLSAPO objective (60XW, 60x/1.2
W, Olympus). After being focused onto a 100 µm diameter confocal pinhole, the emis-
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sion light was split into two channels by a dichroic mirror (620DRXXR, Chroma, AHF,
Tübingen, Germany) and passed through appropriate filters (HQ580/70 for the donor and
HQ690/70 M for the acceptor channels, both Chroma, AHF). Detection was accomplished
by avalanche photodiodes (SPCM-CD 3017, PerkinElmer, Boston, MA).

3.6 Absorption Measurements

When light passes through a sample, its initial intensity, I0 decays exponentially with the
pathlength. The intensity, I, of light of wavelength λ after passing through a sample of
thickness l is thus

I = I0 10−ε(λ)lc, (3.1)

where c is the concentration of the absorbing substance and ε(λ) its wavelength-dependent
extinction coefficient. The absorbance A of such a sample is given by the Beer-Lambert
Law :

A(λ) = − log10

(
I

I0

)
= ε(λ)lc. (3.2)

The measurement of absolute extinction coefficients is challenging, as precise control of the
concentration is required, which is difficult to achieve. However, relative changes in ε can be
measured more easily. Absorption spectra were recorded on a Cary 100 spectrophotometer
(Varian, Darmstadt, Germany) in cuvettes with a path length of 1 cm.

3.7 Fluorescence Measurements

Fluorescence spectra were taken with a Fluorolog-3 fluorimeter (Horiba Jobin Yvon Inc.,
Edison, NY). For the measurements, the sample was held in quartz cuvettes.

3.8 Quantum Yield and Total Detection Efficiency

Measurements

A well established technique to determine quantum yields is the comparative method of
Williams et al. [214]. The absorbance, A, of a dye solution is directly proportional to the
number of times fluorophores get excited, Nx. The observed intensity of fluorescence
emission, I, from a sample is directly proportional to the number of emitted photons, Ne:

φ =
Ne

Nx

=
ceI

cxA
. (3.3)

Generally, the dye in question is diluted in a series of steps. At each concentration, a
fluorescence spectrum is measured as well as the absorbance of the dye at the excitation

68



wavelength used to obtain the fluorescence spectrum. The integrated fluorescence inten-
sities from these spectra, I, are then plotted against the absorbances at the excitation
wavelength, A. This data set should form a line through the origin, as is clear if we solve
eqn. 3.3 for I:

I = φ
cx

ce

· A. (3.4)

The slope m = φ (cx/ce) of such a plot represents the quantum yield multiplied by the
unknown factor ce/cx. In most cases, this proportionality factor is difficult to determine.
However, assuming that ce and cx are constants of the experimental setup and identical for
all samples, the unknown quantum yield of a test sample φx can be determined relative to
the known φr of a reference sample according to

φx = φr
mx

mr

. (3.5)

Thus, absolute quantum yields can be simply obtained by comparison with reference sam-
ples of known quantum yield.

If the two samples are measured in solvents with different refractive indices, n, a correction
term has to be added to eqn. 3.5:

φx = φr
mx

mr

n2
x

n2
r

. (3.6)

For the measurement of total detection efficiencies, a Lab-Tek chamber slide (Nalge Nunc
International, Rochester, NY), was modified as depicted in fig. 3.3. A home made mount-
ing bracket for the spectrometer ensured repeatable mounting positions in the Cary 100
spectrophotometer for absorption measurements. Fluorescence was measured on the Mi-
croTime 200 under the same conditions as single molecule experiments.

3.9 Fitting the FRET histograms

The FRET data were fitted with self-written MATLAB scripts, on versions ranging from
MATLAB 7.5 to MATLAB 7.10. The optimization routine used the lsqcurvefit com-
mand, an implementation of the Levenberg Marquardt algorithm [215,216].

3.9.1 Parameter Weighting

In a least-squares fitting routine, the residual sum of squares, χ2, is a measure of how well
the model function f approximates the given data set. It is calculated as a sum of all
residuals, weighted by the inverse square of the statistical uncertainty:

χ2 =
∑
i=1...n

1

σ2
i

(yi − f(xi,Θ))2 . (3.7)
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Figure 3.3: Sample chamber for measuring total detection efficiencies. For fluores-
cence measurements, it is placed on a confocal microscope. The sample is excited
and the fluorescence light is collected through the coverslip that forms the bottom
of the chamber. For absorption measurements, light is passed through the chamber
through the transparent side walls. a) Sample chamber with the lid taken off. The
magnetic stir bar inside the chamber allows swift mixing after solvent exchanges.
During the absorption and fluorescence measurements, it is held at the side of the
sample chamber, as shown. b) and c) Closed sample chamber. The height of the
beam path for absorption measurements is restricted by the lower edge and the lid
to ensure a defined beam path regardless of the liquid level in the chamber.

The sum extends to n, the total number of data-points (xi, yi). Θ = (Θ1 . . .Θp) is a vector
of length p, containing all fit parameters.

When fitting smFRET histograms, the weighting factors σ−2
i are directly accessible. The

histograms are formed by collecting and counting the occurrence of independent events:
Each bin in a histogram counts the number of times a molecule with a FRET efficiency
within a certain interval is detected. The value of such a bin represents a signal that is
formed as the sum of independent events, and, as such, obeys Poissonian statistics. Using
the property of Poissonian distributions that mean equals variance of the distribution
(µ = σ2), the weighting factor of each data point yi is calculated as

σ−2
i = µ−1

i = y−1
i . (3.8)

In practical applications, to avoid division by zero errors, one normally calculates the
weighting factors according to

σ−2
i = max(1, yi)

−1. (3.9)

3.9.2 Variable Scaling

The set of fit parameters contains a wide variety of variables, describing all kinds of physical
quantities. Their numerical values differ by up to five orders of magnitude if straightfor-
wardly expressed in their native units. Whereas the widths of Gaussian distributions in
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smFRET histograms lie around 0.1, the peak positions of Trp fluorescence, another pa-
rameter of the global fitting routine, has a numerical value in the tens of thousands when
expressed in wavenumbers. Such a set of fit parameters is called poorly scaled and leads
to numerical instabilities if left unresolved [217]. A first measure is to implement upper and
lower boundaries for all fit parameters to limit the range in which each parameter is al-
lowed to vary. However, the best solution to overcome this problem is to scale all variables
(and, of course, their boundaries as well) to match the order of magnitude of their values.
The set of fit parameters Θ = (Θ1 . . .Θp) is thus prescaled to Θscaled = (s1Θ1 . . . spΘp)
and handed over to the fit routine of MATLAB. In the model function itself, the scaling
is reversed before calculation by multiplying Θscaled element wise with the inverse scaling
factors (s−1

1 . . . s−1
p ). The fit algorithm of MATLAB now operates on the scaled parameter

set Θscaled. When the fit routine modifies two elements of Θscaled by the same absolute
amount, this translates into changes of roughly the same relative amount of these elements
in the descaled Θ.

3.9.3 Error Determination

The standard error of any fit parameter Θ is determined according to the following proce-
dure [218]. Starting point is the sum of all residual χ2 as defined in eqn. 3.7. It is divided
by the number of residuals, n, minus the number of independent fit parameters, p, to yield
the mean residual variance:

s2 =
χ2

n− p
. (3.10)

The fit routine of MATLAB delivers the set of best fit parameters Θ′ that minimizes
χ2(x,Θ′) and the value of χ2 at that minimum. In addition, it also yields the Jacobi
matrix of dimension n× p:

J =



∂

∂Θ1

f(x1,Θ
′) · · · ∂

∂Θp

f(x1,Θ
′)

...
. . .

...

∂

∂Θ1

f(xn,Θ
′) · · · ∂

∂Θp

f(xn,Θ
′)


, (3.11)
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which contains the derivatives of the fit function with regard to the fit parameters, evaluated
at all data points. With the Jacobi matrix, one can calculate the so-called Hessian matrix
of dimension p× p,

H = J ′ · J =



∂2

∂Θ2
1

f
∂2

∂Θ1 ∂Θ2

f · · · ∂2

∂Θ1 ∂Θp

f

∂2

∂Θ2 ∂Θ1

f
∂2

∂Θ2
2

f · · · ∂2

∂Θ2 ∂Θp

f

...
...

. . .
...

∂2

∂Θp ∂Θ1

f
∂2

∂Θp ∂Θ2

f · · · ∂2

∂Θ2
p

f


, (3.12)

which, in turn, is needed for the calculation of the variance-covariance matrix:

C = (J ′ · J)−1 s2 = H−1 s2. (3.13)

The error of any fit parameter Θj is obtained from the diagonal of the variance-covariance
matrix, (where the variances are situated)

∆Θj =
√
Cjj. (3.14)

Combined in one equation, the error can be evaluated at the previously determined value
Θ′ which minimizes χ2(x,Θ):

∆Θj =

√[
∂2

∂Θ2
j

f(Θ′)

]−1
χ2

n− p
. (3.15)

Thus, the standard error of any fit parameter is dependent on the inverse second derivative
of the fit function f(x,Θ′) with regard to that parameter and the normalized sum of
residuals.
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Chapter 4

Experiments and Discussion

4.1 Determination of the γ factor

Measuring Total Detection Efficiencies

For the calculation of total detection efficiencies, dilution series of Alexa Fluor dyes 546
and 647 in standard buffer were taken at five GdmCl concentrations. The fluorescence
count rate was plotted against the absorbance at the excitation wavelength. The results
are shown in fig. 4.1. The relative total detection efficiencies, calculated from the slopes
of these plots, and the resulting behavior of the γ-factor are presented in fig. 4.2.

The relative γ-factors in fig. 4.2b were interpolated with a cubic B-spline to estimate γ in
between the measured values. It is evident that the most significant change of the γ-factor
happens at denaturant concentrations between 0 M and 1 M, whereas γ remains relatively
constant at GdmCl concentrations above 1 M.

Measuring the GdmCl Dependence of the Extinction Coefficients

One milliliter dye solution with a maximal absorbance of ≈ 1 was prepared in the same
buffer used for the single molecule experiment. In a series of measurements, 100 µl of 5.7
M GdmCl solution were added ten times, and an absorbance spectrum was taken each
time. The amount of added solvent was controlled by weighing the cuvette during each
addition with a precision of 1 mg, yielding a relative error < 1%. With the measured
densities of both solutions (ρ0M = (1, 007.6 ± 0.9) g/l and ρ5.7M = (1, 147.8 ± 1.5) g/l),
the precise volume and, in consequence, relative dye concentration, could be calculated for
every dilution step. The resulting spectra were corrected for dilution and are shown in
fig. 4.3. A possible problem is the adsorption of dye molecules to the cuvette walls or to
pipet tips when adding new solution, which changes the concentration in an uncontrolled
way. To avoid contact of the sample solution with the pipet tips, the GdmCl solution was
dripped into the cuvette. To properly mix the solution after solvent addition, the cuvette
was closed with a cap and shaken. As a negative control experiment, the same dilution
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Figure 4.1: Fluorescence intensities of Alexa Fluor 546 and Alexa Fluor 647 dye
solutions in standard buffer measured with the MicroTime 200 and plotted against
the absorbance at the excitation wavelength. The experiment was performed at
GdmCl concentrations of 0 M (red), 0.84 M (orange), 1.54 M (green), 2.99 M (blue)
and 5.88 M (violet). The relative total detection efficiencies that were calculated
from the slopes of the plots are depicted in fig. 4.2.

series was performed with buffer instead of 5.7 M GdmCl solution. The dilution-corrected
absorbance values all were within 2% of each other.

The integrated absorbances of the spectra of both dyes shown in fig. 4.3 as well as the
absorbance at the single molecule excitation wavelengths are plotted in fig. 4.4. Although
the integrated absorbance of Alexa 647 does not change much, a significant peak shift leads
to a decrease of the extinction coefficient εAl647(635 nm) by almost 25% at the excitation
wavelength. The absorbance integral of Alexa 546 only exhibits changes of a few percent,
while the absorbance at the excitation wavelength εAl546(532 nm) shows a sudden jump by
almost 10% upon addition of 0.5 M GdmCl. At higher GdmCl concentrations, it stays rel-
atively stable. Cubic B-splines have been fitted to obtain a closed curve that describes the
behavior. Splines are piecewise-polynomial functions that consist of a number of ordered
points called knots, connected by polynomial functions. The order, n, of the connecting
polynomials, is called the order of the spline. The polynomial functions have to be chosen
in such a way that the joint spline is continuously differentiable n− 1 times at all but the
two outermost knots. For interpolation, the most commonly used type of spline is cubic,
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Figure 4.2: a) Total detection efficiencies Φ = φη for Alexa Fluor 546 (squares) and
Alexa Fluor 647 (circles), relative to the respective values at [GdmCl] = 0 M. Error
bars for Alexa 647 are smaller than 1% for all points and, thus, smaller than the
symbols. b) Expected γ factor response to increasing GdmCl concentration, also
relative to the value in denaturant free solution, interpolated by a cubic B-spline
(solid line).

Figure 4.3: Absorption spectra of Alexa Fluor 546 and Alexa Fluor 647 at pH 3 at
increasing GdmCl concentrations from 0 M (dashed line) to 3.3 M (bold solid line).
The wavelengths of 532 nm and 635 nm, which will be used for donor and acceptor
excitation in single molecule experiments, are marked by vertical lines.
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i.e. splines of order n = 3, which guarantees curves that are smooth and differentiable
twice over the whole range of the function. For interpolation, splines are often favored over
polynomials as they offer more degrees of freedom and avoid Runge’s phenomenon [219], the
fact that higher order polynomials often introduce undesired oscillations when used for
interpolation. The name ”B-spline” refers to the way a spline function is represented: One
possible base of the vector space of piecewise-polynomial functions is a set called B-spline
base functions and splines that are represented as a superposition of B-spline base func-
tions are often simply referred to as B-splines [220].

Figure 4.4: Relative absorbances of Alexa Fluor dyes as a function of GdmCl
concentration. Black squares depict the integrated absorbance. Absorbances at 532
nm for Alexa Fluor 546 (εAl546(532 nm), green circles) and 635 nm for Alexa Fluor
647 (εAl647(635 nm), red circles) are shown as well. The lines depict cubic B-splines,
fitted to the respective data sets.

With eqn. 2.50, it is straightforward to give the expected mean stoichiometry 〈S〉 at all
GdmCl concentrations. A set of curves calculated according to eqn. 2.50 is shown in fig.
4.5. The size of the shift in 〈S〉 depends on the relation of the donor and the acceptor
excitation power. At low direct acceptor excitation intensity, which results in high overall
stoichiometry values, the shift in expected stoichiometry amounts to 4.6%, whereas at
high direct acceptor excitation intensity and low overall stoichiometries, the shift is twice
as large and amounts to 9.2%.

4.2 smFRET Measurements at pH 7.2

FRET-pair labeled RNase H 3-135 molecules were observed at pH 7.2 on the M2 setup. The
FRET values of freely diffusing single RNase H molecules were measured as they passed
through the confocal volume of the microscope and collected into a histogram. A series
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Figure 4.5: Expected stoichiometries for an Alexa 546/647 dye system, using a
donor excitation power of Pex,D = 200 µW and various acceptor excitation powers,
Pex,A, given in the figure.

of 22 such burst-analysis measurements was made over a range of GdmCl concentrations
from 0 to ≈ 6 M. Measurement time was 30 min per concentration. A selection of the
resulting histograms is shown in fig. 4.6 (grey bars). At low GdmCl concentrations, only
one distribution with high FRET efficiency is observed (0.8 < E < 1), which is assigned
to the folded state (F). In the range of intermediate denaturant concentrations, i.e., be-
tween ≈ 1.2 and 2.3 M, however, a second state appears at FRET efficiencies < 0.8, which
was previously interpreted by our group as the unfolded conformation of the protein (U)
because the resulting histograms have a similar appearance as previously obtained results
on surface-immobilized proteins from our group [112,113,188,211].

4.2.1 A Two-State Approach

While the F-state dominates at low GdmCl concentrations, the F state exchanges popu-
lation with U in the region of 1.2 < c < 2.3 M, until, at concentrations above that range,
F vanishes completely and only U remains. A straightforward approach to fit the data
is to employ a two-state model with normalized Gaussian distributions G(E;µi, σi), one
for each conformation. Each distribution was scaled with a factor Ai to account for its
fractional population in the mixture.

77



78



The sum of fractional populations was normalized to a total area of one (
∑

iAi = 1) and
then multiplied with the total number of events contained in the histogram, Ntot, to yield
the model function:

g(E) = Ntot

∑
i=F,U

Ai G(E;µi, σi). (4.1)

One such function is needed for every denaturant concentration at which a histogram is
obtained, each with its own set of variables for positions, µi, widths, σi and fractional
populations, Ai.

Instead of fitting all histograms independently (”locally”), the fractional populations, Ai,
were globally coupled by a linear free energy relation between the two states, in which
the free energy difference between F and U follows the GdmCl activity, D, linearly. The
necessity for this global coupling is not evident from the data depicted in fig. 4.6, which
apparently only represents two well separated populations. Global coupling is, however,
necessary if populations overlap more strongly, such as in measurements at lower pH or
models that approximate the dataset of fig. 4.6 with more than two populations, both of
which are introduced in the following sections. The means and widths of both F and U
population that result from a globally coupled model deviate only slightly from the results
of a completely local model, as seen in fig. 4.7. The only noticeable differences between the
global and the local method of fitting concern the F population at GdmCl concentrations
around 2 M.

4.2.2 Global Coupling of the Fractional Populations

As the areas Ai represent fractional populations, they must conform to the laws of ther-
modynamics and statistics. The areas were coupled over the whole range of denaturant

Figure 4.6: Page 78: smFRET histograms of RNase H at pH 7.2 (grey bars), ob-
tained by burst analysis experiments on the M2 setup with a γ-factor of 1.0. Each
histogram was fitted with a sum of Gaussian distributions (black line), with the ar-
eas globally coupled via Boltzmann statistics and a linear free energy model. The
measurements were performed in the order of increasing GdmCl concentrations, as
indicated in the respective panels. a) Two-state analysis, where the fit function
contains only two Gaussian components, representing folded (red line) and unfolded
(green line) conformations. b) Three-state analysis, in which an additional inter-
mediate population (yellow line) was introduced. While means and widths of each
component were adjusted independently for each histogram in the case of I, some of
these parameters were subject to global coupling for the F and U species. For details
about the fitting procedures, see section 4.2.2.
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concentrations using Boltzmann statistics, which governs the relative populations of states
in thermodynamic equilibrium. For states F and U

AF

AU

= exp

(
−∆GFU

RT

)
, (4.2)

with temperature T and universal gas constant R. ∆GFU represents the difference in Gibbs
free energy between the F and U states per mole. For proteins, these differences in free en-
ergy are due to a complex interplay between the aqueous solvent, the denaturant molecules
and the solvent accessible surface area (ASA) of the protein. The solvation free energy of
amino acid side chains, buried inside of the protein in its native conformation, increases
with GdmCl concentration. The hydrophobic effect that drives the internal residues out
of the solvent becomes less pronounced and the unfolded state more stable, as denatu-
rant is added. [113,221–223]. The effect is markedly nonlinear for GdmCl. The relationship
between denaturant concentration and Gibbs free energy can be linearized by introducing
the GdmCl activity, D, which is connected with the GdmCl concentration, c, according to
the empirical relationship

D =
C0.5 · c
C0.5 + c

, (4.3)

with the coefficient C0.5 = 7.5 M for GdmCl in water [223,224].
The change in Gibbs free energy of any state can be expressed as a function of GdmCl
activity with the so-called cooperativity parameter m:

G(D) = G(0) +mD. (4.4)

Consequently, the free energy difference between the two conformations F and U is also
linearly dependent on D,

∆GFU(D) = ∆GFU(0) + ∆mFUD. (4.5)

The ∆m values show a strong correlation with the amount of surface area that is exposed
to the solvent upon unfolding [225,226],

∆m ∝ ∆ASA. (4.6)

4.2.3 Fractional Populations in the Two-State Model

Eqns. 4.2 and 4.5 describe the ratio between the subpopulations F and U over the whole
range of denaturant concentrations, only requiring two global parameters: The free en-
ergy difference between the two states under denaturant free conditions, ∆GFU(0), and
the difference of the cooperativity parameters of both states, ∆mFU. The actual fractional
populations follow directly from the free energy changes with GdmCl activity.

80



As AF(D) and AU(D) represent fractional populations, they are normalized according to

AU(D) + AF(D) = 1 (4.7)

at all activities D independently. Inserting eqn. 4.2 into eqn. 4.7 and solving for AF(D)
yields:

AF(D) =
1

1 + exp
(

∆GFU(D)
RT

) , (4.8)

with ∆GFU(D) given by eqn. 4.5. Analogously, AU(D) is

AU(D) =
1

1 + exp
(
−∆GFU(D)

RT

) . (4.9)

4.2.4 Fixing the Folded State Distribution

The native protein state is characterized by a well defined structure. Therefore, it should
be represented by a Gaussian distribution with identical means, µF, and widths, σF, in all
histograms, independent of denaturant concentration. However, the mean of the F state,
µF, exhibits a small but noticeable shift to lower values as the GdmCl concentration, c,
increases. One possible reason for that effect is discussed in section 2.2.5: The Förster
distance depends on the denaturant concentration through changes in refractive index of
the solution, changes in the overlap integral due to spectral shifts of the donor and the
acceptor dye, changes in the quantum yield of the donor, as well as possibly changes in the
κ2-factor. Other possible causes might be solvent dependent photophysical properties of the
fluorophores or the way in which the protein–dye–linker system behaves under increasing
denaturant concentrations. The width σF, however, indeed appears to be constant within
the experimental precision. Thus, a linear behavior was introduced for the means and
widths of F:

µF(D) = µF(0)− αµF
· c, (4.10)

σF(D) = σF,global. (4.11)

Instead of one local variable µF,D at each concentration, two global variables µF(0) (the
mean of the F state at c = 0 M GdmCl) and αµF

describe the behavior of µF(D) at all
concentrations. Moreover, only one global value of σF,global was used for all histograms,
instead of a multitude of concentration dependent local values. The linear constraints for
F are indicated in fig. 4.7 as solid black lines.
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Significant deviations from this linear behavior of µF and σF appear only at the high-
concentration edge of the transition region, where the population of F is small and µF and
σF are only weakly determined in consequence. Considering that F adheres to the model at
lower denaturant concentrations, where the fit is more meaningful, these deviations appear
to be mere fitting artifacts.

4.2.5 Results of Fitting with the Two-State Model

The means and widths that the fit of the two-state model yields for the folded and the
unfolded distributions are depicted in fig. 4.7a with solid circles and open squares. It only
changes the original two-state fit without a fixed folded state slightly, but extrapolates the
behavior of F from the low denaturant regime where F is well defined to regions where
a completely free fit cannot yield meaningful results for F. This model with the globally
fixed linear behavior of F and the free energy coupling between the fractional populations
is called the Two-State Model and the fit according to the model is depicted in figs. 4.6a
(red and green lines) and 4.7a (solid circles and open squares). The best fit parameter for
the global width of F is σF,global = (0.048± 0.001), slightly larger than the lower limit set
by shot noise, σSN = 0.035 for the folded peak (calculated according to eqn. 2.29 with
E = 0.9, ntot = 75). As is apparent from figs. 4.6 and 4.7, the value of µF at c = 0 M
GdmCl does not fit that linear relationship. Otherwise, the model describes the data well.

4.2.6 Fixing the Width of the Unfolded State Distribution

The U state shows a strong peak shift towards low FRET efficiencies as the denaturant
concentration increases. U first appears at µU(1.5 M GdmCl) ≈ 0.73 and ends up at
µU(5.5 M GdmCl) = (0.212±0.002). This effect indicates a strong swelling of the unfolded
coil structure, as solvent–coil contacts become more and more favorable with increasing
denaturant concentration [113]. It was first observed for the cold shock protein from Ther-
motoga maritima (CspTm) [88], has since been found in a multitude of other proteins by
single molecule methods [68,89,90,181,227,228] and, as such, represents no surprising behavior.
More remarkable about the U distribution is the strong denaturant dependence of its width.
Ranging from σU(1.5 M GdmCl) = (0.198± 0.017) to σU(5.5 M GdmCl) = (0.090± 0.002),
the width of the U-state distribution more than doubles when GdmCl concentrations are
lowered to intermediate concentrations from the high end values of ≈ 6 M. Overall, the U
distribution is 2–4 times broader than the distribution representing F. The physical reasons
for this behavior can be manifold:

� The shot noise, which is due to the statistical fluctuations of the number of photons
that are detected per burst in each channel is calculated according to eqn. 2.29 and
depends on the position of a distribution on the FRET efficiency axis, E, and the
average number of photons per burst, ntot. Calculating σSN at c = 0.2 M reveals
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Figure 4.7: Means, µ, and widths, σ, of the Gaussian distributions used to fit the
smFRET histograms in fig. 4.6. The transition region, where several configurations
coexist in solution, is shaded in grey. a) Two-state analysis, where the fit function
consisted of two Gaussian distributions representing the F (×) and U (+) confor-
mations. Means and widths of both Gaussians were allowed to vary freely. Forcing
means and widths of F to behave linearly with GdmCl concentration leads to the
results shown as closed circles for F and open squares for U. b) For the three-state
analysis, a third, intermediate population was added (grey triangles) and, in addi-
tion to the linear constraints on F, the widths of U were forced to obey a linear
dependence.

that, at low GdmCl concentrations, shot noise is only responsible for about one
fourth of the observed variance1 of the U distribution, σ2

obs (σ2
shot(E = 0.2) = 0.0020

and σ2
obs(E = 0.2) = 0.0081). As the U distribution moves towards the middle of

the FRET axis, at intermediate GdmCl concentrations, the observed width, σobs,
increases by a factor of 2.2, while the shot noise, σshot, increases by barely 10%.
Thus, shot noise alone is neither sufficient to fully explain the width of U nor the
amount of increase in width that U exhibits towards intermediate FRET efficiencies.

1In cases where several non-correlated sources contribute to the total error of a value the different
distributions can be convoluted with each other to obtain the total error distribution. If all individual errors
are normally distributed or at least obey sufficiently similar distributions, the variances of the separate error
distributions can simply be added to get the variance of the total error distribution (σ2

tot = σ2
1+σ2

2+. . .+σ2
n)

because the convolution of two Gaussians is again a Gaussian with a variance that is the sum of the original
variances.
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� Conformational fluctuations of the protein chain, which, in its unfolded state, is of-
ten modeled as a random coil or worm-like-chain [69,81], may affect the width of the
U distribution. However, these fluctuations would have to occur on comparable or
slower time scales than the experimental observation time of ≈ 1 ms in order to not
be averaged out [116,229–234]. A donor-acceptor cross-correlation analysis performed on
immobilized RNase H molecules by Kuzmenkina et al. [112] showed no evidence of
any fluctuations between 20 µs and 1 ms. Other groups have also observed fast chain
reconfigurations of the unfolded state and determined their time scales to be on the
sub-microsecond level [121,235–237]. Therefore, the chain reconfigurations presumably
do not influence the width of the U distribution.
However, Kuzmenkina et al. [112] also reported observations on the dynamics of U
on a time scale slow enough to account for the observed heterogeneity. It has
been proposed that RNase H may retain some residual structure in the unfolded
state, due to the formation of hydrophobic clusters, formed by aromatic or aliphatic
residues [238,239]. Interconversion between these states may be slow enough to have an
effect on σU.

� Photophysical artifacts of the fluorescent dye molecules, as proposed by Eaton and
coworkers, may have to be considered [121,240]. Quenching of the dye molecules by
Trp and Tyr residues has profound effects on the FRET efficiency [241,242]. While this
effect may be small in the folded state, where aromatic amino acids are hidden in
the core of the protein, the increased flexibility of the unfolded state may facilitate
these dye-quencher interactions.

Of all these possible effects, only shot-noise predicts a broadening of U towards low GdmCl
concentrations. As the mean FRET efficiency of the collapsing chain increases towards
E = 0.5, so does the shot noise (see fig. 2.17). However, once the FRET efficiency grows
beyond 0.5, shot noise is reduced again, whereas the observed width of U reaches its max-
imum at µU = 0.7. The other possible explanations predict a behavior for U that is in
conflict with our observations. With the compaction of the polymer chain one would ex-
pect a decrease in heterogeneity, not an increase.

It is noteworthy that the model function describing U broadens in the transition region
to almost twice its width at high denaturant concentrations. This fact lacks a plausible
explanation. This counterintuitive behavior had already been observed in previous work
on immobilized proteins. The smFRET histograms in earlier studies [112,113] also revealed
some population in between F and U, which at the time was not captured well by the fit.

4.2.7 Introduction of an Intermediate State

Although the aforementioned two-state model approximates the data reasonably well, it
raises a question about the existence of a folding intermediate, a state that has been pro-
posed from optical observations in bulk as well as single-molecule experiments with optical
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tweezers [131,194–196,198,243]. These observations, combined with the conundrum of the broad-
ening U-state, motivates the introduction of a third population to the model, representing
an intermediate state (I). This intermediate distribution is not visible as a distinct peak
in the histogram, likely because of a strong overlap with the F and U peaks and its small
fractional weight. To fit this three-state model, an additional Gaussian distribution repre-
senting the I state is added to the fit function

g(E) = Ntot

∑
i=F,I,U

Ai G(E;µi, σi). (4.12)

The folded state is subject to the same restrictions as in the two-state model, which means
the width of F is kept constant, while the mean of F shifts linearly with GdmCl concen-
tration. The width of U is forced to follow a weak linear dependence as well (solid black
lines in 4.7b):

σU(D) = σU(0)− ασU
· c. (4.13)

This means that the parameters µF , σF and σU, characterizing the mean of F and the
widths of both the F and the U states, are determined at conditions where F and U are
present as the sole conformation, respectively. The linear dependencies extrapolate the
behavior of both states into the transition region where both distributions overlap with
the I distribution. These restrictions on F and U are imposed to give the I distribution as
much local freedom as possible. The mean and the width of the I distribution are local
parameters, independently adjusted in each histogram, with the sole restriction that µI has
to lie in between the values of F and U (µU < µI < µF). As the unfolded protein chain is
expected to collapse towards low GdmCl concentrations, a shift in µU is expected, and µU

is kept as a free local parameter for each concentration.

The populations of all three conformations were connected, using the same thermodynamic
free energy coupling as in the case of the two-state fit (see section 4.2.2). For a three-state
system, two more thermodynamic parameters have to be added, e.g. ∆GFI(0) and ∆mFI.
As is evident from fig. 4.8, the third energy difference can be easily calculated from the
other two. Thus, the total number of fit parameters needed to describe the fractional
populations of the F, U and I states at all GdmCl concentrations reduces from two local
variables per histogram to a total of four global variables.

4.2.8 Fractional Populations in the Three-State Model

The derivation for the fractional populations of three components follows basically the same
path as for the two-state case, with one added component AI(D). For three components
U, I and F, three initial equations are written as:
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Figure 4.8: Free energy landscape of a three-state system.

AF(D)

AU(D)
= exp

(
−∆GFU(D)

RT

)
, (4.14)

AF(D)

AI(D)
= exp

(
−∆GFI(D)

RT

)
, (4.15)

AF(D) + AI(D) + AU(D) = 1. (4.16)

Inserting eqns. 4.14 and 4.15 into eqn. 4.16 eliminates AU and AI:

AF(D)

[
1 + exp

(
∆GFU(D)

RT

)
+ exp

(
∆GFI(D)

RT

)]
= 1. (4.17)

Solving for AF(D) yields an expression that describes AF(D) over the whole range of
denaturant concentrations:

AF(D) =
1

1 + exp
(

∆GFU(D)
RT

)
+ exp

(
∆GFI(D)

RT

) . (4.18)

In an analogous fashion, expressions for AU(D) and AI(D) are derived as

AU(D) =
1

1 + exp
(
−∆GFI(D)

RT

)
+ exp

(
∆GFU(D)−∆GFI(D)

RT

) , (4.19)

AI(D) =
1

1 + exp
(
−∆GFU(D)

RT

)
+ exp

(
∆GFI(D)−∆GFU(D)

RT

) . (4.20)

86



4.2.9 Results of Fitting with the Three-State Model

The fit curves that were obtained by modeling the measured data with the three-state
model function are shown in fig. 4.6b. The values of µI and σI are depicted in fig. 4.7,
where it is also clear from the errors that the parameters describing I, especially σI, are
less well defined than those of the other populations, despite all the restrictions placed on
F and U. All global best-fit parameters are compiled in table 4.1. The free energy relations
and the resulting fractional populations are depicted in fig. 4.9 as functions of the GdmCl
activity.

The swelling effect of U is preserved in the three-state model, albeit in a less pronounced
form, from µU(1.5 M GdmCl) ≈ 0.5 to µU(5.5 M GdmCl) = (0.212 ± 0.002). Thus, part
of the initially observed extremely strong shift of µU appears to be a mere fitting artifact
of the two-state model. In the absence of an intermediate distribution, the two-state fit
has to use the U distribution to capture the population around E ≈ 0.7 that, in reality,
belongs to the intermediate state. The three-component fit places the I state at mean
FRET efficiencies between 0.6 and 0.8, right where an excess in population was noticed
in earlier work on immobilized samples [113]. The intermediate I exhibits the same kind of
swelling as U, which is not surprising given its partially coil-like nature.

4.2.10 Comparison between the Two-State and the Three-State
Model

It is hardly surprising that the three-state fit better approximates the data set than its two-
state counterpart. This seems clear even from simple visual comparison of the fit curves
with the histograms (fig. 4.6), and is confirmed by a closer look at the residuals of both fits
(two examples are shown in fig. 4.10). Whereas the residuals of the three-state fit scatter
statistically around zero, the residuals of the two-state model reveal systematic oscillations,
indicating that the addition of a third, intermediate distribution is indeed necessary for a
proper description of the observed data.
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Figure 4.9: a) Free energy changes of the F (closed circles) and U (open squares)
conformations, relative to I (grey triangles), plotted against GdmCl activity. The
free energy differences are obtained from the three-state model, in which ∆GUI(0)
and ∆GUF(0) as well as the associated ∆m parameters are global fit parameters. b)
Resulting fractional populations, calculated from the free energy differences above,
according to Boltzmann statistics (eqns. 4.18, 4.19 and 4.20). Conformations are
marked with the same symbols as in a).
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Figure 4.10: Normalized residuals of a two-state (open circles) and a three-state
model (closed squares) fit of the FRET efficiency histograms taken at 1.73 M and
2.01 M GdmCl (shown in fig. 4.6). Dotted lines mark the 3σ interval.

Table 4.1: Compilation of the best fit parameters of the three-state model, pH 7.2
data set, a series of 22 histograms. While the global variables are unique, each local
variable exists as a separate quantity in each histogram.

Variable Type Number Describes Variable Name Value

Global 9 F-State µF(0) (0.896± 0.001)
αµF (0.007± 0.001) M−1

σF,global (0.048± 0.001)

U-State σU(0) (0.155± 0.006)
ασU (0.012± 0.002) M−1

Fractional ∆GUF(0) (33± 5) kJ mol−1

Populations ∆mUF (23± 1) kJ mol−1 M−1

∆GUI(0) (17± 2) kJ mol−1

∆mUI (12± 1) kJ mol−1 M−1

Local 88 Total Area Ntot

U-State µU see fig. 4.7b

I-State µI see fig. 4.7b
σI see fig. 4.7b
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4.3 smFRET Measurements at pH 3.0

Expanding upon the investigations of RNase H at pH 7.2, further experiments were con-
ducted at pH 3.0, a condition expected to stabilize and thus enhance the population of
the intermediate conformation. It was earlier observed that, at very low pH, the I state
of RNase H appears even without the addition of denaturant in a cooperative transition
described by a midpoint at pH 1.9 [130]. pH 3.0 marks the beginning of this transition,
where the I state is just not yet populated in a denaturant-free environment.

Freely diffusing RNase H 3-135 molecules were probed by burst analysis measurements in
the same way as in the experiment at pH 7.2 (see section 4.2) on the MicroTime 200 setup
with a γ-factor of 0.6. The results were compiled into a series of 16 smFRET histograms,
a selection of which is shown as grey bars in fig. 4.11. At low GdmCl concentrations
(c < 0.5 M), the histogram consists of practically only one distribution, which is assigned
to the folded state. Upon increasing denaturant concentration, this distribution develops
a shoulder towards lower FRET efficiencies. At the same time it widens, and its center of
gravity shifts towards the middle of the FRET efficiency axis.

In the denaturant regime between 0.5 M and 2 M, folded, intermediate and unfolded confor-
mations all coexist, leading to a featureless, broad distribution. At GdmCl concentrations
above 3 M the distribution represents only one component again, the unfolded state of
RNase H. As in the experiment at pH 7.2, the histograms were modeled with a two-state
model and a three-state model, both sums of Gaussian distributions, according to eqn. 4.1:

g(E) = Ntot

∑
i=F,(I),U

Ai G(E;µi, σi). (4.21)

However, even with the global restraints on F and U that were developed for the analysis
of the data at pH 7.2, it was not possible to obtain meaningful results in the case of the

Figure 4.11: Page 91: smFRET histograms of RNase H at pH 3.0 (grey bars),
obtained by burst analysis experiments. Each histogram was fitted with a sum of
Gaussian distributions (black line), the areas of which were globally coupled via
Boltzmann statistics and a linear free energy model. The model also simultaneously
fits Trp fluorescence data (see fig. 4.13), coupled to the smFRET measurement
via the fractional populations. For details about the fitting procedures, see section
4.2.2. a) Two-state analysis, where the fit function only contains two Gaussian
components, representing folded (red line) and unfolded (green line) conformations.
b) Three-state analysis, in which an additional intermediate population (yellow line)
is added. While means and widths were adjusted independently for each histogram
in the case of I, some of these parameters were subject to global coupling for the F
and U species.
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Figure 4.12: Shift of the Trp fluorescence peak
of RNase H at increasing GdmCl concentrations.
Spectra were taken at pH 3.0 and T = 23°C.
After linear background correction, all spectra
were normalized to the same peak height.

three-state model. The three Gaussian distributions overlap to such a degree that they
appear as only one, smeared out distribution without apparent underlying structure. Fit
parameters, such as widths and means of the individual Gaussians, are not independent
from each other, so that changes in one parameter can be counteracted by changes in other
parameters, ultimately leaving all parameters ambiguous and ill defined. The straight-
forward fit with the three-state model became unstable to a point at which the starting
conditions of the fit parameters determined the outcome of the fitting procedure. In a
case like this, where many different local minima exist for the fit, additional data from a
different experimental technique can help to determine the right description of the data
set. One such data source is the Trp fluorescence of RNase H, which strongly depends
on the folding state of the protein. While a Trp fluorescence experiment obviously cannot
help with assigning FRET efficiencies and widths of FRET distributions, it may, however,
provide additional information that can be used to determine the fractional populations of
the three conformations.

4.3.1 Trp Fluorescence Measurements

Trp fluorescence measurements were performed at 33 concentrations evenly distributed
between 0 and 5.6 M GdmCl in standard buffer. RNase H samples were prepared at a
concentration of 22 µM in standard buffer and emission spectra were recorded in the range
from 290 – 450 nm with a resolution of 1 nm and an excitation wavelength of 280 nm.
The spectra are shown in fig. 4.12. After linear background correction, the peak positions,
νobs, of all spectra were determined via Gaussian fits with Origin 8.1. They are plotted in
fig. 4.13 as open circles. RNase H contains six Trp residues at positions 81, 85, 90, 104,
118 and 120, as depicted in fig. 2.25. In the F-state, these Trp residues are buried inside
the folded globule and are inaccessible to the solvent, with the exception of Trp81, which
has one face of its indole side chain exposed to the solvent. The emission peak for this
conformation was determined to be νF = (30, 328 ± 6) cm−1, or λF = (329.7 ± 0.1) nm.
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In the denatured U-state, all Trp residues are solvent accessible to the highest possible
degree, resulting in a significantly red-shifted emission band at νU = (28, 814 ± 7) cm−1,
or λU = (347.1 ± 0.1) nm. Although not as directly accessible as the peak positions of
F and U, the emission maximum of I can be determined with a global fitting procedure
(see section 4.3.2), yielding νI = (29, 280 ± 30) cm−1, or λI = (341.5 ± 0.3) nm. Thus, the
peak shift from the F → I transition is roughly twice as large as the peak shift resulting
from the transition from I to U. This difference corresponds with the fact that during the
F→ I transition four buried Trp residues (85, 90, 118 and 120) get exposed to the solvent,
whereas the I → U transition increases the solvent exposure of only two Trp residues (81
and 104).

Figure 4.13: Trp emission peak position of RNase H at pH 3.0, plotted as a func-
tion of GdmCl activity D (open circles), and fitted with two-state and three-state
models, respectively (solid lines). Relative errors are smaller than 0.2% for all mea-
surements and the error bars are smaller than the symbols. This fit was performed in
conjunction with the smFRET data (see fig. 4.11), using one global model to fit both
data sets simultaneously. For the three-state model, the transitions between F and
I (dotted line) and between I and U (dashed line) are shown as well. The residuals
indicate the systematic deviations of the two-state model, whereas the residuals of
the three-state model only show the expected statistical scatter around zero.
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4.3.2 Combined Fitting of Trp Fluorescence and smFRET Data

Analogously to the smFRET histograms, Trp emission spectra were fitted with a function
that models each Trp fluorescence spectrum as a linear superposition of Gaussian bands,
each representing one of the three protein conformations F, I and U. As is obvious from
the Trp emission spectra (fig. 4.12), these bands are not well resolved. Therefore, only
one Gaussian was fitted to each spectrum, and the observed peak wavenumber, νobs, was
assumed to be a population-weighted sum:

νobs =

∑
i=F,I,U Ai(D)Biνi∑
i=F,I,UAi(D)Bi

. (4.22)

The νi represent the denaturant-independent peak positions of the spectra representing the
different states (F, I and U). The additional weighting factors Bi account for the different
brightnesses of the conformations and are assumed to be denaturant independent as well.
The treatment of replacing three Gaussian distributions by only one is justified by the
following consideration: The first moment of a normalized Gaussian G(x, µ, σ) is µ by
definition and thus:∫ ∞

−∞
x G(x, µ, σ) dx = µ. (4.23)

The total mean µtot of a sum of normalized Gaussians with weighting factors Ai is thus
calculated according to

µtot =

∫ ∞
−∞

x
∑
i

Ai G(x, µ, σ) dx (4.24)

=
∑
i

Ai

∫ ∞
−∞

x G(x, µ, σ) dx︸ ︷︷ ︸
µi

(4.25)

=
∑
i

Ai µi. (4.26)

This relation is true in general, whether the Gaussians overlap or not. It is specifically also
true in the case of Gaussians that are close enough together to appear unimodal. According
to Behboodian [244], a mixture of two normal distributions is unimodal if their respective
means µ1 and µ2 are closer than

|µ2 − µ1| ≤ 2 min(σ1, σ2). (4.27)

Any sum of Gaussians for which eqn. 4.27 is true, is again Gaussian in shape. The mean
µtot of a Gaussian distribution resulting from such a sum can, therefore, be experimentally
obtained from the data by applying a single Gaussian fit, without prior knowledge about
the underlying components. For the Trp emission spectra presented here, the largest dif-
ference in peak positions was between the pure F spectrum in GdmCl-free conditions and
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the pure U spectrum at high GdmCl concentrations, |µF − µU| ≈ 1, 500 cm−1. The widths
of the spectra of F and U were found to be σF ≈ 2, 000 cm−1 and σU ≈ 1, 700 cm−1. As
such, eqn. 4.27 holds, at least for the spectra of F and U, and any spectrum formed as a
sum of these two individual spectra can, in fact, be fitted with only one Gaussian distri-
bution. While the width of I could not be directly determined, the spectrum of I would
have to be more than twice narrower than the spectra of F and U to violate inequality 4.27.

The connection between smFRET and Trp fluorescence measurements is achieved via the
fractional populations, Ai(D), which play crucial roles in both model functions (eqn. 4.21
for smFRET histograms and eqn. 4.22 for Trp fluorescence). The behavior of the frac-
tional populations is again described globally by a linear free energy model that determines
the fractional distributions of population among the different conformations at all GdmCl
concentrations (see section 4.2.2): Given the thermodynamic parameters ∆G(0) and ∆m,
a set of fractional populations Ai can be obtained for any denaturant activity D, allowing
the combination of smFRET and Trp fluorescence measurements, which are not necessar-
ily taken at the same denaturant concentrations. The ∆G(0) and ∆m parameters have
to be chosen to simultaneously describe FRET histograms and Trp peak positions in one
simultaneous global fit.

The Bi parameters only describe the relative brightnesses of different conformations with
respect to each other. Because eqn. 4.22 is normalized, the BI values do not necessarily
need to be normalized, but they may as well be without loss of generality:

∑
iBi = 1.

Therefore, knowledge of all but one Bi immediately defines the last B parameter as well.
Therefore, using all three Bi as fit parameters would leave the system overparameterized
and the brightness ratios αUF = BU/BF and αIF = BI/BF are used instead. αUF is directly
accessible by comparing the intensities of the Trp fluorescence at the highest and the lowest
GdmCl concentrations and is determined as αUF = IU/IF = (0.59± 0.01). The parameter
αIF was obtained by the global fit, which yielded αIF = (0.73± 0.08). As I is more folded
than U and, thus, more similar to F, αIF being closer to unity than αUF is expected.

The results of the Trp fluorescence part of the fit are shown as black lines in fig. 4.13.
Depicted as well is the exchange between F and I (dotted line), which exhibits an approxi-
mately twofold larger peak shift than the one of the I-to-U transition (dashed line). When
transitioning from F to I, four Trp residues (Trp85, Trp90, Trp118 and Trp120) experience
changes in their solvent environment, while the I-to-U transition results in changes for
only two Trp groups (Trp 81 and Trp104). The restrictions on the F and the U distri-
bution were the same as for pH 7.2: The mean, µF, of the F state as well as the width,
σU, of U were again globally constrained to behave linearly, σF was kept constant over
the whole denaturant range. The U-state position µU was again fitted locally, and shows
the expected collapse of the unfolded state towards low denaturant concentrations. Only
the I-state was free of any global restrictions concerning its mean and width: µI and σI

were both local parameters and, thus, fitted independently for each histogram. All best-fit
parameters of the three-state model are depicted in fig. 4.14 and table 4.2. The free energy
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Figure 4.14: Means µ and widths σ of the three
Gaussian distributions that represent folded
(closed circles), intermediate (grey triangles)
and unfolded (open squares) populations in the
model function fitted to the smFRET histograms
(fig. 4.11). To facilitate comparisons, the scale
has been chosen to be the same as in the cor-
responding plot for the pH 7.2 data (fig. 4.7).
As indicated by the black lines, the mean of F
as well as the widths of F and U were globally
constrained to exhibit linear behavior.

relationships between the three conformations and the resulting fractional populations are
depicted in fig. 4.15. Contrary to pH 7.2, the I state is the most stable conformation
between ≈ 1 M < D < 1.5 M GdmCl. In that region, it has the lowest free energy of the
three states and is, consequently, most strongly populated.

In hindsight, it becomes clear why the smFRET data alone would not have been sufficient
to obtain meaningful results for I, due to the strong overlap of the I distribution with the
F and U distributions in the smFRET histogram. If the mixture of any two normal distri-
butions is unimodal (according to the criterium given before in eqn. 4.27) it can be fitted
with only one Gaussian distribution with three independent fit parameters A, µ and σ
describing its area, mean and width. Using twice that number of parameters to model two
Gaussian distributions obviously leaves the system over-parameterized: Changes in one
parameter can be compensated by adjustments in other parameters, ultimately leaving all
parameters ambiguous and of little significance.

To see if the distributions representing F, I and U in the smFRET histogram fits at pH 3.0
overlap to an extent that satisfies eqn. 4.27, it is sufficient to take a look at the widths and
positions obtained by the three-state fit. The width of the folded population is directly
accessible at low GdmCl concentrations, where only F is present (σF = 0.059). The states
U and I have widths σI/U of roughly 0.1 and above. Considering that, at GdmCl concentra-
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Table 4.2: List of all parameters required to fit the pH 3.0 data set, a series of 16 sm-
FRET histograms combined with Trp fluorescence data. While the global variables
are unique, each local variable exists as a separate instance in each histogram.

Variable Type Number Describes Variable Name Value

Global 14 F-State µF(0) (0.85± 0.02)
αµF (0.047± 0.003) M−1

σF (0.0590± 0.001)

U-State σU(0) (0.120± 0.007)
ασU (0.002± 0.002) M−1

Fractional ∆GIF(0) (11.6± 0.5) kJ mol−1

Populations ∆mIF (13.2± 0.5) kJ mol−1 M−1

∆GUI(0) (10.6± 0.6) kJ mol−1

∆mUI (7.3± 0.5) kJ mol−1 M−1

Relative αUF (0.59± 0.01)
Brightness αIF (0.73± 0.08)

Trp Emission νF (30, 328± 6) cm−1

Maxima νI (29, 280± 30) cm−1

νU (28, 814± 7) cm−1

Local 64 Total Area Ntot

U-State µU see fig. 4.14

I-State µI see fig. 4.14
σI see fig. 4.14

tions of c < 1.2 M, the difference between µF and µI is less than 0.1, the two distributions
cannot be distinguished in a free fit even in theory, let alone in noisy histogram data.
The same holds true for the distinction between the I and U distributions at denaturant
concentrations of c > 1.5 M. (See fig. 4.14).

The problem of having to fit two Gaussian distributions to a data set in which the two
populations appear unimodal is overcome by reducing the number of free parameters of
the fit. For the F state, µF and σF are globally determined, meaning that the width and
the position of F are basically determined at low GdmCl concentrations where F is the
only population. The global coupling fixes σF at this value for all histograms and allows
µF only a slightly deviate from its initial value. Thus, both parameters are essentially
fixed in the transition region, where the F and I populations coexist. This reduces the
number of free, local parameters by two. The ratio between the two fractional populations
is a parameter which is not removed from the fit in a strict sense. However, the fit is
heavily biased towards a relation that also describes the Trp fluorescence data, reducing
the number of free parameters to three, thereby removing the over-parametrization in the
region where the F and I distributions overlap. The unfolded distribution is not quite as
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heavily restricted as F, and some ambiguity remains above c = 1.5 M, where the exchange
from I to U happens.

Figure 4.15: a) Free energies of F (closed circles) and U (open squares) confor-
mations, relative to I (grey triangles), plotted against the GdmCl activity. The free
energy differences are gained from the three-state fit, in which ∆GUI(0) and ∆GUF(0)
as well as the associated ∆m are global fit parameters. b) Resulting fractional pop-
ulations, calculated from the free energy differences above, according to Boltzmann
statistics (eqns. 4.18, 4.19 and 4.20). Conformations are marked with the same
symbols as in a).

4.3.3 Breakdown of the Two-State Model

In addition to the three-state fit, a two-state model without an intermediate state was
fitted to the data set (see fig. 4.11a). The F-state distribution was linearly constrained
in mean, µF, and width, σF, whereas the mean, µU, and the width, σF, of the U state
distribution were treated as local parameters. The populations of the two states F and U
were globally coupled via linear free energy relations. Like its three-state counterpart, the
two-state model had to simultaneously describe the Trp fluorescence data (see. fig. 4.13a).
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Table 4.3: Reported values for free energy differences in the absence of denaturant
∆G(0) and ∆m values, describing the free energy relation between folded, interme-
diate and unfolded conformation of RNase H at various pH values.

pH ∆G(0)/kJ mol−1 ∆m/kJ mol−1 M−1 Ref.

UF IF UI UF IF UI

3.0 (22.2± 0.8)a 11.6± 0.5 10.6± 0.6 (20.5± 0.7) 13.2± 0.5 7.3± 0.5 [245]

5.5 41.3 (26.5)a 14.8 8.8± 0.4b 1.9b 5.2b [195]

5.5 39.6± 1.5 (19.6± 2.7)a 20.0± 2.3 21.9± 0.8 (6.9± 1.7)a 15.0± 1.5 [246]

7.2 33± 5 (16± 5)a 17± 2 23± 1 (11± 1)a 12± 1 [247]

7.4 34± 3c – – 20± 2c – – [211]

7.4 – 17± 2d – – 12± 1d – [112]

a Values in parentheses were calculated from the two other reported parameters for comparison.
b These ∆m values are smaller because of the use of urea as denaturant instead of GdmCl.
c Obtained with a two-state model
d Parameters of the most compact unfolded state from a model assuming a continuum

of unfolded states.

Comparing the residuals of the two-state and the three-state model fits in fig. 4.13 leaves
no doubt which model describes the Trp fluorescence data better. The two-state model
exhibits systematic deviations from the data because one sigmoidal exchange is not suffi-
cient to describe the observed behavior. The three-state model, on the other hand, lacks
these systematic deviations. Its residuals scatter statistically around zero.

The two-state fit to the smFRET histograms is shown in fig. 4.11a together with the exper-
imental data. Even without plotting the residuals, the insufficiency of the two-state model
is obvious, especially in the concentration range between 1.15 M and 1.60 M GdmCl, the
region where the intermediate appears most prominently. In these histograms, molecules
are present at FRET efficiencies between those of F and U that the two-state fit is inca-
pable of capturing. The constraints placed on the fractional population by the inclusion of
Trp data into the joint fit leave the two-state model incapable of properly approximating
the smFRET data. By contrast, the three-state model gives an excellent, simultaneous
description of both data sets.

4.4 Discussion of the Free Energy Differences

To put the results of this work into context, table 4.3 is a compilation of the best fit pa-
rameters of the free energy differences, ∆G, and the corresponding ∆m values obtained at
pH 7.2 and pH 3.0 as well as literature data of those parameters measured by other groups.

The fit at pH 7.2 yielded ∆GUF(0) = (33± 5)kJ mol−1 and ∆mUF = (23± 1)kJ mol−1 M−1

for the F–U relationship. These results are the same within the error as the values of
∆GUF(0) = (34 ± 3) kJ mol−1 and ∆mUF = (20 ± 2) kJ mol−1 M−1, obtained from a two
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Figure 4.16: Fit of circular dichroism data
from a pH denaturation experiment by Dabora et
al. [130] with a Henderson-Hasselbalch equation.

state analysis of smFRET data measured previously in our lab at pH 7.4 [211]. In another
previous smFRET experiment at pH 7.4 [112], in an effort to describe the swelling of U,
the U state was described as a continuum of unfolded sub-states which exchange popula-
tion as the GdmCl concentration increases. Although a direct comparison is not feasible,
it should be remarked that the free energy difference between the F state and the most
compact non-folded state U′ is ∆GU′F(0) = (17 ± 2) kJ mol−1 and exhibits a GdmCl de-
pendency of ∆mU′F = (12± 1) kJ mol−1 M−1. This compact unfolded state is represented
by the intermediate state in this work, which behaves identically with respect to the folded
state: (∆GIF(0) = (16± 5) kJ mol−1 and ∆mIF = (11± 1) kJ mol−1 M−1).

Comparable studies in the groups of Marqusee [195] and Kanaya [246] were performed at pH
5.5, where RNase H appears to be ≈ 20% more stable than at pH 7.2 in denaturant free
conditions, with F being stabilized by a free energy difference of ∆GUF(0) ≈ 40 kJ mol−1

with respect to U (see table 4.3). The I state lies halfway in between F and U on the free
energy scale at all pH values (∆GUI(0) ≈ ∆GIF(0)).

At pH 3.0, the stability of the native conformation in the absence of denaturant is markedly
reduced and ∆GUF(0) as well as ∆GIF(0) drop to (22.2 ± 0.8) kJ mol−1 and (11.6 ±
0.5) kJ mol−1 respectively. ∆GIF(0) can be compared to pH denaturation data measured
by Dabora and Marqusee [130] in an experiment, in which RNase H was converted from the
folded into the intermediate form as a function of pH. The data were extracted from the
published figure by eye and fitted with a Henderson-Hasselbalch equation, a variant of the
law of mass action that describes protonation equilibria in dependence of pH [248]:

A+ = 1− A0 =
1

1 + 10n (pK−pH)
, (4.28)

where A+ and A0 are the fractional populations of the protonated and unprotonated
species, respectively. pK describes the transition midpoint and n is a cooperativity param-
eter, which is unity for single protonation equilibria and n > 1 for cooperative transitions
involving multiple protonations. The fit yields a transition midpoint of pK = (1.92± 0.03)
and a cooperativity parameter of n = (2.2±0.4) (see fig. 4.16). The free energy differences
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between F and I in the transition region can be extrapolated to arbitrary pH values using:

∆G(pH) =
RT

log(e)
n (pK− pH). (4.29)

At pH 3.0, eqn. 4.29 yields a free energy difference ∆GIF = (13.5± 2.5) kJ mol−1 between
F and I, a value that is equal within the error to ∆GIF(0) = (11.6 ± 0.5) kJ mol−1, the
value obtained via the smFRET experiments in this work.

The ∆mUF values of all measurements with GdmCl as denaturant is ≈ 22 kJ mol−1 M−1

regardless of pH, which indicates that the total change in solvent accessible surface area
does not depend on pH. These similar ∆m values, combined with the differences in free
energy at denaturant free conditions, indicate that the transition from F to U occurs at
different GdmCl concentration under different pH conditions (see. fig. 4.17). At pH 5.5,
RNase H is most stable: The transition out of the F state happens at a higher GdmCl
activity (Dt = 1.81 M) than at pH 3.0 and pH 7.2 and the I state is never populated more
strongly than 4% (fig. 4.17b). A different picture emerges at higher and lower pH values.
At pH 7.2, the I state is well developed and the transition point (Dt = 1.43 M) from F to
U is lower than at pH 5.5 (fig. 4.17c). At pH 3.0, the F → U transition is situated at an
even lower value of Dt ≈ 1.1 M and, in contrast to the data at the other pH values, the I
state becomes the dominant species in the interval of 0.87 M < D < 1.46 M (fig. 4.17a).

With regard to the ASA, the I state seems to be more similar to U at pH 3.0 than at higher
pH, as evidenced by the fact that ∆mUI at pH 3.0 is smaller than ∆mUI at pH 5.5 and 7.2
by almost a factor of two. As the experiment at pH 5.5 by Marqusee was performed with
the denaturant urea, the ∆m values of that experiment cannot be directly compared with
the experiment using GdmCl.

The presented results should also be compared to preceding single-molecule experiments
on RNase H, namely those of Cecconi et al. [196] and Kuzmenkina et al. [112,113]. Cecconi and
coworkers observed the force-induced unfolding and refolding of single RNase H molecules
immobilized between functionalized beads, one of them held by optical tweezers. Un-
der the influence of an external force, a single protein molecule was forced to unfold and
the subsequent refolding was then observed, while the force exerted on the molecule was
kept constant. However, force-induced folding experiments raise the question of biologi-
cal relevance [207,208], as the two attachment sites pose additional boundary conditions for
the folding process, which may not be present for freely diffusing molecules in solution.
Cecconi et al. estimated the Gibbs free energy difference between U and I with three
different methods as ∆GUI−1(0) = (17± 13) kJ mol−1, ∆GUI−2(0) = (17± 8) kJ mol−1 and
∆GUI−3(0) = (16±3) kJ mol−1 at a pH value of 7.0, which lie within the error of the result of
this work of ∆GUI(0) = (17.2±2) kJ mol−1, obtained at pH 7.2. Thus, this work shows that
at least the energy differences between the conformational states found by force-induced
unfolding correspond to those obtained by chemical denaturation experiments. While our
work did not allow the observation of individual molecules during the folding process as
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Figure 4.17: Fractional populations of F (solid lines), I (dashed lines) and U (dotted
lines) populations as a function of GdmCl activity. All graphs were calculated from
the ∆G(0) and ∆m values in table 4.3 with eqns. 4.18 to 4.20 a) Fractions from the
pH 3.0 measurement of this work. b) Fractions from the pH 5.5 measurement in the
group of Kanaya [246]. c) Fractions from the pH 7.2 measurement of this work.

in force-induced unfolding, the burst analysis method employed here yields much better
statistics, as it quickly probes thousands instead of tens of molecules.

Other notable single-molecule measurements on RNase H were done by Kuzmenkina et
al. [112,113] When fitted with a two-state model, the U state exhibited a strong, counterin-
tuitive broadening at intermediate GdmCl concentrations. They proposed a model with
a distribution of several distinct U substates. In this work, an additional state is added
to the binary picture of only folded and unfolded state. However, instead of dividing the
single unfolded state into a distribution of multiple unfolded states, only one intermedi-
ate state is included. Much like Kuzmenkina’s U-state continuum, the intermediate of this
work also shifts to lower FRET efficiencies as the denaturant concentration increases. Both
models offer an explanation for the seeming broadening of the U state in two-state models.
Thus, the data presented here offer an alternative model that also fits the earlier data of
Kuzmenkina, but is more in line with the three-state description of RNase H favored by
other groups.
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Future worthwhile studies on RNase H may include mutational studies, in which the fold-
ing intermediate of RNase H is stabilized or destabilized by specific point mutations similar
to the ensemble experiments by Spudich and Connell [197,198]. In contrast to the indirect
detection of the intermediate in these ensemble experiments, a single-molecule setup would
be able to directly observe changes of the population of the intermediate state in the sm-
FRET histograms. Furthermore, RNase H mutants in which the two attachment sites for
fluorescent dyes are moved to different locations would be of great interest.

A particular mutant with dye attachment sites at positions at the beginning and the end
of the protein core comes to mind directly. The FRET efficiency of a dye pair of such a
mutant would mainly be sensitive to the folding and unfolding of the inner core part of the
protein, that is the part of the protein which, according to current knowledge, constitutes
the intermediate state. A mutant of this kind, thus, could allow the direct observation
of the U–I transition and could confirm the assignment of the intermediate state to the
protein core.
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Chapter 5

Summary

Single molecule FRET has been established as a mature experimental technique in the bio-
physical toolkit. It might be surprising to find that most studies with this technique are
performed on two-state folders, where the only distinction is between folded and unfolded
conformations. As yet, smFRET experiments have not generally dealt with more than two
states (the notable exception being the work of Slaughter et al. [249]). This may be due to
the overlap of the broad FRET distributions, for which, despite intense efforts [116,121,229–242],
no conclusive explanation has been found. This overlap obscures different populations and
the finer structure of the histogram in general.

FRET studies were performed on freely diffusing RNase H molecules at pH 7.2. The
application of ALEX and PIE illumination and detection schemes allowed the accumula-
tion of donor-only free smFRET data with excellent statistics. However, even with good
statistics, a straightforward three-component fit only yielded ambiguous results, a situa-
tion that could only be remedied by imposing physically sensible global restrictions on the
means and widths of the F and the U state, as well as coupling the fractional populations
of all states by linear free energy relationships. With these carefully chosen measures in
place, however, not only is the evidence for I clear, the intermediate can also be observed
and characterized. The approach of coupling the fractional populations in one global fit
yielded free energy differences between the populations F, I and U over the whole spectrum
of GdmCl concentrations, which fit well into the picture established by previous experi-
ments [112,113,195,211,246]. The direct observation of an intermediate with a single molecule
technique such as smFRET validated the preceding bulk studies that hinted at the ex-
istence of an intermediate state. It provides direct proof of the existence of the folding
intermediate of RNase H on a fundamental level.

To make an even stronger case for the existence of the intermediate state, further smFRET
experiments were performed at pH 3, where the intermediate state is expected to be more
stable than at pH 7.2. However, the pH 3.0 histograms revealed heavy overlap between
the distributions of all three conformations, making a straightforward fit impossible. Trp
fluorescence was introduced as an additional reporter of the protein conformation. The
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distinct data sets of smFRET data and Trp fluorescence were joined via the global coupling
of the fractional populations and the fit was done globally to both data sets simultaneously.
While a two-state model did accommodate the smFRET data or the Trp fluorescence data
reasonably well individually, the attempt to fit the combined data sets simultaneously ut-
terly failed. This failure further underlines the necessity of an intermediate state for the
interpretation of folding experiments of RNase H.

This, to my knowledge, novel technique of using ensemble Trp fluorescence data to aid
in the interpretation of a single molecule experiment may be widely applicable for sm-
FRET studies. The principle of coupling ensemble and single-molecule data in one global
analysis may well be extended beyond just Trp fluorescence to include other ensemble tech-
niques such as circular dichroism spectroscopy, IR spectroscopy or NMR methods. With
the ever increasing number of single-molecule experiments, bolstering the ability to distin-
guish between coexistent conformations in these kinds of experiments will hopefully find
applications in future studies.
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molekularen Übergangs von Elektronenanregungsenergie. Z. Naturforsch. A, 4, 321.

[174] Stryer, L. and Haugland, R. P. (1967) Energy transfer: a spectroscopic ruler. Proc.
Natl. Acad. Sci. USA, 58, 719–726.

[175] dos Remedios, C.G. and Moens, P.D.J. (1995) Fluorescence Resonance Energy Trans-
fer Spectroscopy Is a Reliable ”Ruler” for Measuring Structural Changes in Proteins
Dispelling the Problem of the Unknown Orientation Factor. J. Struct. Biol , 115,
175–185.

[176] Van der Meer, B.W. (2002) Kappa-squared: from nuisance to new sense. Rev. Mol.
Biotechnol., 82, 181–196.

[177] VanBeek, D.B., Zwier, M.C., Shorb, J.M., and Krueger, B.P. (2007) Fretting about
FRET: correlation between κ and R. Biophys. J., 92, 4168–4178.

[178] Sindbert, S., Kalinin, S., Nguyen, H., Kienzler, A., Clima, L., Bannwarth, W., Appel,
B., Müller, S., and Seidel, C.A.M. (2011) Accurate Distance Determination of Nucleic
Acids via Förster Resonance Energy Transfer: Implications of Dye Linker Length and
Rigidity. J. Am. Chem. Soc., 133, 2463–2480.
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[212] Heyes, C.D., Groll, J., Möller, M., and Nienhaus, G.U. (2007) Synthesis, patterning
and applications of star-shaped poly (ethylene glycol) biofunctionalized surfaces. Mol.
BioSyst., 3, 419–430.

[213] Mills, A. (1997) Optical oxygen sensors. Platinum Met. Rev., 41, 115–126.

[214] Williams, A.T.R., Winfield, S.A., and Miller, J.N. (1983) Relative fluorescence quan-
tum yields using a computer-controlled luminescence spectrometer. Analyst , 108,
1067–1071.

[215] Levenberg, K. (1944) A method for the solution of certain nonlinear problems in
least squares. Quart. Appl. Math, 2, 164–168.

[216] Marquardt, D.W. (1963) An algorithm for least-squares estimation of nonlinear pa-
rameters. J. Soc. Ind. Appl. Math., 11, 431–441.

[217] Conn, A.R., Gould, N.I.M., and Toint, P.L. (2000) Trust-Region Methods . Society
for Industrial and Applied Mathematics, Philadelphia, PA, USA.

[218] Bates, D.M. and Watts, D.G. (2007) Nonlinear regression analysis and its applica-
tions . Wiley series in probability and statistics. Probability and statistics section,
John Wiley & Sons.
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Rieger R., Röcker C. and Nienhaus G.U. (2005) Fluctuation correlation spectroscopy for
the advanced physics laboratory. Am. J. Phys., 73, 1129-1134

Rieger R., Kobitski A., Sielaff H. and Nienhaus G.U. (2011) Evidence of a Folding Interme-
diate in RNase H from Single-Molecule FRET Experiments. ChemPhysChem, 12, 627-633

Rieger R. and Nienhaus G.U. (2011) A Combined Single-molecule FRET and Tryptophan
Fluorescence Study of RNase H Folding under Acidic Conditions. Chem. Phys., 396, 3-9

126



Curriculum Vitae

Persönliche Daten

Name Robert Frank Rieger

Geburtsdaten 13.10.1979 in Stuttgart – Bad Cannstatt

Nationalität Deutsch

Ausbildung

06/2006 – 05/2011 Dissertation in Biophysik an der Universität Ulm und ab 10/2009
am Karlsruher Institut für Technologie (KIT)

10/1999 – 05/2006 Studium der Physik an der Universität Ulm, Diplomarbeit:
”Schneller Flüssigkeitsmischer für kinetische Experimente an
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