Forschungsberichte aus dem
Institut fiir Nachrichtentechnik des "‘
Karlsruher Instituts fiir Technologie

Jens Elsner

B Interference Mitigation
in Frequency Hopping
Ad Hoc Networks

Band 29



Copyright: Institut fir Nachrichtentechnik (CEL)

Karlsruher Institut fir Technologie (KIT)
2012

Druck: Druckcooperative
Steinstral3e 23
76133 Karlsruhe

ISSN: 1433-3821



Forschungsberichte aus dem Institut flr Nachrichtentecimik

Band 1

Band 2

Band 3

Band 4

Band 5

Band 6

Band 7

Band 8

Band 9

Band 10

des Karlsruher Instituts fir Technologie
Herausgeber: Prof. Dr. rer. nat. Friedrich Jondral

Marcel Kohl

Simulationsmodelle fur die Bewertung von
Satellitentibertragungsstrecken im

20/30 GHz Bereich

Christoph Delfs

Zeit-Frequenz-Signalanalyse: Lineare und
guadratische Verfahren sowie vergleichende
Untersuchungen zur Klassifikation von Klaviertonen

Gunnar Wetzker
Maximum-Likelihood Akquisition von Direct
Sequence Spread-Spectrum Signalen

Anne Wiesler
Parametergesteuertes Software Radio
fir Mobilfunksysteme

Karl Lutjen
Systeme und Verfahren fir strukturelle
Musteranalysen mit Produktionsnetzen

Ralf Machauer
Multicode-Detektion im UMTS

Gunther M. A. Sessler
Schnell konvergierender Polynomial Expansion
Multiuser Detektor mit niedriger Komplexit &t

Henrik Schober
Breitbandige OFDM Funklbertragung bei
hohen Teilnehmergeschwindigkeiten

Arnd-Ragnar Rhiemeier
Modulares Software Defined Radio

Mustafa Mengi@ner
Air Interface Identification for
Software Radio Systems



Forschungsberichte aus dem Institut fir Nachrichtentecimik
des Karlsruher Instituts fir Technologie
Herausgeber: Prof. Dr. rer. nat. Friedrich Jondral

Band 11 Fatih Capar
Dynamische Spektrumverwaltung und
elektronische Echtzeitvermarktung von
Funkspektren in Hotspotnetzen

Band 12 lhan Martoyo
Frequency Domain Equalization in CDMA Detection

Band 13 Timo Weil3
OFDM-basiertes Spectrum Pooling

Band 14  Wojciech Kuropatwihski-Kaiser
MIMO-Demonstrator basierend
auf GSM-Komponenten

Band 15 Piotr Rykaczewski
Quadraturempfanger fur Software Defined Radios:
Kompensation von Gleichlauffehlern

Band 16 Michael Eisenacher
Optimierung von Ultra-Wideband-Signalen (UWB)

Band 17 Clemens Klock
Auction-based Medium Access Control

Band 18 Martin Henkel
Architektur eines DRM-Empf angers
und Basisbandalgorithmen zur Frequenzakquisition
und Kanalschatzung

Band 19  Stefan Edinger
Mehrtr agerverfahren mit dynamisch-adaptiver
Modulation zur unterbrechungsfreien
Datenibertragung in Storfallen

Band 20 \olker Blaschke
Multiband Cognitive Radio-Systeme

Vi



Forschungsberichte aus dem Institut flr Nachrichtentecimik

Band 21

Band 22

Band 23

Band 24

Band 25

Band 26

Band 27

Band 28

Band 29

des Karlsruher Instituts fir Technologie
Herausgeber: Prof. Dr. rer. nat. Friedrich Jondral

Ulrich Berthold
Dynamic Spectrum Access using OFDM-based
Overlay Systems

Sinja Brandes
Suppression of Mutual Interference in
OFDM-based Overlay Systems

Christian Korner
Cognitive Radio — Kanalsegmentierung und
Schatzung von Periodizitaten

Tobias Renk
Cooperative Communications: Network Design and
Incremental Relaying

Dennis Burgkhardt
Dynamische Reallokation von spektralen Ressourcen
in einem hierarchischen Auktionssystem

Stefan Nagel
Portable Waveform Development for
Software Defined Radios

Hanns-Ulrich Dehner
Interferenzuntersuchungen far inkoharente
Multiband Ultra-Breitband (UWB) Ubertragung

Maximilian Hauske
Signalverarbeitung flr optoelektronische Sensoren

Jens Elsner
Interference Mitigation in
Frequency Hopping Ad Hoc Networks

Vi






Vorwort des
Herausgebers

Der Erfolg offentlicher Mobilfunknetze basiert darauss die Endgerate ein-
fach sind und kostengiinstig hergestellt werden kdnnem.Hdnk dient hier
der Anbindung an das Festnetz, welches die Organisatiobdsamtsystems
Ubernimmt. Funkgerate in zellularen Netzen kommunéiemit einer Basis-
station, inWireless Local Area Network®LANs) mit einemAccess Point
Die Basisstationen oder die Access Points steuern das yateks.

In Netzen ohne Infrastruktur muss die Organisation notigardieise Uber
Funk erfolgen. Es handelt sich um selbstorganisierendeantidoc Netzwer-
ke. Typische Beispiele sind drahtlose Sensornetzwerk&wéeke, die von
Hilfs- und Rettungsorganisationen (Rotes Kreuz, PoliZeghnisches Hilfs-
werk) im Einsatz benutzt werden oder auch der taktische penfunk. Ad-
hoc Netzen werden, wie Zellen in einem zellularen Netz, kankle zuge-
wiesen, auf denen sie ilbertragen diirfen. Diertragungen werden, zumin-
dest zum Teil, vom Sender Uber mehrere Teilnehmer zum &ngefi transpor-
tiert (Multi Hop), d.h. es wird nach dem Relaisprinzip gesitét. Da ad-hoc
Netze weitverzweigt sein kdnnen, kommen naturlich Fragach der maxi-



mal moglichen Teilnehmerzanhl, die hier nicht behandettiyiund nach der
Zuordnung der Kanale zu dedbertragungsstrecken auf. Diese Zuordnung
muss so vorgenommen werden, dass innerhalb des Netzesdajtiehmat grofle
Ubertragungskapazitat, gemessen z.B. in Bit pro Sekutelez und Quadrat-
meter, zur Verfugung steht. Das Dilemma fir den Nacheiotechniker besteht
nun darin, dass Netze informationstheoretisch nicht siihdgh untersucht
sind wie Punkt-zu-Punkt-Verbindungen (Shannontheorie).

Die Dissertationinterference Mitigation in Frequency Hopping Ad Hoc Net-
worksvon Jens Peter Nils Elsner liefert einen interessanterrd@ptur Ka-
nalnutzung in ad-hoc Netzen, den der Autor im Jahr 2011, geam mit
Ralph Tanbourgi, zum Patent angemeldet hat. Dabei geht eie&i@rganisa-
tion grofl3er ad-hoc Netzwerke beziiglich des Mediumzwgyiidie angebotene
Losung besteht in der Nutzung ditilti-Level Locally Orthogona{MLLO)
Frequency HoppingFH) mit Parallel RendezvouBrotokoll. Obwohl die vor-
liegende Arbeit in weiten Teilen theorieorientiert isfyadiwesentliche Ergeb-
nisse bereits in eine auf europaischer Ebene laufendeéeStid Simulatoren
fur kunftige Cognitive Radio Netzwerke bereitstellerrdyieingeflossen.

Das in der Arbeit vorgeschlagene Prinzip des MLLO-FH istieifiechnik und
Wissenschaft vollstandig neuer Ansatz zur Interferemmmierung in ad-hoc
Netzwerken. Die Leistung von Jens Elsner liegt nicht nuran Entwicklung
des Prinzips sondern insbesondere auch in dessen thebegiBurchdringung,
im Nachweis seiner Leistungsfahigkeit und in der Einbuingdes Ansatzes in
die Anwendung.

Karlsruhe, im Dezember 2012

Friedrich Jondral

IHierzu gibt der AufsatZhe Capacity of Wireless Networken P. Gupta und P. KumaiEEE
Transactions on Information Theory, vol. 46, 2000, pp. @88-Antworten.
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Zusammenfassung

Funkgerate bieten heutzutage eine hohe Flexibilitatbd vor wenigen Jahren
noch nicht technisch moglich war. Die Signalverarbeitimgunkgeraten vor
und nach der Analog-Digital-Wandlung kann nach den untar Begriff Soft-
ware Defined Radiausammengefassten Techniken extrem flexibel gestaltet
werden und erlaubt es, verschiedene Funkstandards iriedsnen Frequenz-
bereichen mit dem gleichen Gerat zu implementieren. Igé-dieser Entwick-
lung sind Architekturen entstanden, die eine grofRe Baritgbneéhlbarer Mit-
tenfrequenzen, zum Teil Uber mehrere GHz im UHF-Berei@teh.

Diese Bandbreitenflexibilitat wird bisher in existieremdFunkprotokollen nur
in geringem Mal3e ausgenutzt. Besonders in robusten ad haerNelie eine

selbstorganisierende Kommunikation zwischen vielen tdétehmern ermog-
lichen sollen, kann diese Flexibilitat groRe Vorteiletbie Dies gilt insbeson-
dere dann, wenn die ad hoc Netze in einer Funkumgebung lbetrieerden,
die durch Storungen und andere Systeme gepragt ist. Imd-dieser Arbeit

stehen Techniken zur Interferenzreduktion und zur Eraghoher Robustheit
der Datenuibertragung in solchen Funknetzen. Zu diesentiZwerden zwei

bekannte Ansatze angepasst, kombiniert und analysieldp#ve Frequenz-
sprungverfahren und mehrkanaliger Medienzugriff.
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Die Leistungsfahigkeit adaptiver Frequenzsprungvesefalvird zunachst mit
einem Interferenzmodell beschrieben, welches auf Methddestochastischen
Geometrie basiert. Hierbei lassen sich interne Interferdrh. Selbstinterfe-
renz des Netzes durch raumliche Frequenzwiederbenutandgxterne Inter-
ferenz, also der Einfluss von anderen Systemen und Stanetierscheiden. In-
terne Interferenz kann durch ein lokal orthogonales Fregsgrungverfahren
begrenzt werden, wahrend der Einfluss externer Interfedeinch die Anpas-
sung der Kanalnutzungswahrscheinlichkeiten verringertien kann.

Der Einfluss interner Interferenz auf das Netz wird in dediggenden Ar-
beit bezuglich der Ausfallwahrscheinlichkeit einer é@gentativen Punkt-zu-
Punkt-Verbindung bei fester Datenrate analytisch und kitwcharakterisiert.
Zur Reduzierung des Einflusses interner Interferenz kaniadealzugriff so
organisiert werden, dass benachbatbertragungen moglichst in verschiede-
nen Kanalen stattfinden. In Frequenzsprungnetzen istidfessatz aquivalent
zur Wahl lokal orthogonaler Sprungsequenzen. Die so drbaie mittlere Ver-
besserung ist bedeutend und wird im stochastischen ModstHrieben. Um
diese Verbesserung in konkreten Netzen tatsachlich sickian, wird ein lo-
kal orthogonales Mehrebenenfrequenzsprungverfahreiralerbesserter An-
satz zur Minimierung interner Interferenz vorgestelltegss lokal orthogona-
le Mehrebenensprungverfahren basiert auf einem verigBm@aphenfarbungs-
algorithmus und ist damit fur ad hoc Netze besonders geeign

In einem zweiten Teil wird der Einfluss externer Interferend Frequenz-
sprungverfahren im gleichen Systemmodell beschriebenMinderung der
Storeinflusse bietet sich hier ein auf die Kanalquaitéabgestimmtes adapti-
ves Frequenzsprungverfahren an. Bei gegebener Storumgetird die Lei-
stungsfahigkeit des optimalen adaptiven Verhaltens;hes genaue Kenntnis
der Storparameter voraussetzt, mit verschiedenen satelph Verfahren ver-
glichen. Ein wesentliches Ergebnis ist, dass harte Aditftj\also der Aus-
schluss von Kanalen aus der Sprungsequenz, wie er in \Retgokollen einge-
setzt wird, in den meisten relevanten Fallen Durchsatteeres erreichbaren
Optimums erzielen kann.

Der letzte Teil der Dissertation widmet sich der Organ@ates Medienzugrif-
fes in frequenzspringenden Mehrkanalnetzen. Besondgnetesich hier die
Klasse deParallel Rendezvoubehrkanalmedienzugriffsprotokolle. Externe
und interne Interferenz werden aus Sicht des Medienzegrifiit Hilfe eines
Markov-Modells analysiert. Zur Reduzierung des Einflussderner Interfe-
renz wird Interferenzvermeidung auf der Protokollebene Medienzugriffes

Xiv



diskutiert. Auch hier erweist sich, dass Interferenzvedmeg hohe Durchsatz-
gewinne gegeniber einem nicht-adaptiven Protokoll biété zunehmender
Teilnehmeranzahl und Netzwerkdurchsatz nimmt diesetivel&ewinn aller-
dings ab. Das neu eingefuihrte Mehrebenenfrequenzspetfagven wird eben-
falls auf der Medienzugriffsschicht evaluiert. Gegentibekannten Verfahren
bietet es einen Durchsatzgewinn und groRere Fairness d&ibindungsauf-
bau durch Verminderung der internen Interferenz.
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Abstract

Radio systems today exhibit a degree of flexibility that wakaard of only

a few years ago. Signal processing in radio systems befaafter digital-

to-analog conversion can be kept very flexible wabftware Defined Radio
techniques. This offers the possibility to implement difiet communication
standards in the same radio system, servicing differequ&ecy bands. Soft-
ware Defined Radio architectures have emerged that are@bkrtice large

swathes of spectrum, covering up to several GHz in the UHfan

This bandwidth flexibility is not yet used to the fullest extén existing com-

munication standards. Especially in robust ad hoc netwonltsch target

self-organizing communications between many network s@ehel operate un-
der adverse spectrum conditions, such flexibility offeraddiés. The focus

of this work is techniques to mitigate interference and tpriove the robust-
ness of communication in such networks. To this end, two knapproaches
are adapted, combined and analyzed: adaptive frequengjrtgopnd multi-

channel medium access.

First, the performance of adaptive frequency hopping isyaed with the help
of an interference model that is based on stochastic gegpni@tre can differ-
entiate between internal interference and external ieterfce. Internal inter-
ference is self-interference of the network due to spagialse of frequencies,
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while external interference is interference caused byratbmmunication sys-
tems and jammers. Internal interference can be reduced fdyiag locally
orthogonal frequency hopping, while the effects of extkimarference can be
mitigated by adapting the probabilities of channel use.

The influence of internal interference on the network is abtarized analyti-
cally and with the help of numerical simulations in termsloé butage proba-
bility of a point-to-point reference link at a given datagaffo reduce the in-
fluence of internal interference, the channel access cangamiaed in such a
way that concurrent neighboring transmissions take pladéfierent channels.
In frequency hopping networks, this corresponds to chapsithogonal hop-
ping sequences. The significant average gain is descriliththulie stochastic
model. To actually achieve the gain within a concrete nétwarulti-level
locally orthogonal hopping is introduced as an improvedhoeétto minimize
internal interference. It turns out that multi-level ldgabrthogonal hopping,
which is based on a distributed graph coloring algorithresisecially suitable
for ad hoc networks.

In a second part, the influence of external interference equigncy hopping
networks is described within the same system model. To atéigxternal in-
terference, the frequency hopping probabilities are adhjot the channel qual-
ities. Within a given interference environment, the opliedaptive behavior,
which requires exact knowledge of the interference, is canegh to different
suboptimal approaches. An important result is that hargtadty, i.e., the ex-
clusion of severely disturbed channels from the hoppingeege, can achieve
close to optimal performance in many relevant cases.

The final part of the dissertation is concerned with the oigion of medium

access in frequency hopping multi-channel networks. Tagsabfparallel ren-

dezvousprotocols is found to be particularly suitable. Externadl amternal

interference are analyzed from the view point of the mediaoeas layer with
a Markov traffic model. To reduce the influence of externatrifgrence, in-
terference avoidance on the medium access control layesdasbed. With in-
creasing number of nodes and increasing network througtipsitelative gain,
however, decreases. The introduced multi-level localpagonal hopping
scheme is also evaluated on the medium access layer. Itfitb@oenpared to
traditional approaches are increased throughput and tiaktdairness and are
achieved by reducing internal interference.
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1

Introduction

Wireless communication technology has evolved rapidipé@last two decades
and is still developing at a fast pace. Driver of this devaiept is the need
for high-speed internet access infrastructure-based cellular communication
networksand wireless local area networksThere are structural differences
between those infrastructure network applications an@gmvireless ad hoc
networks that are the focus of this thesis; these differenoe described in the
following.

Currently, 3GPP Long Term Evolution (LTE) [7] is being depdal in Germany
and other countries as the next standard for cellular conations. LTE
makes flexible use of frequency bands and operates with Getidwof up to
20 MHz in all bands assigned to mobile network operators. ém@any, these
bands are located around 900 MHz, 1800 MHz and 2.2 GHz. De#s.o&up to
several dozen megabit per second are supported. Wireleslsaleea networks
(WLANS) today are based on the IEEE 802.11 family of stanslamd have
reached their fourth major generation [8]. Operating mainlthe 2.4 GHz
industrial, medical and scientific (ISM) and 5 GHz bands atM{r bandwidth
and with relatively low power, they achieve maximum dat&sah the order

This work contains material from prior conference and jalipublications|[146], ©2010 - 2012
IEEE. Reprinted, with permission. Specifically, Chaples Based on [1+3], Chapfér 3 oni[4, 5]
and Chaptel4 contains material fram [6].



1 Introduction

of hundreds of megabit per second. LTE employs centralizeddination
of resources, a defining feature of cellular communicatiombe decisions
on how to best serve the users are made by the base statioday, TREE
802.11 is mostly used in the same cellular-like manner, whisupported by
its infrastructure mode. Each 802.11 network operates inglesfrequency
channel; this channel is determined by the base station.

Hierarchical network topologies with centralized res@uassignment and sin-
gle channel operation are key features found in today’sl@sseecommunica-
tion standards that find application in consumer produatsohtrastwireless
ad hoc networkéave a flat hierarchy and need to employ distributed resource
allocation. Such networks have received much researchtiatte but this re-
search has, until now, resulted in only a small number of pctsior applica-
tions. The reasons are obvious: Wireless networks are tosky primarily as
access networks to the internet; flat or locally¥laierarchies that exchange
information between all nodes are common only in certaifiegions. Three
areas of potential application stand out: Military comnuation networks, au-
tomotive networks, and wireless sensor networks.

For sensor networks and short range communication, sodoalteless per-
sonal area networkdEEE provides the 802.15.Bluetooth [9] and 802.15.4
(ZigBeeand others)/[10] families of standards, which mainly tardpet 2.4
GHz bands. While the first releases of Bluetooth featuregufeacy hopping
channel access, the type of systems that will be consideréuki following
chapters, later releases rely on an IEEE 802.11 sublayeciiitdte high data
rates. In this thesis, the focus lies on the properties ofless ad hoc net-
works with a high number of users and channels, similar tovokts 802.15.1
and 802.15.4 can create on a small scale. Following the teeselopment of
spectrally very flexible wireless transceivers, netwonlesiavestigated, where
each node

* has alarge tuning bandwidth,

« employs frequency hopping (FH) code division multipleessc(CDMA)
to increase robustness, and

* is able to coordinate transmissions over multiple channel

2Thead hoc modelefined by 802.11 is rarely used and limited to a single cHaamevell.
3In locally flat topologies, one or more nodes might serve astaveay node to a backbone
network and hence attract more traffic than other nodes.



1.1 Wireless Ad Hoc Networks

These characteristics lend themselves especially tocgtiglhs in military com-
munications and robust sensor networks. A combinationegfifency hopping
and multi-channel medium access is a good choice for robnge Iscale ad
hoc networks.

1.1 Wireless Ad Hoc Networks

A wireless ad hoc network is a collection of nodes that carherge data
wirelessly with each other. Its defining trait is the abseata predefined
communication schedule and topology: Every node can, icjpie, send data
to any other node, possibly over multiple hops, resultinthenmost complex
wireless network. Self-organization is necessary to séhametwork and to
adapt to changing network conditions.

The concept of a self-organizing network with a multitudenofies is intrigu-
ing from both an application and a research perspectiveidéeeis that nodes
with arbitrary positions, which need to operate in harsitspen environments,
create a network with a self-organizing topology and, iretefently, are able
to exchange information while pursuing an "optimal” datterarhis concept
offers the fascinating possibility of being connected at time, even without
a centralized infrastructure. From a theoretical per$peotireless networks
— as opposed to the point-to-point link that has been weltrilesd by Shan-
non [11] — are not yet well understood. Giving a good char&zton of the

performance and the performance limits of this most gengpa of wireless
network is to information theory what a "theory of everytiins to physics?

1.1.1 Channelization and Frequency Hopping:
Theoretical and practical aspects

Information-theoretic motivation

From a theoretical point of view, there are two main reasonsrtit the trans-
mission bandwidth and subdivide available bandwidth imtarmels when mul-

4As in the case of physics, an open question is whether sucherajeheory exists or — if it
indeed does exist — will be useful in practice. Without a dpllowever, wireless ad hoc
networks constitute the most complex type of wireless syste
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tiple links share the same spectrum:

« A decreasing gap to capacity at low signal-to-noise rat®$Rs) and,
more importantly,

« the possibility to reduce the influence of co-channel fietemce, i.e.,
interference between neighboring channels, via filtering frequency
planning.

Consider the well-known formula by Shannon for the posséibter-free trans-
mission data rat€ across a band-limited channel under the influence of addi-
tive white Gaussian noisg [11]

P
= Bl 1+ — 1.1
c—slog 1+ 5) CEY
with channel bandwidtiB, signal power at the receivé? and (one-sided)
noise power densitilg. The first observation is that for unlimited bandwidth,
limp ,C = - log, e < «: Even with unlimited bandwidth, the capacity does
not increase without bounds.

For a given bandwidth and signal power, and hence a certgiralsto-noise
ratio SNRy = %, we are interested in what fractiah of the bandwidth is
needed to support a certain data rdte- y)C < C. The term 1- y is then the
fractional relative capacity angC the gap to capacity. As it turns out-1ly is
independent of the actual bandwidth and can be written as

log, (1+{ 'SNRy)
log, (1+ SNRy)

1-y={¢ (1.2)

The relationship between-1y and( for different SNR) values is shown in Fig.
[L7. It can be observed that, for SHIR> c, capacity is linear in bandwidth. At
low SNR values, e.g., for SNR= —3dB giving up a fraction of bandwidth
does not decrease capacity as much. Communication systemngansmit
data over longer distances have to deal with low to medium $biRlitions
and operate their links in a power-limited regime. It follwhat, in order
to ensure efficient use of spectrum in a network of such systepiitting up
the available operating spectrum via channelization léadsigher aggregate
(sum) capacity. This is shown in the right hand side of [Eidl fbr a simple
example, assuming equivalent SNRR each link. The aggregate capacity in-
creases with the number of channklswhile the individual channel capacity
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Figure 1.1: On the left hand side: Fractional bandwigitrersus fractional rel-
ative capacity 1- y for various SNR. On the right hand side: Ag-
gregate capacity per bandwidth of all channels (rising) sindle
channel capacity per bandwidth (falling) versus numbertafne
nelsM for various SNR.

naturally decreases. Again, note that for lower $NiRcreasing the number
of channels does not significantly decrease the individo@ahnel capacity.

In a network, where multiple transmissions are carried aucarrently and
spatial re-use of frequencies is employed, the wanted lsigoae node creates
interference at another. The arising non-trivial tradgsefween wanted signal
power and interference depends heavily on the network gegraed traffic
pattern. Quantifying this trade-off under sensible addil assumptions and
evaluating ways to minimize interference is the subjechi® thesis.

Both aspects, efficient use of spectrum and interferenddawoe, motivate re-
search into multi-channel, frequency hopping ad hoc néksdrhere is much
to be gained by bandlimiting transmissions, so that anytmalovireless ad
hoc network covering larger areas should have a frequemisiah multiple
access (FDMA) component.
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Figure 1.2: Trade-offs in radio frequency (RF) design: Tiked@sign hexagon
[12, p. 5]

High frequency engineering issues: In-band versus out-band

As seen, in certain situations it is not beneficial even frotihemretical view-
point to use high bandwidth in point-to-point links that gu&t of a greater
communication network. Other important factors in favotafer bandwidth

are the implementation and design costs of high frequencgith at each
terminal. In high frequency circuit design, several typicade-offs exist. All

of the quantities shown in Fi§._1.2 can be directly or indiretraded against
each other to some extent. Well known trade-offs are the/lgamawidth trade-
off encountered in amplifiers and the noise/bandwidth t@ifien signal pro-
cessing due to thermal noise.

Fig. [1.3 shows a power consumption/frequency/bandwidithetroff example
in the receiver of an integrated state-of-the-art low po@BIOS transceiver
[13] for software-defined radio (SDR) applications. It igable of servicing
a frequency range from 100 MHz to 6 GHz with a noise figure ofdBYat
100 MHz) to 7 dB (at 6 GHz). The transceiver chip provides sasandwidth
modes and, as such, is capable of being compliant to allasteurrent wire-
less standards such as LTE and WLAMs shown in Fig.[I13, increasing
channel bandwidth or carrier frequency leads to higher peaesumption of
the receiver: In CMOS circuits the dynamic power consumptiepends lin-
early on their switching frequency. Higher channel bandigdalso lead to
higher necessary data rates after A/D conversion, thugasarg power con-
sumption throughout the processing chain.

5Seel[1B, Tab. 1, p. 2802] for a full list of target applicaon
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Figure 1.3: Power/frequency/channel bandwidth tradéadfie receiver chain
of a state-of-the-art SDR transceiver|[13]

Smaller channel bandwidth is also beneficial to decreaseeptibility to in-
terference. If communication links are subject to intexfere from external
sources, e.g., emissions of other communication systedwiberate jamming
attempts, a higher channel bandwidth increases the vdditigrdo such inter-
ference. Out-of-band interference can be easily reducied) @malog filters,
while in-band interference has a direct influence on theaigminterference
ratio. It can only marginally be mitigatédy signal processing in the digital
domain.

Current SDR hardware

Fig. [1.4 shows the operating bandwidth of tactical commation systems
available or under development todafepending on the design, the channel

6The bottleneck is the dynamic range offered by the A/D caever

"Technical specifications are taken from publicly availgmeduct notes and press releases by
Rohde und Schwar®RksS), Thales Groupand Ultra Electronics All information is provided
without liability and for illustrative purposes only. Trawharks mentioned are the property
of their respective ownersStreitkraftegemeinsame verbundfahige Funkgeratattang(SV-
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Figure 1.4: Operating bandwidth of state-of-the-art tadticommunication
systems in the VHF, UHF and SHF bands

bandwidth of the listed communication systems can be asas&MHz, while
still providing appropriate co-site filtering. In light ofi¢ very spectrum agile
radio frequency hardware available or under developmemhfiitary commu-
nications and even in the low-cost SDR segriefrequency hopping can be
potentially applied very effectively. Today’s hardwareeasily service large
swathes of the VHF, UHF and SHF spectrum. If the hardware@tppacket-
based (slow) frequency hopping, huge frequency diversityle achieved by
spreading the transmission over hundreds of megahertz.

The operating (tuning) bandwidth of a node can exceed thesy&adio fre-
guency) bandwidth by orders of magnitude. In, for exampte]evision band
overlay network the operating bandwidth is between 400 Mhtz 800 MHz,
while the system bandwidth is equivalent to the TV channeteadth, 8 MHz.
The capacity of wireless ad hoc networks can be significamtkeased by mak-
ing use of these additional degrees of freedom availableguiency-agile (and
hence multi-channel) ad hoc networks to mitigate interfeee

FuA) is the German national SDR program, currently undeeld@ment by RS and various
other companies.

8See for the example theniversal Software Radio Periphergbroduct line ofEttus Research
LLC [14] that offers high frequency front-ends tunable over deniange of frequencies, from
DC to 5 GHz.
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Shared spectrum and overlay networks

Another aspect, especially relevant in overlay networkthé minimization of
interference to a primary spectrum user.

In overlay networks, devices using different transmisstandards share the
spectrum. Due to the limited amount of spectrum availablk @amultitude
of new wireless applications, spectrum sharing is on thes gspecially in the
UHF bands. A common requirement for secondary users is taremaini-
mum interference with primary users. gkimary spectrum uses a spectrum
user that has prioritized access, as, e.g., mandated bylatey agency, and
must not be interfered with. If the primary user charactessare known, e.g.,
through additional information collected and stored intatdase [15], the great
flexibility of today’s hardware makes it possible to minimithe impact of spec-
trum sharing on the primary users. Such concepts are beiplginented and
monitored today in the United States of America by the Fddesamnmunica-
tions Commission’s White Space Database Administrati@h [Ihe prioritiza-
tion of spectrum access is, however, not the focus of thikwlarthe following
chapters we are only concerned with minimizing the impaatiefrference on
our own network

1.1.2 Multi-channel MAC operation

Wireless networks with a high number of nodes that are seattever a large
area necessarily require a multi-channel medium accessotMAC) archi-
tecture, as data transmission of many nodes in a single ehanan obvious
bottleneck for performance. Multi-channel MAC protocdisit organize the
medium access across multiple channels are more complesitigle channel
protocols as the state of the network cannot be inferredct rade by only
observing a single channel. Multi-channel MAC protocolswlscaling the
total network throughput with the number of available chelanin large scale
networks, while frequency hopping is optional, multi-chahMAC operation
is not. A combination of both approaches can increase thestobss and flex-
ibility of the network if the inter-channel quality varieS his diversity gain
is bought at the expense of increased demand on synchrionizatd channel
switching overhead.

9Since interference is reciprocal, the concepts can, withiagpiate modifications, of course be
applied to shared spectrum overlay networks as well. Thewto relevant for research that
can be summarized under the umbrella teagnitive radio[17,/18].
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1.2 Context and related work

Up until today, no theory is available that can easily déxcail relevant proper-
ties of arbitrarily large wireless networks. Classical &tan theory that treats
each occurring link as a point-to-point connection is, duthe combinatorial
nature of possible network interactions, limited to smaftworks. An evalu-
ation of the capacity region, especially in multi-channetworks, is possible
with current computers for only up to 6 or 7 nodes [1S, 20]: THiuenber of
possible interactions in the network increases exporgntigth the number
of nodes. Another significant drawback of Shannon theoryasit cannot ac-
count for delay or changes in the network topology and hepes dot offer a
lot of practical insight. Computational intractability@practical shortcomings
motivate the search for new network modé&ls

A seminal publication that sparked interestscaling laws i.e., the asymp-
totic behavior of large networks, was published by Guptalamehar in 2000
[22]. Drawing on the fact that transmissions take up "irgeghce space” they
showed using a geometrical argument that the end-to-endghput with in-
creasing node density in any large network converges ta Bartding on this
negative result, it has been shown that mobility can ineaeapacity|[23] and
that, in multi-channel networks, a low number of interfa@@se or two) does
not necessarily limit the capacity of the netwark![22, 24¢alhg laws, how-
ever, are of limited practical use as they only state redaftasymptotically
infinite node density.

A new approach that can capture the properties of networksasbitrary den-
sity is based on stochastic geometry. The idea is to moded poditions by
means of a stochastic process. Expressions can then bedibsivaveraging
over all possible spatial configurations. Depending on fiseiaed distribution

of positions, the resulting expressions are even analltitactable. Instead

of trying to model all interactions between nodes, one isfatl with results
that characterize theeverageperformance over all possible spatial network con-
figurations.

Relevant recent introductory and advanced literaturegpplies stochastic ge-
ometry to wireless networks are a tutorial paper and a mapdgby Haenggi
etal. [25| 26], a monograph by Baccelli and Blaszczyszyh Rutorial paper

10Refer to the magazine article by Andrews et al.| [21] for a meaerview and discussion of
research directions in information theory.

10



1.3 Organization

and a monograph by Weber et al. [[28],/[29] and an overview psy@mariz-
ing current developments by Andrews et al.| [30].

In the next two chapters of this work, a network model base@ tomoge-
neous Poisson point process is used to describe interfeteade-offs in FH-
CDMA networks. In a relevant prior publication, Andrews &t[81] give an
overview and discuss the use of spread spectrum, i.e., leatrsp efficiency
waveforms in ad hoc networks. The pros and cons of employigiy $pectral
efficiency modulation (high data rate, but susceptibilayinterference) and
low spectral efficiency (low data rate, increased robusinae discussed. A
central idea not touched upon in [31] however, or by the ezfees therein,
is the physical necessity to use multiple channels in langéworks. Further-
more, interference avoidance by adapting hopping seqseaaentral theme
of this thesis, is also not discussed.

Frequency hopping is a well-known and proven techniquerforeasing the
robustness of transmissions. An overview of the history apylications can
be found in the book by Simon et al. [32]. More recent notahiblisations
include works by Popovski et al. [33,/34] and Stabellini efag]. The publi-
cations propose and discuss frequency hopping techniquiedo so outside of
a stochastic geometry framework and without a link to meittannel MACs.

MACs for wireless ad hoc networks have been extensivelyistiidee, e.g.
[3€] for an overview. Central to our MAC analysis is the Mavkoaffic model
for a multi-channel ad hoc network introduced by Mo et all3u][

1.3 Organization

ChaptergR anld 3 discuisgernalandexternalinterference as well as strategies
for countering their influence within a simple stochastitvegk model, where
node positions are assumed to follow a homogeneous Poissohgrocess.
Internal interference, i.e., self-interference causediyanted network trans-
missions due to spatial re-use of frequencies, can be avoideH-CDMA net-
works by orthogonalizing the hopping sequences, if netvgadmetry allows
this. The problem is cast as a graph coloring problem andigegserformance
gains are shown. For a given network, an algorithm is pralitiat achieves
local orthogonalization in a practical setting.

External interference is the influence of external systemthe channel quali-
ties. By adapting the hopping sequences, it is possibletigae its influence.

11



1 Introduction

Chapte[B derives, within the given system model, the optirpwbability dis-
tribution. Suboptimal but practically relevant strategée compared to this
optimal performance bound.

Chaptef ¥ highlights design problems in MAC protocols foitinthannel fre-
guency hopping networks. The performance of interferevoédance tech-
niques is analyzed in a MAC layer model. Finally, Chapler Bsarizes the
work, highlights the contributions and gives an overviewfother research
directions.

The three main chapters treat different aspects of frequieopping systems.
As they use different system models, they are written to Heceatained, so

that each chapter can be read separately from the othersthewgthey offer a
broad view of the physical layer and MAC layer issues of fesgy hopping

systems operating under interference.

12



2

Mitigating Internal
Interference

Internal interferences interference caused by the unwanted signals of concur-
rent transmissions from other network nodes in the sameigadyghannel. In
large wireless networks with significantly more transmgtnodes than avail-
able channels, the same channels have to be used in diffeagatof the net-
work. Internal interference then necessarily degraddspeance. Techniques

to mitigate internal interference by transmission cocatlom are therefore of
special interest, as interference leaks through space eamity than through
frequency and time [30].

In cellular networks, reduction of internal interferenseachieved by careful
frequency planning and verification measurem€ntés the base station po-
sitions are known, the cells can be fine-tuned by adaptingtnéssion power
and antenna directions and choosing appropriate downliakuglink chan-
nels. This minimizes the interference of different bas¢ita at the mobile
terminals. The interference at the base stations can alseabaged through

11see|[3B] for an in-depth description of propagation modeésfeequency planning techniques.

13



2 Mitigating Internal Interference

frequency planning due to the fact that mobile terminalsehrauch lower trans-
mission power than base statiéfis

In ad hoc networks, managing internal interference is muohendifficult as

there is no pre-defined traffic structure or geometry. Botitsfaomplicate
frequency planning. Due to the power-law properties of padlk attenuation,
internal interference is dominated by unwanted transiisef other nearby
nodes in the same channel. A strategy to avoid internalfertamce in a net-
work of frequency hopping code division multiple access{EBEIMA) systems

is hence the spatial orthogonalization of transmissiongedsg.

This chapter deals with the performance gains that can bewathby such
scheduling of transmissions within a geometrical modekrgtthe node posi-
tions are given by a homogeneous Poisson point process.(RRR)onsider
the following research questions:

« What are the possible spatial average gains of adaptivpihgpvith
local orthogonalization?

» For a given network, what is a practical hopping stratedgdél orthog-
onalization is not possible due to network geometry?

In prior related works based on PPP models, Weber et al. cenfijpée CDMA

and direct sequence spread spectrum (DSSS) CDMA systenes arbwer
constraint with equivalent total occupied bandwidth [30,/41]1% They find

that FH-CDMA systems have an advantage in terms of trangmisapacity*,

a metric closely related to spectral area efficiency. Heihé®more beneficial
to avoid interference in ad hoc networks than to mitigateiihwhe help of
channel coding.

Within the same model, Weber et al._[42] derive the transimissapacity
for a network employing interference cancellation. Thed finat interference
cancellation is beneficial overall, but high cancellatidficeency is needed.
Furthermore, if cancellation efficiency is high, it is suffict to only cancel the
closest interferer to achieve a large dainlindal et al. answer the question as

12The maximum transmission power for mobile terminals ist28dBm, while base stations of
macro cells typically transmit with 4348 dBm [39, pp. 266-268].

13DSSS-CDMA systems implement extremely low rate channeihgpea pseudo-random spread-
ing of the transmitted symbols.

14The transmission capacity is the expected number of s’fatdsansmissions per unit area,
formally defined in[(ZB).

15The same also holds for FDMA under certain conditions, [ség [4

14



to how to split a given operating bandwidth to maximize sp@etrea efficiency
[44].

All these prior works assume that a transmission over fulldvédth with low
spectral efficiency is possible. Thus, the comparison betv@w spectral effi-
ciency transmissions over high bandwidth (low spectrabkignand high spec-
tral efficiency transmissions over smaller bandwidth (fégkctral density) is
reasonable. This comparison is indeed fair if the operdiemdwidth is rela-
tively small, e.g., up to 40 MHz. With growing bandwidth, hewer, it becomes
increasingly difficult and costly to design and operate DEEBJA systems
due to the required signal dynamic range and radio frequengineering con-
straint$®. Designing and operating DSSS-CDMA systems at acceptaists ¢
over an operating bandwidth of a few hundred MHz, as envesidrere, is en-
tirely impossible. This needs to be borne in mind when iretipg the results
of the aforementioned works. In contrast to these prior wpottke bandwidth
split under the assumption that the network locally cocatés transmissions in
a frequency division multiple access (FDMA) fashion by adapthe hopping
sequences is considered here.

The next sections build on the cited results by Weber, Jietal. to show
the principal limits of FH-CDMA networks capable of localiyganizing chan-
nels in terms of the transmission capacity metric in therfatence-limited
regimé’. A contribution is the application of Brooks’ theoré®45] in the
transmission capacity framework.

The remainder of this chapter is structured as follows. IctiBr[2.]1, the sys-
tem model is introduced. Sectibn P.2 restates results fiver(@on-adaptive)
FH-CDMA by Jindal et al.|[44] for comparison. The transmisscapacity of

networks with local FDMA scheduling is derived in SecticB and compared
with the no scheduling case. Finally, Sectionl 2.4 focusea practical algo-
rithm for implementing local FDMA scheduling for a given addhnetwork.

Sectior 2.b provides concluding remarks.

16Radio frequency design becomes generally more difficut wigher bandwidth (see also Sec-
tion[I.1.1): Oscillators need to be more stable and hence etter phase noise properties.

1"We neglect thermal noise and interference, this will be dipictof Chapte[ 3.

183ee also Append[xIB.
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Figure 2.1: lllustration of frequencies, channels and btgps

2.1 System model

2.1.1 Geometry, channel and receiver model

The wireless network considered consists of nodes assuneddistributed in
the plane. The operating bandwidhs the total bandwidth available for com-
munication and is split inttVl orthogonal channels of system bandwiBth=

5. The system bandwidth is the high frequency bandwidth ohglsinode,
and each nodetransmits in only one channet € M, M = {1,...,M}.

We assume that slotted ALOHA is used to access the chiraietach node.
The set of active transmitters in a certain time slot is medddy a homoge-
neous marked PP® = {(X;,m)} of intensityA, where theX; € R? denote
the locations of transmitters and thg € M are the marks attached to tig
indicating the associated channel.

In frequency hopping systems, one can differentiate, aashio Figure[ 2.1,
frequencies channelsand hopset&. A frequency is a physical center fre-
guency of a channel. A channel is a pointer to a (center) geqy with an
associated bandwidth, and a hopset is a time-indexed sktafels. In order

19ALOHA channel access is described and analyzed in, 2.4., J4fis simple model of synchro-
nized but uncoordinated medium access is appropriate figplsinetworks or to model the
network-wide RTS/CTS phase of a more sophisticated MACggaitas described in Chapter
A

20The termshopsetandhopping sequencare used interchangeably in this thesis.
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to evaluate FH-CDMA with locally orthogonal hopping, thedrference sit-
uation at a certain time instance is evaluated, i.e., onaiders a network
snapshot. Furthermore, it is presumed that the channelacazessed with
equal probability, i.e., that the channels of transmittirogles are determined
by (pseudo-)-random hopsets.

We define®Pm = {(Xi,m)|X € @, m = m} as the point process containing only
those transmitters which transmit in chanmelAccording to the hopset prop-
erties, we assume that, even though the marks are not agsigtependently,
they are assigned with equal probability, i.e., the distidn of marks of all
points is uniform. We can then well approxima&®g, as a (non-homogeneous)
Poisson point process and the intensitypaf can be denoted &, = A /M.

The performance of the network is evaluated with the help @fypothetical)
typical transmissioftt between a reference transmitter and reference receiver
in each channel. All channels have an identical interfezgrofile, so it is
sufficient to consider one reference pair. The referenavecis placed at the
origin and the reference transmitteunits away at positior. Each transmitter,
both the reference transmitter and interferers, transmiftspowerp and hence
spectral power densit{—m = % in a channel.

The transmitted signals are attenuated by path loss and feaya subject

to Rayleigh fading. The path loss between two pokity’ € R? is given by

X' —y'|| 79, with a > 222 We assume that any interference can be treated as
white noise, i.e., that appropriate pre-whitening meashee been taken at
the receivers.

The instantaneous signal-to-interference-and-noise (8INR) at the probe

21In the following, only transmitters will be considered. FoiPPP made up of nodes that can
act as transmitters or receivers, the typical transmisgidmomogeneous PPPs can also be
justified with Slivnyak's Theorem (see_[47, p. 95] orl[48]) fatlows: The PPP is thinned
into transmitting and receiving nodes. All transmitterease their destination nodes, and the
destination is interpreted as a point mark. Then, a typieaisimitter is picked; the statistics
are not affected by conditioning of the marked PPP on a spgmfnt. This approach relies on
the independence of marks.

22Note that this two-dimensional model is not valid for= 2, as the interference contributions
from an infinite number of nodes in the plane lead to infiniterference power. Mathemati-
cally, the corresponding integral diverges, see [49]. liarrhore, it is only valid for distances
r>1.

17



2 Mitigating Internal Interference

receiver in channehis given as

pGor*"
SINRn =
N+ Yo (x} P Gil[ X[~
Go
p— 3 2.1
NSRn+ 1?3 o\ x3 GillXi[| @ @)
whereNn, is the thermal noise level in chanma] NSRy, = p';',ma is the mean

noise-to-signal ratio in channei?® The variable§y andG; are independently
and exponentially distributed with unit mean and captueerdtndom fluctua-
tions in the received power due to Rayleigh fading at the @rebeiver. Setting
Go = Gj =1, (2.) reduces to a path loss model.

The outage probability of the typical link in chanmels given by the reduced
Palm probability[[2]7]:

am = P [SINRy, < B]
=P[SINRy < B], (2.2)

wherep is the required SINR threshold aft is the probability measure with
respect to the point process, U {x} without counting the poirt, as the probe
transmitter does not contribute to the interference seethéyrobe receiver.
The second equality of (2.2) follows from Slivnyak’s Themrewhich states
thatP*[-] = P[® € -], if @ is a PPPL[27]. The outage probabiliy is a function
of the SINR, and hence of all model parameterdofl(2.1). ltamatonically
increasing with the density of active transmissidns

A measure that relates the outage probability to the numtettempted trans-
missions is the transmission capacity (TIC) [28]. The TC esdknsity of con-
current transmissions weighted by the success probabagigciated with this
density, i.e., for a single channel:

Definition (Transmission capacity)

Cm(A) = Am(1—qm(Am)) (2.3)

The transmission capacity is a measure of the spatial gaadpligives the
number of nodes transmitting successfully in a unit areagiten time. With
the data rate of a single packet and the channel bandwidtharta spectral
efficiency can be directly calculated from the TC.

23Note that the interference comes from all nodesbgf. except for the desired transmitter at
positionx.
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2.1 System model

Figure 2.2: Bandwidth partitioning and scheduling

2.1.2 Local FDMA scheduling

For a given network, the optimum channel assignment mirgsiize overall in-
terference between nodes. Channel assignment problerabban well stud-
ied for fixed cellular networks, see e.@. [50-52], and areeinggal known to
beNP-harc?*, although efficient algorithms exist to find close-to-omiirsolu-
tions with global knowledge of the network state. In ad hoowoeks, nodes
have to rely on local information and make local decisior. tRe stochastic
network model, it is assumed that the network protocol isasb&oof orthogo-
nalizing the transmissions of all neighbors around theregfee receiver in an
orthogonalization radiug,. Concurrent transmissions in the same area thereby
take place on different channels, resulting in a guard zoee éf interfering
transmitters. Figl_2]12 shows the bandwidth partitionind eesulting schedul-
ing; each transmitter in the vicinity is assigned a différdmannel.

For a fixed operating bandwid®®, more channels mean less interference as
more neighbors can be orthogonalized and less interferemes from all
other nodes since their activity is split ortb channels. On the other hand,
less spectrum is available for a point-to-point link, réisiglin a higher outage
probability for a given data rate. In the following sectipmge will quantify
this trade-off and find the optimum number of chanméI&r the path loss and
Rayleigh fading model.

24For an introduction to algorithmic complexity séel[53].
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2 Mitigating Internal Interference

Formally, one can describe local FDMA scheduling as followst ' be a
marked point process with points and matkg, n?) and letd(X/,r,) be the
disc with radiug, centered aX/, whereX/ has the mark{. Furthermore, let
@'(-,m) denote®’ on a given area, counting only points with mank Then,
a set of marks needs to be found such that

WX € @ TP [O/(d(X 1))\ (X =0 =1—&  (2.4)

holds. In other words, a mark (channel) is only used once pitthability
1— & within all disc of radiusr, around all pointsX/. Depending on the
properties ofd®’, this might be possible far, = 0 if the number of points per
area is bounded. In the case of a PPP approximatipopnverges to 0 fast
with the number of available channels as we will see later.

2.2 Transmission capacity with naive
FH-CDMA

First, we will derive the relationship between system baidtly operating
bandwidth and transmission capacity under internal iaterfce for a network
which needs to support a (minimum) data rRfgat a (maximum) distance

in each point-to-point connectiamthoutlocal scheduling (naive FH-CDMA).
We assume a Shannon capacity relationship between SINRqarthere is an
optimal split of the operating bandwidMgp: for which outage is minimized,
independently ofA. The transmission capacity of the network is the goodput
of the associated node density.

The SINR experienced by the reference receiver in a chanoah be written

as, see(2]1),

Go

SIN = )
R = SRt 19 3 0 g G @

where NSR, = g‘ﬁ?g‘ denotes the noise-to-signal ratio in chanmel

In channelm the outage probabilitg, for a transmission ratBy,, assuming
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2.2 Transmission capacity with naive FH-CDMA

Shannon capacity, is

Om(Am) = P[Bml0g,(1+ SINRy) < Ry

| 1

=P [SINR,! > (29)

2.2.1 Path loss only model

For the path loss only model, we 98§ = G; = 1. Making use of symmetry,
the two-dimensional PPP df,, can be mapped to a one-dimensional PPP with
unit intensityd, [2€] and SINR ! hence written as:

NoB g
SINR 1= ?_g"+(nr2/\m)%_ T 7, (2.6)
1€®@y
——’
NSRn Za

whereT; is the distance to the origin of the interfereft follows for gm(Am):

Om(Am,Rm) =P | Zg > (mr2Am)~ 2 %—Nspm . (2.7)

—_———
6m

Let Fz, denote the complementary cumulative distribution functaf Z,.
Then,

Um(Am) = Fzg (7%Am) "2 6n) . (2.8)

The optimal system bandwidth of each channel is given by mikzing the
outage probability over the number of channels:

Mopt = arg mingm(Am, Rm) (2.9)
M
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2 Mitigating Internal Interference

Inserting [Z.8) and assuming a symmetric distribution ale®’ to channels
with Am = {5 andBm = & yields

g e 6m
Mopt = argmin| F —s
)

=argmax| ———
Mo\ (%Am) 2 (2.10)
a 1 NoB
— argmax| M2 —
% 2¥M_1  prM
1B NSRm

This optimization problem is solvable in closed form for ihterference-limited
regime (thermal noise is assumed negligible, NSR0) [44]. It follows

B

Mopt = Rm

Iogzexp(%+7/(—%exp(—%))) (2.11)

bopt

where?” denotes the principal branch of the Lambert-W function. dpimal
split?® hence depends on the path loss exponentesired supportable raRp,
and operating bandwidt.

This is, under the given path loss model assumptions, thenapt operating
bandwidth split for an FH-CDMA ad hoc network to minimize ageé at a
given point-to-point data rate. The split corresponds t&GHIR threshold3
of

Bopt = 2%pt — 1 (2.12)

and a spectral efficiency in all links oft.

In a multi-channel network, the total transmission capaistgiven by, see

2.3), y
c(e) = z cm(€), (2.13)
m=1

25The symmetric distribution to channels is justified due sltbmogeneous PPP model and equal
background noise in each channel.

26AssumingB or Ry, are adjusted so thalope is an integer, otherwise the optimidl will be the
ceiling or floor of the expression.
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2.2 Transmission capacity with naive FH-CDMA

whereAnm = g1(€), i.e., the densities in each channel are chosen such that a
given outage probability is achieved.

Using [2.8),[(2.111) we can then write,

Q\N

E
c(s):%(l s)Bopt :nbopt. (2.14)
Mopt

The transmission capacity ih (2]14) scales linearly witkeraging bandwidth.
In multi-channel ad hoc networks, the raﬁ@ will typically be small, resulting
in a high number of channels. In the interference-limitegime, the transmis-
sion capacity can be made arbitrarily large by extendingotherating band-
width.

In general, the transmission capacify (2.14) cannot bei@ttplstated as a
closed-form expression. A special casaris= 4, where the transmission ca-
pacity is,Q(z) = P[Z < 7 for Z ~ N(0, 1), [28]

v 2/"Q ;ts /2 (1 £)Mop. (2.15)
op

This case will be used for comparison.

2.2.2 Rayleigh fading model

For the Rayleigh fading moddI{2116) one has to take into @etthe fading
coefficientsGy, Gi. SINR™! can be written as

11 | NoBm sy @ g
SINR1= | =+ (mAn)2 ¥ (GT)" 2 |, (2.16)
Go | prc ie;
N ——r
z

whereTi is the distance to the origin of the interfereAs we see, the structure
of optimization problem is the same, leading to the samemapti number
of channelsMgp:. This is due to the fact that geometry and fading defihe
but Z,, remains independent of. Hence, fading results in an instantaneous
scaling of the SINR but does not affect the optimum bandwiitlit in the
interference-limited regime, N§R— 0.
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2 Mitigating Internal Interference

2.3 Transmission capacity with locally
orthogonal hopping

2.3.1 Feasibility of Orthogonalization

An important initial question regards the feasibility ottavgonalization ac-
cording to [2.4) ofN neighbors whe channels are available. This corre-
sponds to a graph vertex coloring problem wicolors in an infinite random
graph. Only if orthogonalization is feasible anywhere i@ tietwork with high
probability, can the reference link be regarded as acdyrdéscribing the per-
formance of the whole network. By Brooks’ theorem|[45], seasful orthogo-
nalization (coloring) of a graph with node (vertex) &t} is feasible withM
channels (colors), if the maximum number of neighbors fiNak (maximum
degree) is less thavl. Obviously, this can only be the case for a finite number
of nodes in a given area. Hence, the RPB conditioned on having nodes
on an area of interegt C R2, wherek = A. Given a PPP with intensity,
the numbers of neighbolg of each nodé are identically and independently
Poisson distributed with parameter?A . In other words, the expected number
of neighbors\, for a node from a PPP with densityis?’

An=Tr2A . (2.17)

A sufficient condition for feasibility of orthogonalizatiavith probability greater
than 1— &, is that the maximum of the set of Poisson random variablexites
ing the number of neighbold of each node; is not greater than or equal to
the number of colors available:

Pimax{Ni,Np,... Nk} <M —1] > 1—&. (2.18)
By making use of the independence of the random variablés ctindition
yields
M MK
1-&(M) < exp(—An) -
o) (; P(=An)5p) (2.19)
== rr(M,)\n)K .

27\We will use bothA and A, in the following: The meaning ok, is intuitive, while A allows to
compare performance results easily with results fromditee.
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2.3 Transmission capacity with locally orthogonal hopping
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Figure 2.3: Number of channel required to allow orthogonalization in a
network of K nodes with probabilitye, and number of channels
minimizing point-to-point outag®pt in the local scheduling case.
Mopt is determined via Monte Carlo simulations fgg/B = 0.1,

a =4 andr = 10.

whererl((s,x) = r(r'\(",\",f)”) is the regularized gamma function. A4 grows,

£(M) rapidly converges to 0. In fact, denoting éxp—= ™% + Ru (x),
&(M) can be upper bounded by

M-1 i

EolM) =1 (5 exi- ) 2K

=1—(1—exg—An)Ru(An))" (2.20)
M

<1-—(1—exp— A))‘ )K

for M > 2A,, — 2 (making use oRy (x) < ‘M— proof by bounding the remain-
der term of the exponential series).

Given an are&d, A, & > 0 andrg, the minimum number of channelnin
needed for FDMA orthogonalization within radiagcan be obtained by solv-
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2 Mitigating Internal Interference

ing (Z.19) forM, according to
Mumin = Iy 1((1— €)%, An) (2.21)

Fig.[2.3 shows the number of channels needed for vaKoaisde,. Somewhat
surprisingly, even for a large number of nod€sand smallg,, the required
minimum number of channels grows slowly. This is one of theperties of
the distribution of the maximum of a set of independent Reige&ndom vari-
ables?®

2.3.2 Outage and Transmission Capacity

Let us now assume that the network udéghannels and is agile enough to
coordinate the transmission of neighboring nodes to avaatference within
its intended transmission range= ro in such a way that it always finds an
orthogonalization if it is feasible. The assumption is meeble: if nodes can
communicate directly, they can also effectively exchargarttransmission
schedule.

The probability 1- £5(M) of a feasible orthogonalization in a network wkh
nodes andM channels is upper bounded by (2.19). If the probability df ne
work orthogonalization is high, a representative measutied probability of a
locally feasible orthogonalization. This is the probabify, that not more than
M — 1 nodes lie within the orthogonalization range of the rafeeenode:

M-1 Ari]
Po= 3 exXf—An)
M-1 (mzA)i

= Z} exp(—1m2A) i(:

(2.22)

For the following considerations, it is hence assumedM#sT scheduling can
eliminate M— 1 near interferers in the transmission rangday assigning them
to different frequency channels.

Similar to the no scheduling case, closed form solutionsughsan interfer-
ence field do not exist. We will derive upper and lower bounalshe outage
probability.

28The statistics are further examined in a recent publicatipBriggs et al.[[54].
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2.3 Transmission capacity with locally orthogonal hopping

far interference region

communication region

near interference T
region

o

Figure 2.4:3 < 1. The communication region is greater or equal to the near
interference region.

The outage event can be decomposed by considering the cacation re-
gion, the near interference region and the far interfereegen [28]. The
communication region and the near interference region &es @f radius
andrg = B%r, respectively. The far interference region is the areaideithe
near interference region. Interfering nodes inside the imearference region
directly cause outage. Interfering nodes in the far interiee region can cause
outage, if the aggregate interference exce%eds

The overall trade-off to be examined can be characterizéallasis: A higher
number of channels increases the feasibility of orthognatbn and reduces
the total number of interferers in a channel, but at the same increases
power spectral density of each interferer and reduces thigleipoint-to-point
bandwidth, which still needs to support the same data rate.
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2 Mitigating Internal Interference

far interference region

near interference region

communication
region
{

o

Figure 2.5:8 > 1: The communication region is smaller than the near interfe
ence region. The near interference region thus extendsbehe
communication range.

As shown in Fig[ 21 and 2.5, two cases have to be differexiafor > 1,
the near interference range is greater than the commumricainge. Foff <1,
the communication range is greater than the near intedereange. For both
cases, we derive bounds on outage for a given number of clsaamé show
the associated transmission capacity in relation to theeheduling case.

2.3.3 Low spectral efficiency - the spreading case: <1,
Rfom <1

From 28M 1 — B <1, it immediately follows%M < 1. In this case, the
communication region is greater than the near interfereegien. The outage
probabilityq(A ) can be decomposed into outage due to infeasible orthogonal-
ization around the reference receiver and outage due tatinférers. Equiva-
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2.3 Transmission capacity with locally orthogonal hopping

lently, for successful transmission with probability-1y(A),

1-0(A) =po(A)P[Yr(A) < B~ + (1~ po(A))

L L (2.23)
P[no non-orth. node within| P [Y;(A) < 7]

must hold, wherex;(A) is the amount of interference created by nodes that
are at least units away from the reference receiver. Given that orthafjpa-
tion has failed at the reference receivefno non-orth. node withing] is the
probability of "no non-orthogonalized node in near inteefece region” and

P [Yrs(/\) < [3‘1} is the probability of "the aggregate interference from the f

field starting ars not exceeding%”.

Lower Bound: If the second term if(2.23) is neglected, a lower bound on the
success probability 4 qis obtained, according to

1-9(A) > po(A)P % (A) < B~ (2.24)

The termP[Y;(A) < B~1] can further be lower bounded using the Markov in-
equality’® cP[X > ¢| < E[X], yielding [28]

_ A 2mr?
P <B21-5——

B. (2.25)

Note that this bound is loose for smiIl ForM — 1, it follows thatp, = 0 and
thus the right side of (2.23) is replaced®jno node withirrs] P [V (A) < B~1].

Upper Bound: An upper bound on the success probability can be derived by
assuming that the nei — 1 neighbors of the reference receiver can always
be orthogonalized and just taking into account nodes in #a mterference
region. In this case, a transmission is successful if no rtrareM — 1 nodes

are found in the near interference regi@r{YrS(/\) < [3*1} can hence be upper
bounded by

M-1 Al
P[Y,(A)<B7] < )3 exp(—As) 7 (2.26)

whereAs = A n(B%r)z. An upper bound on the transmission capacity is given
by numerically solving[(2.26) fok and multiplying this density with the given
probability of success according fo (2.3).

29The Markov inequality holds for positive random variablesvith finite expectatiorE[X]. See,
e.g., [55, p. 183].
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2.3 Transmission capacity with locally orthogonal hopping

1
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Figure 2.8: Transmission capacity fiér= 103, &, = 102, R/B=0.1,a = 4,
r=10.

Fig. [2.6 shows the outage probability computed via MontddCsimulation,
the lower bound[(Z.24), the upper bound based on{2.26) dsawéhe exact
outage probability for the no scheduling case.

2.3.4 High spectral efficiency: > 1, 'M >1

In the high spectral efficiency regime, the interferencéaegxceeds the com-
munication region. In this case, outage can be due to angwotiaization fail-

ure, to the presence of at least one node within the annutagadiirs = B%r
andr, or to the aggregate interference from the far field excage%in The

success probability is

1—q(A) =po(A)P[no node in annulds

b [Yrs(/\) < ﬁfl} 7 (2.27)

. A 2_,2
whereP[no node in annulys= e~ M),
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2 Mitigating Internal Interference
Lower bound: We obtain a lower bound oR [Yrs(/\) < B*l} by using the
Markov inequality, yielding (s€e2.25)

A 2m? o A2 2
_ > _ 2 & | e mmrs—re)
1 q(A)po(A)[l Ma_2F }e

. (2.28)

Upper Bound: An upper bound on the transmission capacity for- 1 is
obtained by assuming,(A) = 1 and neglecting far field interference. In this
case, the success probability-j(A) depends only on nodes situated in the
annulus with inner radiusand outer radiuss:

1-q(A) < e fmE) (2.29)

Fig. [Z.1 shows the outage probability computed via MontddCsimulation,
the lower bound{2.28), the upper bound based on{2.29) dsaw/éhe exact
outage probability for the no scheduling case.

2.3.5 Discussion

Fig.[2.7 and ZJ6 show that, for a fixed low number of neighgrm commu-
nication range, local scheduling offers the maximum gaia ktwer number
of channels and hence lower spectral efficiencies. The daingpinterferers
are orthogonalized via FDMA and need not be avoided randdirtygh spec-
tral efficiencies are employed, the gain of local schedutiimginishes quickly
due to the fact that the dominating interferers are no lohngeommunication
range.

Fig. [2.8 shows the transmission capacity of local schedulindependence
of the outage probability and a comparison to the no schegdase. For
the no scheduling case, the number of channels is choserdang o (Z.10).
For the scheduling case, the optimum number of chanvgls minimizing
point-to-point outage is always less than the number of wlsrrequired for
feasible network orthogonalization, cf. Fig._(2.3). Aadimgly, the minimum
number of channels for feasible network orthogonalizaias chosen in Fig.
[2.8. High allowable outage probabilities lead to a high namdif channels
and high spectral efficiencies. An important fact to notehet the optimum
number of channels minimizing link outadé.pt now depends on the node
densityA, which is not the case in the no scheduling case. The oveaall g
in terms of transmission capacity is a factor of 1.35 to 13eteling on the
allowable outage.
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2.4 Averaging interference: Multi-level locally orthogahopping

2.4 Averaging interference: Multi-level locally
orthogonal hopping

The previous sections were concerned with the performaht®al FDMA
averaged over all possible spatial configurations of therort. For a concrete
realization of a network, an algorithm has to be given to@ahilocal orthogo-
nalization. In order to be practical in an ad hoc networls #igorithm has to
work in a distributed fashiof?

Recall that we differentiatfequencieschannelsandhopsets A frequency is
a physical center frequency of a channel; a channel is agrdimta frequency
with an associated bandwidth, and a hopset is a time-indssteaf channels.

As already discussed, multiple access interference is mied by nearby
nodes transmitting in the same channel. In locally orthadfrequency hop-
ping, neighboring nodes try to mitigate interference byasiog orthogonal
hopsets. If there ar® orthogonal channels, exactiy orthogonal hopping
sequences exist. Orthogonal hopping creates a spatiaimgdbat minimizes
interference if there are enough channels available atyevade in the net-
work, i.e., ifvn: |4p] < M is true, where4; is the set of nodes that are in the
neighborhood of noda. If the number of nodes in a neighborhood exceeds
the number of orthogonal hopping sequences, repeatedionli of hopping
sequences follow. Unwanted collisions in the same chararebtso occur if
a certain node attracts more traffic than others, e.g., Isedhe node acts as a
gateway due to its spatial or hierarchical position.

30Note that in the following we are concerned with mitigatihg tnfluence of internal interference
by better distributing channel access according to thd loevork geometry. Not discussed
are methods to counter interference by making the paclat iteore robust, e.g., by adaptive
modulation and channel coding or interference cancefiatidaptive coding and modulation
and other mechanisms will, of course, be required in a magtirotocol.
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2.4 Averaging interference: Multi-level locally orthogahopping

Introducing another hopping layer, i.e., another set diagbnal hopping se-
quences that are weakly correlated with the first set, altb@®rder to be bro-
ken where necessary to resolve these deterministic avisiThe interference
of this new layer is then, from the perspective of any othgeladistributed
fairly across all channels, while no interference occunsnfinodes within the
same layer.

Fig.[2.9 illustrates the principle of multi-level locallytbogonal (MLLO) fre-
quency hopping for part of a network with a total of 11 nodeglore layers
and four available channels. The figure shows the channé@e&othe neigh-
borhood of nodes 3, 4 and 5. As seen in the figure, the hoppipgesees
within a layer are locally orthogonal, i.e., no node occaphee same channel
within the neighborhood indicated by gray shaded circles.tifere are more
nodes than channels, more than one layer exists. A po$stireadcast chan-
nel, indicated byB and following a broadcast hopset, is the same on all layers.
Of interest is now an algorithm to reach a hopset (and heraer=t?) assign-
ment according to the described MLLO-FH-CDMA scheme in gdascale ad
hoc network.

Note that if the number of hopping laydrss equivalent to the number of nodes
N, this scheme corresponds to standard FH-CDMA.# 1, it corresponds to
orthogonal hopping. Also, in a certain time slot, a specifiarmel in a certain
layer is part of exactly one hopset.

2.4.1 Hopset assignment with distributed graph coloring

In a large scale ad hoc network, decisions about hopsetrassigt have to be
made locally as every node has only a limited view of the netwo

Globally, the hopset assignment problem can be interpregeadgraph vertex
coloring problem of an undirected grafgh Each network node is a graph ver-
tex. Two vertices are connected by an edg&df the corresponding network
nodescan be in conflictvith each other, i.e., if they are in a neighborhood. The
vertex colors denote channels. For a given layer, a progering of the con-
flict graph¥ corresponds to a valid channel assignment that allows &adlip
orthogonal hopping.

31ln multi-channel networks, several approaches for neigiimml discovery and transmission
negotiation exist, some of which require a common broaddaastnel. E.g., for asynchronous
split phase protocols, a shared channel is needed. Detitistussed in Chaptel 4.

32A hopset assignmetlocates channels to nodes for all times.
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2 Mitigating Internal Interference

A fast converging distributed algorithm has to be given txctea proper hopset
assignment according to the MLLO hopping scheme. The dlgarshould
converge to a solution that partitions the (not necessadlgrable) graply
into a number of colorable subgraphis ..., % corresponding to the hopping
layers. The number of layers should be as small as possilglestare a maxi-
mum of regularity and hence reduce multiple access intemfezz (MAI).

Two approaches for building the interference graph can beidered.

Receive channel scheduling for uncoordinated medium access

With receive channel scheduling, the receive channels llveated in such
a way that they are locally orthogonal. Transmitting nodesntchoose the
transmit hopset according to the receive hopset of the det@meceiver. The
corresponding conflicts are defined as follows: All nodesinithe neighbor-
hood.4{ are in conflict with a nodg the position of nodeis X;. The vertex set
of the interference grap¥ is hence{Xy,...,X}. An edge is placed between
two verticesX;, Xj, if j € A ori € 47, i.e., ifi may receive signals fromor

j may receive signals fromn

Transmit and receive channel scheduling for CSMA/CA-type
medium access

If the protocol allows for coordination of medium accesg;ftiots at both the
transmitter and the receiver can be considered. In coritrasteive schedul-
ing, this strategy is dynamic in the sense that it makes ghoe allocations
based on the knowledge of the actual transmission schedtlee, a trans-
mitter at positionX is in conflict with all (unintended) receivers in its neigh-
borhood #™ and a receiver at positiag™ is in conflict with all (unintended)
transmitters in its neighborhood{™. The additional labeling of the neigh-
borhood is necessary to indicate the type of nodes (recetretransmitters)
creating a conflict. For instancet™ is the set of transmitters in the neigh-
borhood of the receiver at positiof*. The vertex set of the interference
graph¢ is composed of all transmitter-receiver position pai(X®™, X™)}.
An edge between two verticgX™,X™), (XX, X*) is drawn, if X* € 4]
OrXiI’X GJVth.

Fig.[2.10 shows the two approaches to create an interfeggaph.
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2.4 Averaging interference: Multi-level locally orthogahopping

(b) Conflict graph for transmit and receive channel schedulhumbers denote
transmitter and receiver pairs, i.e., 1 shaufs andN{X.

Figure 2.10: Interference graphs

Transmit and receive channel scheduling will naturallydléa better interfer-
ence avoidance than receive channel scheduling, as thal attysical con-

flicts are considered. However, it requires a possibly ngtwadde negotiation

phase before each transmit phase. Receive channel saigetab the advan-
tage that no re-negotiation of channels is needed, ever ifdimmunication

partner changes, meaning it creates less protocol overitadn be a good

choice for static or slowly changing network topologiesr Feceive channel

scheduling, the interference graph only depends on theamktwpology, and

not the actual traffic patterns. Hence, the slower the néttegrology changes,
the less updates of the interference graph are required.

In the following, we will focus on receive channel schedglibut note that the
principal approach is the same if transmit and receive adiragifor CSMA/CA-
type medium access is employ&d.

33The CSMA/CA scheme is evaluated in a more complete MAC madehaptef . It also
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2 Mitigating Internal Interference
Distributed multi-level coloring for receive channel scheduling

With M channels ani¥l corresponding hopsets, a layéiis surely colorable if
any node in that layer has no more thdn- 1 conflicts (Greedy coloring}.

As an example of an algorithm leading to a proper MLLO hopssigmment,
the following algorithni® shown in Fig. [2.111 is proposed, extending![56,
57]:

Each node, denoted by subscrnipselects a certain hopsgi(t) at timet in a
layer% according to a probability distributiop,(t), kept by each node. Each
node furthermore keeps a hop sequence collision cogptierand a collision-
free countek(t).

« Upon entering the network, a node starts with a receive imgppe-
guence uncorrelated to all layers. This allows the qualfiglicchannels
and the neighborhood to be acquired.

* Once the neighborhood is known, the node starts in thediystrland ini-
tializespn(t) to a discrete uniform distribution over all possible hopset

i.e, pn(t) = [%,...,ﬁ]T.

 The probability distributiorp,(t) is evolved according to the update rule

(2.30).

« Each time a node experiences a confligtt) is increased anﬁn(t) is
reset to zero.

« If a node has no conflick,(t) is increased ankh(t) is reset to zero.

« If the collision counter of a node exceeds a thresipl N, ky(t) > ¢,
the node moves up a layer and reggfd) to a discrete uniform distribu-
tion.

« Ifthe collision-free counter of a node exceeds a threshaldN, kn(t) >
¢, and the node is notin the first layer, the layer below is chdcK there
are less thaM nodes in the neighborhood on the layer below, the node
moves down a layer and sqtg(t) to a discrete uniform distribution.

requires the separation into transmit- and receive hopsets
34For most graphs, evevl neighbors result in a surely colorable graph, cf. Brooks:diiem|[45].
350f course, other distributed coloring algorithms can beduseimplement MLLO hopping as
well.
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,,,,,,,,,,,,,,,,

Aquisition of
neighborhood

Update |,

Choose c,(t)
according to p,(t)

I,(8) = 1
and |(t) — 1 has
free channel

4

Figure 2.11: Distributed multi-level coloring algorithiNot shown are packet

error threshold and randomization of layer changes.
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Figure 2.12: lllustration of changing layers

« If the packet error rate exceeds a threshnldhe node chooses a hop
sequence uncorrelated to all layers.

The update rule for channel selection is

on(t 4 1) = {5Cn(t> Vi€ M cn(t) £G(t) (2.30)

(1—y)pn(t) + gig O -Otherwise

whered, ) denotes the vector of leng¥l with a one at positior,(t) and a
zero at all other positions (for example df(t) = 1, thend; = [1,0,... ,O]T);

Oty denotes the vector of leng¥ with a zero at positiome,(t) and a one in
all other positions.

As seen in Figl_2.11, the algorithm can be partitioned initiailization, updat-
ing of the hopset probability density, and updating of therext layer.

The algorithm is parameterized by the resistance to chaihgesety € (0,1)
if in conflict on the same layer, the resistance given in nunttbeollisions
to move up a layef, € N, the resistance to move down a layee N given
in number of non-collisions and a bail-out thresheldAt each node{ and
€ should be randomized to avoid deterministic collisionsisTdan be done,
for example, by only changing layers if thresholds are ededeavith a certain
probability p’ < 1.
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2.4 Averaging interference: Multi-level locally orthogahopping

We note that this algorithm will lead to an MLLO hopset assigmt, but not
necessarily to a global optimum. The resulting assignmegiitmot be glob-
ally optimal, since interference is also influenced by aletvity andposition
of nodes inside and outside the neighborhood. The real,iqdlysterference
graph can be thought of as being complete (fully connectedesvery node
influences every other node) and weighted by the interfergotential. We
approximate this real interference graph above by assuatiimite distance of
influence. The method described here can - and should - bededén a prac-
tical protocol by including the channel quality (e.qg., byasering the per chan-
nel packet error rate determined by position and activitptbier nodes) due
to non-decodable internal or external interference at eade when choosing
a channel and layer. The protocol should tend to group vetiyeaand close
nodes in a neighborhood in the same layer to reduce MAI.

In the algorithm, nodes exposed to stronger interfereneetaltheir position

or activity resort to uncorrelated hopping if a packet eraie threshold of

is exceeded. Note thatif= 0, the scheme again corresponds to standard FH-
CDMA. The switching between layers according to the aldonits illustrated

in Fig.[2Z.12.

2.4.2 Analysis

In the following, we shall evaluate the improvement of MLLOpping com-
pared to uncoordinated FH-CDMA using a simplified scenatiet M™N) be

a Binomial point process witN nodes on a bounded regitt, i.e., TN =
{Xo,X1,...,Xn-1}, Where all theX; e W C RR? are the positions of the nodes.
An interference graph is then constructed by drawing edgesden all pairs
Xi,Xj, with i # j. Such a construction models the interference situation in a
neighborhood, where every node’s transmission createssie interference

to the other nodes, directly creating outage.

We further introduce the following quantities:

» The activity indicators, denoting the probability of temnission of a
node, are given byap,as,...,an—1}, where theg; € {0,1} are pairwise
identically and independently distributed boolean randameables and
have meam. If & = 1 a node is active and trying to access a channel, if
a = 0 itis not active.

* The collision indicators are given by boolean random \#es{k;; },
withi,j =0,...,N—1,i# j. The event;; = 1 indicates that nodes
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2 Mitigating Internal Interference

at positionsX; and X; are in conflict, i.e., they have chosen the same
channel. The complementary event is indicatedpy= 0.3

By considering thes; as marks associated with the poixs we define by
AN = {(Xo,a0), (X1,a1),...,(Xn_1,an_1)} the marked Binomial point pro-
cess. To investigate the interference situation withis thétwork, it is neces-
sary to consider the network from the viewpoint of a specifimp Therefore,
we conditionf1™) on having the poin¥; in the origin and are interested in
the interference situation at this node. When a point poedth distribu-
tion P is conditioned on having a point in the origin without cougtit, the
reduced Palm distributioR'® must be used to further analyze the point pro-
cess. From Slivnyak’s theorem [47, p. 95], it follows tH®[[1N) (W)] =
PPN (W) \ Xo] = P[FIN-1)] for a Binomial process. This means, the statis-
tics of 1™ on an areaV, conditioned on having a point in the origin without
counting it, are the same as the statisticEl8f 2. The node in the origin with
positionXy is referred to as the reference néfe

The comparison between MLLO hopping and FH-CDMA will be lthsa the
mean number of conflicts the reference node experiéhc@e conflicts are
analyzed in the following.

Case FH-CDMA

The average number of confliddgy at Xg is calculated as

N—-1
Apy =E' [ Z} aoaKOi]
=

N—-1
=E [21 aoaiKOi] ; (2.31)

36Note that the collision indicators;j are independent of the activity indicatass

37Due to lack of stationarity of the Binomial point process fiointXo is not typical in the sense
that all other points have the same view of the process. Hemvsince, in our calculations,
distances will not be involved in any way, the poig will reflect the characteristics of all
points of the process.

38This will not quantify the actual interference situationthé nodes but will allow a simple
comparison of the two schemes. The analysis of the numbeordficts can be taken as a
rough measure to quantify the improvement of MLLO hoppinghpared to uncoordinated
FH-CDMA.
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2.4 Averaging interference: Multi-level locally orthogahopping

where the expectation is over all uncertaintigs .. ,an—1 andko 1, . . . , KoN—1-
The second equation follows by application of Slivnyaksdtem. Taking the
expectation yields

N-1
Arn = Efag) Zi E[ai]E [Koi]

a2
=—(N-1 2.32
i (N=1). (2.32)
sinceE[koi] = 1 x P{X; chooses the same channe)Xg$ = 1/M in the unco-
ordinated FH-CDMA case.

Case MLLO-FH-CDMA

Again let% denote thek-th layer in our simplified scenario, whe# is the
lowest layer. Since in every layéd the nodes have orthogonal channels, it
is necessary to require thigh| < M for all k, where|%;| denotes the number
of nodes in layeg. Furthermore, the following assumptions concerning the
scheduling algorithm are made:

1. At the time the algorithm has found a solution, the nodeBI®f are
distributed to the layer% in a bottom-up way, i.e., according to the
sequential assignmentrifec %, ifand only if || = ... = |%—1| =M
and|%| < M, where¥ is the highest non-empty layer.

2. The order of the assignments is assumed to be random amobialé are
equally likely to end up in a certain layer. In other wordsrthis no
incentive for a certain nodiewith positionX; to choose a certain layer
% and hence the probability of the event "nadeith positionX; is in
% after the algorithm converges” is equal for all nodes.

We consider again the average number of conflicts at theemedernode with
positionXg. After the scheduling process, two cases concerning thgrasent
of reference node to a lay®f, emerge, depending on whether the lay&g| <
M or |%,| = M.

Case|%,| = M: Here, it is required thaN > M. Without loss of general-
ity, the remaining nodes within the same lay#y are labeledXy,..., Xy_1.
These nodes do not create conflict with noieand we writekg = 0 for
i=1..,M—1. We now consider the other laye¥, for which |%| = M,
according to assumptidd 1. Here, in each of these layers thidiralways be
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2 Mitigating Internal Interference

a node creating a conflict witkg, since in each of these layeid, nodes are
orthogonal orM channels. If for the highest lay&¥k | < M, there is no deter-
ministic collision with the reference node at positiyn The probability of a

collision depends on the number of nodes within this lastdé&g, according

to

_ %]

= (2.33)

P[ \/ (koi=1)

i:X €%

where\/ denotes the existential quantifier connected with a logicdbr all
items indexed (in this case all nodes from the highest layer)

Hence, one can writ8

0|5 g ke -
E°| 3 acaiko g/ = M

= > E[aE
k|G =M
kskg.K

+E[ao]El V (aiKOi_l)]- (2.34)

i:X €%

\/ (aikoi = 1)]

i:X €%

With the observations stated above that conflicts from &ykls only depend
on node activity and has to be weighted for the highest, mopte layer¥k,
we conclude thaE [Vi.xc4 (aikoi = 1)] = E[aj] andE [Vixcy (aikoi = 1)] =
E[ai]|%|/M = E[a](N modM)/M. We can rewrite[{Z2.34) as

“(3]-)-#%

QEJ 4 NmodM _ 1> (2.35)

E!O

N-1
3 2oaka[ =M

|
N

M M

_52<%_1).

39Note that the suny k4w - runs over all layers, except for the layer of the referenaerand
k£kg K
9y . It hence runs ovet%j — 1 elements.
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2.4 Averaging interference: Multi-level locally orthogahopping

Case|%,| < M: Here, conflicts deterministically emerge from the lowendIjf
layers%, since|%| = M for all k < kg. We thus can write

E'° —a? {%J . (2.36)

N-1
i; apdq; Koi ‘ |g|<0| <M

Based on the assumptiloh 2, one can determine the probebditthe two cases
as follows: Given the final distribution of the nodes at posiiX; to the layers
%, the probability of reference nodeés being in a layef4 with |4 =M is
equivalent to the probability of the eveif | = M. Hence, we write

Number of Possibilities M |1 |
[|%°| ] Number of Nodes N (2:37)

Accordingly, the complementary event has probability

N
M_ (2.38)

JARY e

Combining [2.3b){(2.38), we conclude that

AvLio = E'° lz apad; Koi
|

el e
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Figure 2.13: Relative gain of MLLO-FH-CDMA in terms of rell& reduction
of average conflicts for a number of noddsand a number of
channeldM.

To analyze the performance of MLLO-FH-CDMA compared to unmclinated
FH-CDMA, the relative improvementin terms of reduction wéeage conflicts,
ie,n=1— AX%, is shown in Fig[ZZ.T3. Note thatis independent cd. For
N/M <1, the relative improvementis 1, since all nodes are sitliatene layer
only and thus are orthogonalized. As the r&idM grows, the performance of

MLLO becomes similar to that of uncoordinated FH-CDMA.

2.4.3 Simulations

To evaluate the outage probabilities of MLLO-FH-CDMA in aga network,
it is necessary to make assumptions regarding the traffieiraodl geometry
of the network.

We assume that communication partners are chosen unifovithly the neigh-
borhood and that each node transmits with probakdlitieflecting the overall
network activity. A packet is deemed decodable if the SINRgholdS > 1

is exceeded. The path loss exponent is assumed t bet, fading is not
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Figure 2.14: Resulting outage probabilities for a scenafitb0 nodes.
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Figure 2.15: Ordered outage probabilities for the spatalfiguration shown
in Fig.[2.13.

consideretf.

Fig. [2.14 shows the resulting outage probabilities of FHMZDand MLLO-
FH-CDMA, derived by spatially interpolating the packetarrates at each
node. The results are averaged over 10,000 possible nestatds for a re-
alization of a Binomial point process with 150 nodes udihg= 50 channels
on a disc with radiufsjm = 100 units. All nodes within distanae= 25 units
of each other are assumed to be in a neighborhood.[Fig] 2di@ssthe cor-
responding ordered outage probabilities for the sameamathfiguration and
various activity levels. The threshold valuesvere chosen as.05, 003, and
0.01, respectively. As can be seen, the absolute gain of MLHGDMA in-
creases with network activity, while the relative gain ipagximately constant.
The outage probability is especially reduced in the cerftéreonetwork, where
the overall outage probability is high in case of uncoortbddH-CDMA.

“OIncluding fading effects in the simulation does not chartye tiehavior, MAI is reduced on
average.
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2.5 Summary
2.5 Summary

As shown in the analysis, it is very beneficial to employ Id€BMA schedul-
ing in large scale dense ad hoc networks. Local FDMA schaduylields sig-
nificant gains and is less complex in implementation tha@rfatence cancel-
ing techniques, for example. The concrete physical layedutation design
was not touched upon, as most physical layer modulatiomtgqabs can read-
ily be combined with frequency hopping and local FDMA scHedu An
efficient protocol design for multi-channel ad hoc netwakeuld incorporate
a combination of dynamic frequency planning and adaptivie $ipectral effi-
ciencies.

Multi-level locally orthogonal FH-CDMA was introduced asreethod for re-
ducing MAI in large scale ad hoc networks. A possible aldwnitfor imple-
menting MLLO hopping has been given and verified using sitiuta. In

homogeneous node configurations, hot spots arising froml lampetition
for channels are avoided by averaging the interference. gHire of the pro-
posed method in a concrete implementation will largely delpen the traffic
patterns of the nodes and the geometry; it is fair to assuategtometrically
clustered and very active interference limited networkslikely benefit most
by introducing the geometrical ordering through hoppinglta.

A point not addressed here is the actual method of channesacdepend-
ing on the application, channel access could be random erva&ion based.
Furthermore, it is likely that not single nodes, but groupsares will share a
hopping sequence to facilitate point-to-multipoint conmieation in clustered
networks. Both issues need to be addressed in the desigemfeincy hop-
ping multi-channel networks. MLLO hopping can be benefj@apecially in

scenarios where self-interference limits performance.
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3

Mitigating External
Interference

Having analyzed the possible gains of reducing internaffatence by means
of adaptive frequency planning in Chapfér 2, we will now ddesthe influ-
ence ofexternal interferencen the network. External interference is interfer-
ence caused by signal sources that are not part of the netWbdan stem
from other communication systems operating in the sameviidtid or, in an
electronic warfare context, from deliberate jamming ofjfrencies. To achieve
maximal robustness, the network needs to adapt to thifénésrce.

In this chapter, we consider, within a geometrical modekbasn a homoge-
neous Poisson point process (PPP), an adaptive synchretwugrequency

hopping code division multiple access (FH-CDMA) systematde of adapt-
ing channel access probabilities (and hence, the hoppiterppaccording to

the external interference experienced in the channelsrdaachal interference
generated by other nodes. Due to fast variations in theadmatnfiguration of

transmitting noded adaptation takes into account epectedpatial interfer-
ence. The questions to be answered are the following:

41Such variations naturally arise when nodes change fronsiimiting mode to receiving mode
and vice-versa, or when the network exhibits some mobility.
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3.1 System model

» What are the highest possible gains of adaptive FH-CDMAmt@m-
pared to non-adaptive FH-CDMA?

» What are the gains of practical suboptimal strategies?

The optimum channel assignment that balances internat¢mkY} interference
due to spatial reuse and external interference is derivaly@eally for a path
loss and for a Rayleigh fading model. The performances ofdkelting hop-
ping strategies are then compared to various suboptimagbihgpstrategies
such as non-adaptive hopping and min-max allocation withstamt quality
of service (Qo0S).

For prior related work addressing the properties of an fatence field of a

homogeneous PPP spatial node configuration, see [28, 4@nddjeferences
therein. To the best of the author's knowledge, externarfatence as de-
scribed here has not yet been considered in literature.

The remainder of this chapter is structured as follows. i8e&.1 introduces
the system model. The transmission capacity of network&wuexgternal in-
terference is derived in Sectign B.2 for a Rayleigh fadind for a path loss
interference model. Sectibn 8.3 compares the considersegies, while Sec-
tion[3.4 provides concluding remarks.

3.1 System model

3.1.1 Geometry, channel and receiver model

A network consists of nodes distributed in the plane. Thal tmperating band-
width B available for communication is split int®! orthogonal channels of
equal bandwidth. At each time instance a subset of nodesnigin a cer-
tain channeme M = {1,...,M}. Assuming that there is no listening period
before accessing the channel and that channel access isrdimaied among
the nodes, i.e., that slotted ALOHAIis employed, we model the transmitter
positions by a homogeneous independently marked ®BP{(X;,m)} of in-
tensity A, where theX; € R? denote the locations of transmitters and the
are the marks attached to tKg indicating the associated channel. Each node

42For a description of ALOHA channel access see, €.d., [46f Simple model of synchronized
but uncoordinated medium access is appropriate for singilearks or to model the network-
wide RTS/CTS phase of a more sophisticated MAC protocol asribed in Chaptdil4.
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3 Mitigating External Interference

transmits only in one channei € M, this channel has the system bandwidth
of a single node.

In frequency hopping systems, we can differentfedguencieschannelsand

hopset®, see Fig[Z11. A frequency is a physical center frequencycbianel.
A channel is a pointer to a frequency with an associated bahdwand a
hopset is a time-indexed set of channels.

To evaluate the performance of adaptive FH-CDMA, we makedhewing
assumptions. First, the interference situation in the ostvis evaluated at
a certain time instance, i.e., an interference snapshairisidered. Second,
in this snapshot, the channel access according to the hpgeiguences of
transmitting nodes can be described by a discrete prohadifitribution, the
channel access probabiliti& Hence, we assume that, at the time of transmis-
sion, each transmitter randomly chooses a channel acgptdithe channel
access probabilitieg = (p1,...,pm) € [0, 1]M ,|Ip|]1 = 1 for transmitting its
message. For convenience, we defiyg= {(X,m)|X € ®, m = m} as the
point process counting only those transmitters which wanhs channelm.
Due to uncoordinated, and hence independent, transmsssi@ny®y, is also
a Poisson point process and the intensitypgfcan be denoted by

Each transmitter has an associated receiver at a didfanaad transmits with
powerp. The transmitted signals are attenuated by path loss anditsaye
subject to Rayleigh fading. The path loss between two poihig € R? is
given by||x' —y'|| =%, with a > 2.46 We assume that any interference can be
treated as white noise, i.e., that appropriate pre-whitgmeasures have been
taken at the receivers.

43The termshopsetandhopping sequencare used interchangeably in this thesis.

44The concrete way how the hop sequences that follow theseapititp distributions are gen-
erated is not of interest; creating random numbers acaprtira given discrete probability
distribution is trivial. For an application to frequencypming as considered here see, e.g.,
Stabellini et al.|[35].

45This assumption poses a restriction on the system modellloutsafor analytical tractability.
The effect ofr being different for every transmitter-receiver pair on thsults is investigated
with numerical simulations (see Fig._B.7). Recently, tifeiance of including the receivers in
the PPP has been investigated.in [58].

“Note that this two-dimensional model is not valid for= 2, as the interference contributions
from an infinite number of nodes in the plane lead to infiniterference power. Mathemati-
cally, the corresponding integral diverges, see [49]. liarrhore, it is valid only for distances
r>1.
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3.1 System model

Due to the homogeneity of the PPP, the resulting interferdietd obeys the
same statistics at any point in the plane. This allows cheraation of the
performance of the whole network by the performance tfpacal transmis-
sion. Therefore, we place a probe receiver at the origin arassaociated probe
transmitter units away at locatior. The instantaneous signal-to-interference-
and-noise ratio (SINR) at the probe receiver in chammisl given as

pGor—“
GNNm+ S o (x) P Gill Xl 7
~ GNNSRn+19 3 o i) Gill X7

where Ny, is the noise level in channeh due to the external interference,
NSRy = pT'L“a is the mean noise to signal ratio in channel The variables
Go, Gy andG; are independently and exponentially distributed with oman
and capture the random fluctuations in the received powetadRayleigh fad-
ing at the probe receiver. By settil@@gy = Go = Gj = 1, (3.2) reduces to the
path loss model.

SINRn =

(3.2)

The outage probability of the probe link operating in chdmmés given by the
reduced Palm probability [27]

Am(Am) = P*[SINRy, < B]
=P[SINRqy < 8], (3.3)

whereg is the required SINR threshold af¥ is the probability measure with
respect to the point proce®s, U {x} without counting the point, as the probe
transmitter does not contribute to the interference seethéyrobe receiver.
The second equality of (3.3) follows from Slivnyak’s Themrewhich states
thatP™[.] = P[® ¢ ], if @ is a PPP[27]. We define the outage probability as

Definition (Average outage probability)
M
q(A,p) = 3 PmOm(PmA), (3.4)
m=1

i.e., we consider thaverageoutage probability associated with the channel
access probabilitiep. This expression is the spatiahd temporalaverage
outage probability of a node given channel access proliabiti.

4"The outage probabilitgy, is of course a function of all model parameters. As we are pain
interested in its dependency on the variable paramigtewe write gm(Am)-
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3 Mitigating External Interference

Our primary metric of interest is the transmission capa€ii§) [28], which
is the density of concurrent transmissions weighted by ticeesss probability
associated with this density, i.e.,

Definition (Transmission capacity)

It is easy to see that for twpy # p2, ¢(A,p1) # c(A,p2) in general, since
g(A,p1) # d(A,p2). Therefore, the value af{A, p) depends on how the chan-
nel access probabilitigsare chosen.

3.1.2 Optimizing channel access: Balancing internal and
external interference

Internal interference in a channel is the aggregated ertence generated by
other nodes of the same network transmitting in the samenetarExternal
interference is interference generated by sources outisel@etwork. Both
interference sources affect the outage probability of @strassion in a certain
channel.

Our degree of freedom is the channel access probabilityilalision p. If we
choose to increase the load on one channel by assigning malyalplity mass

to it, we will increase the outage probability in that chdring simultaneously
reduce the load of the other channels. We are now lookindgneooptimum dis-
tribution popt that maximizes the TC and hence balances internal and ektern
interference.

Definition. We define byopt the channel access probabilities for which the
average outage probability(q ) is minimal for a givem .

Lemma 1. The average outage probability(4)) is a strictly monotonically
increasing function oA if p = popt at everya.

Proof. Proof by contradiction: Suppose thafA1,p1) > q(A2,p2) for some
arbitraryA1 < A2. From the definition opgp it follows that bothg(A1,p1) and
(A2, p2) are minimal at\; andA,, respectively. Analyzingfwuz)\2 we
see that this is, due to the naturegpf, always positive for fixegh = p,. Thus,

going “backwards” from\, to a pointA, we haveq(A,p2) < q(Az,p2). After
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reaching the poinA = A1, we observe thati(A1,p2) < q(A2,p2). Using the
initial assumption, we finally have

q(A1,p2) < q(A2,p2) < A(A1,p1),

which is a contradiction to the assumption thats optimal and hencey A1, p1)
is minimal. Thereforeq(A1,p1) < q(A2,p2) always holds. O

Lemma 2. The maximization of (q) for a given q is equivalent to minimizing
q(A) for a givenA.

Proof. From Lemmall we know that the average outage probabhjlity with
p = Popt is a strictly monotonically increasing function #t Hence, for any
pair (A’,q') generated byp, we have that’ = max{A(q,p)} andq =
miny{q(A’, p)} and the Lemma follows. O

Using Lemma&ZR we can now transform the problem of maximizireg®C into
the problem of minimizing the average outage probabijity, p) overp given
someA.

3.1.3 Optimization problem 1: Maximizing transmission
capacity

The first problem strives to minimize the average outage gy q(A,p)
from (3.4) as follows:

M
Popt = arg min z Prm0m(PmA )
p m=1

s.t.|plli=1,
vYme M : pm>0. (P1)

According to Lemmal2, the solution df (P1) yields the maxitnahsmission
capacity of[(3.b). If all functiongm(Am) are convex, the problem can be solved
with convex optimization [59, pp. 20ff]. If thgm(Am) are non-convex, the op-
timization problem can generally only be solved heuridijc®ue to their na-
ture as cumulative density functions, tye(Am) are monotonically increasing
in Am, however not necessarily convéx

48For very highAn, outage occurs with probability converging to one. In a sdenwith high
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3.1.4 Optimization problem 2: Maximizing transmission
capacity under constant QoS

Practical systems will strive to have the same expectedgt@&eckor probability,
every time a channel is accessed, hence assuring const&8ntAQmptimiza-
tion approach that achieves constant QoS is based on mingrize maximum
weighted outage probability associated with Bhehannels:

Popt, Qos= arg rginﬂrgxpmqm( PmA )

s.t.|plli=1,
vYme M : pm>0. (P2)

From [59, Theorem 2.4.1], we know that for the global minimom(P2),

Vi, j € M :Aigi(Ai) = Ajqj(Aj) = const holds: The access probability weighted
packet error probability in every channel remains consfainé solution of{(PR)
hence yields th&ransmission capacity under constant Q@ie to the mono-
tonicity of Angm(Am), this optimization problem has a unique global minimum
and efficient algorithms exist to solve it numerically/[59. 31ff].

3.2 Transmission capacity under external
interference

In the following, we consider well known outage functiapg arising from a

path loss only interference field and from a Rayleigh blodkrfg interference
field. With the help of these outage functions, we are thee tbtalculate the
average outage probability according fflo 13.4) andtthasmission capacity

@B5).
For the pure path loss model with= 4, qn, is given by [28]

P(Am) = 2Q (Améh) — 1. (3.6)

densityA, one channel can take all the excess interference, so thdetisity in the remaining

channels is adjusted to levels at which communication lisissible. This (pathological) sce-
nario is avoided in the following analysis by restricting thptimization to the convex domain
of the objective function.
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3.2 Transmission capacity under external interference

where

Pl "\T/"i (3.7)

and

1
o {/3 NSRn % —NSRy >0 39

0 ,otherwise

The ym can be interpreted as the quality levels of the channels:larger y,
the less external interference the corresponding charasetdbear. Ifyy, is
zero, communication in that channel is impossible.

Similarly, for the Rayleigh block fading mode, is given by [26]

O(Am) = 1—e gl (3.9)
where 252/
A=2r b (3.10)
and
1
i_ ) TipNSRn  'IN ™ Exp(1)
" {e_BNSR“ ,ON =1, 54

where~ Exp(1) denotes thagy is distributed according to an exponential dis-
tribution with expected value 1.

3.2.1 Optimal strategy for path loss only model g, = pl

The adaptive channel allocation minimizes the outage fiibaby adapting
Pm and hencé, according to the quality leva, of the respective channéfs
The problem[(P1) can be written as

M M
min % PmOm(PmA) =_ min _ po+ Pm0m(PmA ) (3.12)
b =1 0;PL+15---,PM M1
M
S.t. po+ Pm=1 Vme{L+1,...,M}:po,pm=>0,
m=L+1

49To the best of the author’s knowledge, such a soft-hoppihgrse was first suggested by Sta-
bellini et al. in [35]. In the following, we will derive the dimum channel probabilities for our
given geometry.
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where 1...,L are the indice¥® of channels for whicly, = 0 and hence(Am) =

1, andp, is the accumulated channel access probability assignéese than-
nels. The probabilityp, can be interpreted as the optimum back-off probabil-
ity needed to maximize transmission capacity by reducitegival interference.
The corresponding back-off intensity is given hy= poA .

The optimizing problem[(3.12) is generally non-linear amshtzonvex with
non-linear non-convex monotonically increasing objexfunction and linear
equality and inequality constraints. If the functiqrean be expressed analyt-
ically, as in the two cases considered here, the objectivetion of [P1) can
be tested for convexity by showing positive semi-definitenef the Hessian
matrix. Additional constraints for small,, and hence total, can then assure
convexity. In the following, we will derive the optimum sailon under these
additional constrains, focusing on smallnd thus small (practically relevant)
outage probabilities. We note three relevant observations

Lemma 3. The optimization probler®1) with g, = q?,l anda = 4 is convex,
ifYmeM:0< Ap < E—r{?

Proof. We examine the convexity a® = S Amg®'(Am). Taking the second
partial derivative with respect th,, we find

o _ 3.13
A% 0 Q. (3.13)

The Hessian matrikl of the objective function thus has positive elements only
fori=j,i>L+1, and zeros elsewhere. Rdrto be positive semi-definite and

hencegm to be convex, 6< A < E—r‘/pﬁ must hold. O

- {%a‘%‘e%< R (2 AB(ERD) Li= ],

Lemma 4. The optimization overxcan be performed separately after finding
the solution for p;1,..., pm-

Proof. Optimization overp,,1,..., pm of the objective function of (3.12) re-
sults in a function that depends @3. The minimum of this function is also
the global minimum. O

Lemma 5. A necessary condition for an extremum[ofl(P1) Wiﬂtqqﬁq' is that
Vie{L+1,...,M}:0m(Ai,¥) =T=const0<T<1

50A reordering might be necessary.
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3.2 Transmission capacity under external interference

Proof. Let fi(Ai) = —Y— and fj(A}) = —2—. Assume we have an ex-
() 2 (r2Aj) 2

tremum of the objective function of-(P1) in the convex regisith associ-

ated solutiomy,...,Am. Consider twoA; and Aj of the solution for which

¥ # 0,y # 0. We can write

k=3 Am® (Am. vin) = AidP' (Fi(A) + AP (F;(A) + 2. (3.14)

whereZ are all terms independent af,Aj. At the solution, the constraint
> Am = A has to be fulfilled, so we can sgt+A; = A’ and write [3.1#) in
terms ofA;. Furthermore, we know that at an extremum the partial déviva
with respect to\; has to be zero:

ok
0—)“ =q
P! (A= X)) = 5 () (F (M) h(x) =0

fi(Ai) = fj(A’ — Aj) is a solution to this equation; we assumed convexity (and
strict convexity forA . 1,...,Am) of the objective function, hence it is the only
solution. Since this is the case for arbitrargnd j, all fi(Am) are equal and
the Lemma follows. O

P 0) + 3@ (= X)) A~ 4)
(3.15)

Sinceq(Am) is strictly monotonically increasing with respectAg, for a given

Po Minimizing g(Am) is equivalent to minimizing its argument. Given this fact
and Lemmal and Lemna 5, the optimization problem qyes, ..., pu fora
given p, can hence be written as

Popt(Po) =arg_ min 1 (3.16)

PL+15---:PM

st1—— __0 m=L+1..M,

(PmA )2
M
p0+ pm:la
m=L+1

vme {L+1,...,M}: po, pm > 0.

The problem in[(3.1l6) is a convex optimization problem wittear objective
function, convex equality constraints and linear inedqyatbnstraints. This
optimization problem can be analytically solved with théptef Karush-Kuhn-
Tucker (KKT) condition8!. Using Lemm&B, we have the following result:

51See e.g.[[89, Section 2.1] for an introduction.
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3 Mitigating External Interference

Theorem 1 (TC with optimal strategy, path loss onlyJhe solution of the
optimization problenfPI)with ¢y, = qpm| in the convex region is given by

2

Pin(Ao) = — (1 po) for m=L+1,..., M. (3.17)

and [, = 22 form=1,... L.
Proof. The solution follows by solving the standard KKT equations. O

Note that[(3.1]7) holds for alt, it is necessarily a local optimum. Furthermore,
it is a global optimum for all values ofr if conditions on the per channel
density, similar to those of Lemnha 3, are met. In the case ef4, convexity

of the problem (and hence a global optimum) is assured by L&@mTo
determinep,, we numerically solve (3.12) with thg),(po) given in Theorem
W1}

From the structure of (3.17), we see that the optimal styatsgigns probabil-
ity to the channels proportional to tkﬁ'—}th power ofym,. The smallen, the
worse the channel. From (3.8), we see thaffer « (self-interference limited
networks) om; = n;, Vi, j, the optimal strategy is equivalent to the naive strat-
egy (see Sectidn 3.3) , i.e., to assigning the same protyabilkach channel.

3.2.2 Optimal strategy for Rayleigh fading model q= q"

Analogously to the path loss case, we state the followingeMagion (see
(3.10)):
Lemma 6. The optimization probler@I)with gy, = gfl, is convex, iffme M :

Proof. We examine the convexity af' = S Ang"(Am). The elements of the
Hessian matri+ are given by

21l 2paer a—AD (o _ 3. P
9%c {/\ AEMe B2 NA) Ji=] (3.18)

dNdA; )0 )
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3.3 Numerical evaluation

The matrixH is positive semi-definite if all minors are non-negative orfar
(3.18), it can be observed thdtis a diagonal matrix. Hence,

k
[1A%A&he ™ (2—Amd) > 0 (3.19)
m=1

must hold for allkk = 1,...,M. Since all factors are non-negatiie. (3.19) is true
only if 2— AnA is non-negative foraln=1,...,M. O

Theorem 2 (TC with optimal strategy, Rayleigh fadingJhe optimal §, de-

noting the m-th component p§y, of the optimization problerfd) with gy =
gt in the regionmA < 2 are given by

_ 1 ve B
pmmax[ /\A<1 W</\E >)] m=1,...,M, (3.20)

wherev* is the solution of

Zmax[ L (1 W(Avée)ﬂ 120. (3.22)

and# (-) denotes the principal branch of the Lambert-W function.

Proof. The solution follows by solving the standard KKT equations. O

3.3 Numerical evaluation

3.3.1 Suboptimal channel access strategies

In the following, we describe four suboptimal channel asctsategies of prac-
tical importance: Naive , best channel only, thresholsebla and min-max
optimized threshold-based channel access. Adaptiveegtestcan be further
classified as beinlgard- or softadaptive: We call a strategy hard-adaptive if all
active channels are treated equally, i.e., the access lpilitlea of active chan-
nels do not depend on the external interference. A strateggfi-adaptive if
the access probabilities of active channels can differ.
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3 Mitigating External Interference

| channels

Figure 3.1: Exemplary realizations of naive (non-adaptivopping over 12
channels. Darker channels indicate lower quality, i.@hbr exter-
nal interference. Channels used for data transmissioneareteld
by cells.

Naive non-adaptive channel access

For the naive strategy, every node selects a channel wital egobability, i.e.,

p=[f.....w|". The resulting density in each channel is

Am= = (3.22)

for all me M. This non-adaptive hopping strategy corresponds to stdnda
FH-CDMA. ltis illustrated in Fig[3.11.

Best channel only access

For the best (single) channel only access strategy, onlgakeavailable chan-
nel, i.e., the channel with the least NgRs used. The corresponding intensity
Amis given by

{/\ ,m=argmin{NSR,[n=1,...,M}
Am - n

= i (3.23)
0 ,otherwise
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3.3 Numerical evaluation
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Figure 3.2: Exemplary realizations of adaptive hoppingtetyies over 12 chan-
nels. Darker channels indicate lower quality, i.e., higéeernal
interference. Channels used for data transmission areetthy
cells.

63



3 Mitigating External Interference

According to our classification, the best channel only sgrais hard-adaptive.

Threshold-based channel access

With the threshold based channel access strategy, bothett& bchannels
and all remaining channels with sufficient quality are us€de criterion for

a channemto be active is NSR < k, wherek denotes the quality threshold.
Let the set of active channels be denoted by

& ={me M: NSR; < k VNSRyamong th& smalles}. (3.24)

Then || with |.%| > K is the number of active channels, and this channel
access strategy assigns transmission density to the dsawoerding to

A

o ,me

Am= < 71 _ (3.25)
0 ,otherwise

This hard-adaptive thresholding strategy is comparabteéanechanism im-
plemented in IEEE 802.15.1/802.15.2[9, 60] and shown in[Eig(a).

Min-max optimized threshold-based channel access

In this optimized version of threshold-based channel ax¢ke channel access
probabilities for the active channels are determined byisglthe min-max
problem over allactive channels. Denoting by?7 ¢ = M\ ¢ the set of all
inactive channels, one can write

mpin mmaXmem( PmA )
St.pm>0ifme 7,
Pm=0if me #¢,
Ipllr=1.
Again, min-max channel allocation ensures constant QoSs&iple outcome

of such a soft adaptive scheme is depicted in Fig. 3.2(b).t8Bganstruction,
this strategy is soft-adaptive.
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3.3 Numerical evaluation

Parameterr r | B | o | M | NSR K K
Value 10| 1|4 |10| -5dB| 5dB | 3

Table 3.1: Evaluation parameters

3.3.2 Comparison of channel access strategies

For numerical evaluation and comparison of the strategieghose NSR to be
exponentially distributed, NSR Exp, with expected valuBSR= —5 dB 52

The basic parameters are given in Tdblé 3.1, corresponaliagdbust WLAN

scenario with a medium number of channels and low decodigliold. The
effects of varying these basic model parameters will be é@xaghin simula-
tions. In the non-convex region, that is for higrandq, thepop: were obtained

numerically using global optimization heuristics.
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Figure 3.3: Path loss model, transmission capacity foovarstrategies

52Note that the assumption NSR Exp has been made ad hoc. However, the exact external
interference statistics do not affect the relative perfamoes of the strategies.
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Figure 3.4: Transmission capacity for various strategies
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3.3 Numerical evaluation

Fig. [3.3 and Fig[ 3.4(h) show the TC for the path loss and Rglylading

model without fading between receiver and external interfee Gy = 1).

Comparing the two figures, we observe that the TC for Rayl&iding is gen-
erally lower than for the path loss model which is consisteitih findings in

the single channel case [28].

The TC for Rayleigh fading witlGy ~ Exp(1), i.e., Rayleigh fading with ex-
pected value 1, is shown in Fi§. 3.4(b); the qualitative abtaristics of the
channel access strategies do not differ from those of Fidi(aB. however,
fading of external interference increases the TC slightbtice, for example,
the lower outage probability of the naive strategy at a TA®f* success-
ful transmissions per unit area. The TC willy ~ Exp(1) is increased by
approx. 85%: If fading between receiver and external interferer isspnt,
the outage probability associated with the external ieterice is lower than
without fading. This can be seen directly by applying theséeninequality,
Pel <a=1-Ele®]<1- e Flela— 1 _e2 Thus, fading between re-
ceiver and external interferer is beneficial. Knowledgeualibe type of this
channel can hence be exploited for the calculation of thergbtchannel ac-
cess probabilities in order to increase TC.

Furthermore we observe that the channel access strategiagdqualitatively
different in the Rayleigh fading model when compared to thth poss model:
all strategies exhibit a non-vanishing outage probabditgn forA — 0. This
is due to the fact that outage still may occur, even for vewy densities, due
to deep fades.

At low outage probabilities, and hence Idwthe optimal strategy is to choose
the best channel since this minimizes the overall outagbatriity. For the
path loss model, this effect is not observed — outage prétyaisi unaffected
by the quality of good channels. Here, equally balancingrimdl and exter-
nal interference is optimal even whédnbecomes arbitrarily small. As a re-
sult, the optimal and the min-max strategy yield the sametigol at smallg,
while thresholding (with and without min-max optimizat)geerforms slightly
worse because not all “alive” channels are used. It shoulddted that the
transmission capacity metric does not reveal the perfocedéimit of the lat-
ter strategies in the path loss model as it assumes a fixékhe transmitters
could employ adaptive modulation and coding in order to Befrem good
channel$3

53If adaptive modulation and coding is employed by the tratitensi in order to benefit from
good channels, another metric such as the aggregated Sheapacity should be used here to
compare these strategies for the path loss model in ordectoately reflect the gains.
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3 Mitigating External Interference

In the intermediate outage probability region, where imiand external in-
terference are of the same order, we can see that both the @il the best
channel strategy do not perform well. Here, thresholdimgl & particular
thresholding with min-max optimization, yield large perfance gains over a
wide range and show near-optimality. For Rayleigh fadihg,gerformance is
even better than the min-max solution.

In the high outage probability (and high node density) regibe naive strategy
quickly approaches the optimal TC before falling off.

Fig.[3.5(a) anfl 3.5(pb) show the average outage probahilty as well as the
average (empirical) standard deviation of the outage fhitibai.e.,

1N 2
o= \/N _;(Qi(A,pi) ) (3.26)

where theq; are realizations of the outage probabilities for a certtiatsgy
with corresponding optimizeg; and

1 N
A= 3,000 @27)

is the average (empirical) outage probability.

For the threshold strategies, only the active channelsarsidered. It can be
observed that is nearly constant over a wide range. At (undesirable) high
outage probabilitiesg increases fast for the optimal strategy (the bend indi-
cates the end of the convex region) and decreases for trehtiideand naive
strategy. AtlowA, g is approximately of the same order@svhich may have

a negative effect on QoS guarantees. Note that, for both themax and the
threshold-based min-max strategy= 0.
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3.3 Numerical evaluation

Figure[3.6(3d) anfl 3.6(b) show the performance of both made&nNSR is
varied at a medium node densityof= 10~3. With increasindNSR and hence
increasing intensity of external interference, the pa#is Imodel shows near
constant outage probability for all strategies, until &#trold is reached. Fad-
ing leads to less threshold-like behavior, as good and baekfaccur for all
NSR values. Interestingly, hard-adaptive thresholdirdysoft-adaptive thresh-
olding show very similar performance in both models and withgiven values
outperform min-max scheduling over all channels. Compgghard and soft-
adaptive thresholding, a significant gain of soft-adaptiwesholding is only
achieved at higiNSR values and outage probabilities, which are of small-prac
tical importance when operating a network.

The thresholding strategies outperform naive hoppingénfading model for

all NSR values. In the Rayleigh fading model, for INSR the naive and the
min-max strategy over all channels outperform threshgldifihis shows the
concentration effect of thresholding: Relatively good ruiels are excluded
at k = 5dB with thresholding, leading to higher internal inteefiece in the

remaining channels. If external interference is not thedéssaive hopping is
also the best strategy.

The optimal performance lower bounds the outage probghiihe can see that
hard and soft-adaptive thresholding show close-to-optpedgormance over

a wide range of interference levels, especially in the Rghléading model.

Soft-adaptive thresholding offers a small gain over hatdpdive thresholding,
especially under high external interference conditions.

71



3 Mitigating External Interference
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Figure 3.7: Influence of varying transmission distance ffixed optimization
targetropt = 10.

Finally, Fig. [3.7 shows the effect of varying transmissiastahces while
optimizing the channel access probabilities based on attén@nsmission dis-
tancerqpt = 10. In both cases of channel models, outage probabiliteases
only marginally and still remains lower than in the case efshiboptimal solu-
tions.

3.3.3 Implications for protocol design

For protocol design, two conclusions can be drawn from ttadyais and com-
parison of strategies. First, adaptivity does not resul igain if the node
density is high and hence internal interference domin&tesuch high density
networks, applying a naive strategy will then yield a cles®ptimal result.
Not included in our system model but of considerable pratiimportance
is the role of communication signaling overhead that wittlfier degrade the
performance of adaptive strategies. Especially if the nbelgsity is high, it

might be preferable to avoid this additional load on the ekwn favor of a

non-adaptive technique.
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3.4 Summary

Second, if the transmitting node density is not extremefjhhadaptivity can
indeed help: In both the path loss and the Rayleigh modelnamaix strategy,
with optional thresholding to exclude bad channels, is adgimtegy with the
benefit of constant QoS. Interestingly, this holds for alkls of external inter-
ference. As long as internal interference is not the lingitiactor, adaptivity
offers a benefit.

These finding are consistent with the interference avoigamechanisms cur-
rently implementedin IEEE 802.15.1/802.15.2. Howevei|eMiEEE 802.15.2
employs hard-adaptive thresholding, a possible small gambe achieved
through soft thresholding. This gain might be greater ifeidynamics of in-
terference are considered: A soft adaptive technique ctanpally monitor
more channels through implicit sensing, i.e., through olag®n of error rates,
and hence adapt faster to a changing interference envinurthe

3.4 Summary

We derived, for the convex low to medium outage region, ailoutage ex-
pressions of the given FH-CDMA system under the influencetsfraal inter-
ference for both a Rayleigh fading and path loss model. Taegeessions can
be used to calculate the average outage probabilities dasuble transmission
capacities. Suboptimal strategies were compared to trmseds in numerical
simulations. As outlined, the implications of the model baruseful in the de-
sign stage of wireless network protocols. Future work cdaddis on finding
analytical expressions and bounds for those suboptimatation strategies,
in order to create an analytical framework for FH-CDMA ad Inetworks un-
der external interference. It could also focus on providingnerical results
for different interference fields, i.e., different shapégjg. An extension that
suggests itself is the combination of locally orthogongbiag, as described
in Chaptei 2, and adaptive hopping, for example using a rmonelyeneous
Poisson approximation, cf. [61].

43ee also the discussion of implicit and explicit sensing fiayitef?.
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4

MAC design aspects

While the previous chapters analyzed the principal interfee trade-offs in fre-
guency hopping code division multiple access (FH-CDMA) ad hetworks,
the objective of this chapter is to describe and compare unediccess control
(MAC) protocol approaches that implement internal and rextieinterference
avoidance mechanisms. Although stochastic geometry i®d tpml for mod-
eling global properties of large-scale ad hoc networkss igtill difficult to
address MAC design aspects within this model.

In the following section, first a brief overview of the issuescountered in
multi-channel MAC protocols and strategies to deal withthie given. We
then go on to describe and analyze in a single collision do@adAC strategy
for single transceivesynchronizegdaptive frequency hopping networks with
a high number of channels and nodes. In Sedtioh 4.2, we amiiternal
interference avoidance techniques, while in Sedfioh 4e3effect of external
interference is analyze®.

55As in the previous chapters, we differentiate betwéeguencieschannelsand hopsets see
Fig.[2. The term$éiopsetandhopping sequencare used interchangeably. A frequency is a
physical center frequency of a channel. A channel is a poiate frequency with an associated
bandwidth, and a hopset is a time-indexed set of channels.t@fimchannelis also used to
describe a snap-shot of a hopset asdmmon broadcast channel
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4.1 Multi-channel MAC issues and classification

Figure 4.1: The single channel spatial hidden node problem

Prior relevant works are [37], on which we build our analyais well as|[62].
Both [37] and [62] assume a channel access model that oireetet the per-
formance of a randomly hopping parallel rendezvous MACgeily if the
number of channels and nodes is high. We improve the modetamgpare
the performance of a randomly hopping rendezvous MAC witlvanarthog-
onal hopping with channel re-use and rendezvous based dilevdl locally
orthogonal (MLLO) hoppingf. We show that the MLLO scheme succeeds
at reducing internal interference over traditional apphms. Within the same
system model, the gains of external interference avoidareanalyzed in the
last section of this chapter. We show under which circunt&amexternal inter-
ference avoidance can be beneficial to network throughput.

4.1 Multi-channel MAC issues and
classification

4.1.1 Multi-channel hidden node problem

A well known issue in single channel MAC protocol design is sipatial hid-
den node problem, where two transmissions collide at avercdie to the fact
that the transmitting nodes are not able to coordinate treismissions. This
happens because the two nodes are out of transmission r&egeloother:
They could be too far apart or the geometry is such that tteehégh attenua-
tion between the nodes.

Consider Fig.[[4]1, which shows three nodes in two collisioméins with
two contending links, the latter denoted by Roman numerblgdes 1 and
3 are hidden from each other. The (single channel) MAC paitoow has
to avoid collisions of packets at node 2. The problem can l@ated by a

56The scheme was also discussedd 2.4, a patent is pending [63]
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Figure 4.2: The multi-channel hidden node problem

request-to-send (RTS) and clear-to-send (CTS) handshatarpl before data
transmission, a technique known @arrier Sense Multiple Access/Collision
AvoidancgCSMA/CA). In order to establish link I, an RTS packet is tlsemt
by node 1 and node 2 responds with a CTS packet. This packatexthe
duration of the intended transmission and can be overhgandtbe 3, so that
it refrains from accessing the channel until transmissiotirk | is complete.
Conversely, if node 3 happens to start the transmissiontfirsét up link I,
the CTS packet will be overheard by node 1. Due to the finitedme# light
and the error-prone nature of the wireless medium, a two+tveandshake can
in practice only mitigate the hidden node problem, but neeenpletely avoid
it. Additional measures, such as longer observation timi&s metwork-wide
synchronization before accessing the medium, can furtbigr to reduce the
influence of hidden nodes.

In multi-channel networks, the hidden node problem can lmec® much greater
issue. Consider Fid._4.2 with four nodes in three collisiomdins. Assume
that, using a traditional RTS/CTS approach, link | is iriégihon channel one
and node 1 is transmitting while node 3 is busy on channel 2ceQwde 3
becomes idle, it tries to initiate a link with node 2 and seadsRTS. This
packet collides with the on-going transmission of link Ichase node 3 could
not overhear the RTS/CTS exchange for link | since it was rsyanother
channel.

This shows that, in multi-channel networks of single traiser radios, the
multi-channel hidden node problem cannot be mitigated bRB&/CTS pro-
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4.1 Multi-channel MAC issues and classification

cedure — it cannot be guaranteed that all RTS/CTS handshrattesneighbor-
hood are overheard because they can be sent on differentelsan

4.1.2 MAC strategies

As shown, compared to single channel networks, two factonsplicate the
design of MAC protocols for multi-channel frequency hogpiretworks: The
multi-channel component does not allow to monitor the clehfor transmis-
sions of neighbors, even if the node is in an idle phase. Euribre, the fre-
quency hopping component induces switching times, durihgghivthe node
also cannot keep track of the channel status.

The only possibility to mitigate this issue is a common biezsd channél that
is accessed from time to time. The way that this common bastddhannel
is constituted and used allows multi-channel protocolstclbssified. Several
principal approaches for organizing the medium access [@s64]:

Synchronous Split Phageotocols have a periodic control and data transmis-
sion phase. During the control phase, all nodes meet on a corbnoadcast
channel and negotiate on which channels data transmiss@ridstake place.
Afterwards, nodes switch channels and return to the coatrahnel after a pre-
defined data transmission period. In synchronous splitgpastocols, the con-
trol and data phases are synchronized across the wholenkefl¥ae broadcast
channel is used for neighborhood discovery and transnmigggotiation.

In Asynchronous Split Phageotocols, data transmission is also separated into
two phases. The phases are, however, not synchronizednketiide. Thus,
the load on the broadcast channel is eased but an additicnthgvperiod
before transmission is necessary to avoid the multi-chidndden node prob-
lem. An example of this class is the WiFlex protocol propdsgdiee et al. in
[64].

Common Hoppings a strategy in which all idle nodes of the network tune to
the common broadcast channel. Medium access is negotiatdteachannel
and data transmission then takes place using a differergihgsequence to

57In the terminology of the popular paper on Cognitive RadidHaykin [18], this common broad-
cast channel is the necessdegdback channdb coordinate spectrum access. In Haykin's
words, "cognitive networks” need to lreceiver centri¢ as interference occurs only at the
receiver.
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exchange data. This approach is structurally simple toémpht and inher-
ently well suited for use in frequency hopping networks. sadivantage is the
high load on the broadcast channel, leading to a single pbfailure.

In Parallel Rendezvouprotocols, all nodes know the hop sequences of the
nodes in their neighborhood. The broadcast channel is usetefghborhood
discovery; transmissions are initiated directly with tiended destination
node as the hop set is known. It is communicated within thghieirhood
over the broadcast channel. Parallel rendezvous is thesbiéstl candidate for
robust large scale network applications with frequencypog. It requires rig-
orous timing synchronization and local knowledge of thegiog sequences
of all possible communication partners. These factorse@ee protocol com-
plexity but are necessary in a frequency hopping settincalskh makes the
network less vulnerable to jamming, since the common brastdchannel is
used for neighborhood discovery only. Also, due to the comeu structure
of transmission initiation, parallel rendezvous protacohve been shown to
perform better in networks with a high number of channelsraodes than sin-
gle channel rendezvous protocols [37]. Parallel rendezatgpe multi-channel
MAC do not necessarily need to employ frequency hoptirigut many multi-
channel MAC protocols suggested in literature rely on feggry hopping to
increase robustness and flexibility as the service qudlithannels varies. Ex-
amples of such protocols are SSCHI[65] or McMAC! [66], both biat allow
simultaneous transmission agreements to improve perfuean these pro-
tocols, each node has its own home channel, which may or miafplav a
frequency hopping sequence. Nodes visit the home channetinfpotential
receivers to transmit data.

58Capacity loss due to switching times and increased spugmissions are the price to be paid.
Whether frequency hopping is a good choice highly dependheapplication.
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6.

Protocol class

Use of common MAC hidden

node

Suitability  for  large

channel resolution scale frequency hopping
networks

Synchronous Neighborhood yes low
Split Phase discovery and negoti-

ation
Asynchronous Neighborhood yes moderate
Split Phase discovery and negoti-

ation
Common Hop- Neighborhood yes moderate
ping discovery and negoti-

ation
Parallel Ren- Neighborhood dis- no high
dezvous covery

Table 4.1: Multi-channel MAC protocol classes, relevamtffequency hopping networks
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4 MAC design aspects

The disadvantage of parallel rendezvous is that the mb#innel hidden node
problem is not inherently resolved. For this reason, paradindezvous will
find better applicability in scenarios with few hidden nad&sich a scenario
is given if, for example, the majority of links use high tramission power
as in tactical military communications. If there are numerdidden nodes,
additional measures to mitigate their influence on perforteaneed to be taken.
For these reasons, parallel rendezvous is unlikely to beod gboice for low
cost, low power applications such as sensor networks.

Parallel rendezvous is the best option, if a dedicated ¢emsr for exchanging
control information is available. This dedicated chanra then be used to
announce successfully established transmissions anct fadlogvs all nodes
that share a collision domain to keep track of the networestehis is also an
argument for applications that target high cost commuitnatetworks.

A hybrid approachthat clusters nodes into groups that are hidden from each
other but have conflicting links can also be a viable optiorsifgle channel
rendezvous to mitigate the hidden node problem is then usbdfar nodes
inside that cluster, but not for all nodes in the networksteasing the burden
on the rendezvous channel.

Table[4.1 summarizes the properties of different prototasses with respect
to their applicability to frequency hopping networks.

4.1.3 Interference avoidance on the MAC layer

The primary task of the MAC layer is to organize medium acéessmanner
that ensures that internal interference is avoided, nesiich a way that orthog-
onal communication channels are provided to links. Alsominlti-channel
networks that operate in an environment which includes es#vexternal inter-
ference conditions, the MAC layer has to adapt to changesaiinterference
landscape to minimize external interference.

The degree of freedom a single communication link in a fregyehopping

network has to optimize its performance is the choice of ilapgequence.
The MAC layer needs to choose a good hopping sequence assignmin-

imizing internal (multiple access) interference and thiéuence of external
interference.
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Figure 4.3: Example of a frequency plan

Fig.[4.3 shows a possible situation for the frequency plamdedployed tactical
military communications netwoPR. Several frequency bands are permanently
excluded from network usage by prior frequency planning.thiese bands,
legacy systems operate that should not be interfered witles@ systems are
shown here as Legacy VHF, Legacy UHF A and Legacy UHF B. Furibee,
civilian systems, exemplarily shown here as CIV GSM, shawitl be inter-
fered with, either. Other frequency bands are free for ugen & their own
transmissions interfere with other systems such as TV agid lmoadcasting
as shown in the sketch. Network nodes can use this spectrpartopistically
for their communication if it is free at their location. Diedirate jamming is
also shown: The network needs to adapt to this externafartarce, e.g., by
temporarily excluding the jammed channels from the hop set.

External interference to the network can be caused by daliegamming or
by transmitters, which are not part of the communicatiorwoek, e.g., by
civilian systems or by other enemy communication systemise detection
of external interference and the discovery of new transorisspportunities —
the absence of external interference in certain channete €aried out via

spectrum sensing. From a design perspective, one canetiffate between
implicit sensingandexplicit sensing

Implicit sensing is the monitoring of the per channel packebr rate. Each

5%We use military communications as an example. Frequencpihgpsystems in large scale ad
hoc networks for other applications operate in a technjicsilnilar manner. The frequency
ranges will differ, but the mode of operation will be anatgi
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Figure 4.4: Principle of adaptive hopping

network node collects statistics of the errors occurringramsmissions to a
certain node in the neighborhood. It monitors the channklduality to adapt
coding and modulation. If the quality of transmissions tcod&in the neigh-
borhood varies greatly depending on the channel choserchtimenels experi-
encing lower SINR values are probably being interfered with

Explicit sensing is the monitoring of channels during id&ipds. The cumu-
lated noise and interference power is measured in the abs#ra transmis-
sion. Explicit sensing, independent of the sensing algorjtrequires some
control over the gain settings in order to be able to attachysipal interfer-
ence temperature value to the measurement, a fact to be itakeaccount
when designing the RF hardware for such an application. i€ikgknsing is
also associated with a certain cost, as the node is busyghersensing phase
and not available to receive data.

The combination of both sensing approaches yields an dwezal of the spec-
tral occupancy at the location of a node. With implicit segsithe node can
decide which channels &xcludefrom the hopping sequence for optimal per-
formance. With explicit sensing, the node can explore newonitor previ-
ously excluded channels and decidértdudethem to increase the robustness
of transmissions. Figl[_4.4 shows the time-frequency plaitle the receive
channel hop sets of a communication between two nodes. @idia times,
the nodes use explicit sensing to explore channels cuyrentl included in
their hop set, while implicit sensing is used to eliminatafaed channels from
the hop set.
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4.2 Avoidance of internal interference

Accessing a certain channel always increases the inteetabnk interference
in that channel. Instead of hard limiting, i.e., includingacluding channels in
the hop sequence, one can also adapt the channel hoppirappitiés: Good
channels should be included more frequently than bad ct&en8ech strate-
gies were examined in Chapfér 3. It was found that a good palestrategy
is based on a min-max criterion, balancing internal andragatenterference,
leading to equal weighted packet error probabilities imalpping channels.

To increase overall robustness against jamming, the nanlddhtrive

» to maximize the hopping bandwidth, i.e., the spectralatisé between
the channel with lowest center frequency and the channél lighest
center frequency and

« to favor higher frequency ranges over lower frequency eanfinetwork
load allows.

If the hopping bandwidth is maximized, a responsive jamrhat tnonitors
the spectrum and allocates interference power to deterdednissions has
to cover the maximum bandwidth. The higher the spectrahds, the less
likely a responsive jammer will be able to intercept thatked@nd react with
a jamming signal. Furthermore, if the network tends to usenokls as high as
possible in the operating bandwidth, jamming is hinderedheyunfavorable
propagation properties and higher attenuation of higheguencies. Active
transmission channels should choose their center fregeseas high as possi-
ble, but as low as necessary so as to not impact the poimitd-gata rate.

4.2 Avoidance of internal interference

After describing in the previous sections the principak$asf the MAC layer

in multi-channel networks, we will, for the remainder ofgtthapter, focus on
parallel rendezvous-type MAC. Such a MAC approach is thenary choice

for military communication applications as illustratedriy. [4.3 and Fig_414.
Parallel rendezvous-type MAC can be considered for alliepfibns where
the price for scalability, i.e., increased complexity, danafforded. We fur-
thermore assume that measures have been taken to mitigateutti-channel

hidden node problem, for example, by employing a separatiealted control

channel. This allows for approximation of the network MAGfpemance with

a single collision domain model.
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Figure 4.5: Receive and transmit channel hopping for randonchorthogonal
rendezvousM = 4, N = 4. The transmit plane shows on-going
transmissions, e.g., - 2 denotes a link from node 1 to node 2.
The receive planes show a realization of home channels ef idl
nodes, overlaid with transmissions. We observe that, fttvogo-
nal hoppingjdle nodes do not collide on the receive plane, but they
can collide with on-going transmissions. E.g., in channetldt
3 (drawn to perspective) the home channel of idle node 1dwsli
with "3 — 4",

4.2.1 Parallel rendezvous hopping strategies

In [37], Mo et al. analyzed different classes of multi-chahMAC protocols,
including parallel rendezvous protocols. For rendezvthesauthors assumed
a pseudo-random hopping home channel strategy to be imptethee.g., as
part of McMAC introduced in/[66]. In MCMAC, if a link is estaished, nodes
stop hopping to transfer data. When idle, nodes hop acaptdira pseudo-
random sequence. On average, this distributes the trasismssover all chan-
nels.

We propose to deviate from the McMAC scheme in two ways in iotdén-
crease throughput and robustness:

1. The rendezvous scheme shall be based on orthogonal lgdpptead of
random hopping to minimize interference, and

2. during data transmission, nodes shall continue to hoprdot to a se-
quence taken from an orthogonal transmission hdf).s€he channel in

60Note that, although simple, to the best of the author’s kedge, this extension has not been
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4.2 Avoidance of internal interference

which the nodes meet determines the exact transmissiorsegufFig.
[4.3 shows a possible receive and transmit hopping sequenceding to

this doubly orthogonal scheme fisr= 4 nodes inrM = 4 channels. For
comparison, an example of random hopping rendezvous fosdhee

link sequence is also shown.

Using multi-level locally orthogonal hopping as the homermhel hopping
scheme improves performance. In the following sections;evepare random
hopping rendezvous with rendezvous strategies based loogamal hopping,
namely orthogonal hopping with channel re-use and mull®rthogonal
hopping. The framework of Mo et al. [37] is used for analysis.

Random hopping

The simplest hopping strategy is pseudo-random hoppinghichwthe next
home channel is determined by a pseudo-random sequencéa ravitiom
hopping, each device picks a seed to generate a differenttpsandom hop-
ping sequence. Nodes follow their “home” hopping sequenicenithey are
idle. As nodes attach their random seeds to every packetdhed, their
neighboring devices can eventually learn the hopping pettin a neighbor-
hood. For example, McMAC uses a linear congruential geoevéft) =
16807- X(t — 1) mod (23 — 1), whereX(t) is a pseudo-random number at
timet. To mapX(t) to channel space, a modul operation is applied to
X(t), whereM is the number of channels. Other similar schemes employing
different pseudo-random number generators are thinkable.

Orthogonal hopping

Orthogonal hopping is different from random hopping in tbathogonal se-
guences are used to minimize receiver side collisions. Boparposes, two
sequences= (s1,%,...) ands = (s;,s,,...) are said to be orthogonalsf +~ 5
foralli=1,2,.... Assume that the number of channel#s= 3. Then, two
hopping sequencd4,3,2,1,...) and(3,2,1,2,...) are orthogonal.

The maximum number of orthogonal sequences is the same asitiiger of
channeld. When the number of devicésis less than the number of channels,
it is possible to keep the home channels of idle nodes cmtlifiee. However,

if N > M, there is no way to avoid sharing home channels.

suggested in literature.
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Orthogonal hopping with channel re-use: A possible solution for sharing
home channels is assigning the same hopping sequedodeo or more nodes.
This channel re-use scheme arises naturally when allaglatipping sequences
such that interference in the network is minimized as carsid in Chapter
[Z: Nodes that are far apart will use the same sequence, wbie codes
will use different sequences. Even though our MAC systemehddes not
reflect distance (and hence interference) relationshipswaluate orthogonal
hopping with channel re-use for the purpose of comparison.

Multi-level orthogonal hopping: Another method to address the limited
number of orthogonal codes is proposed in Chdpiér 2.4. & mmétiple sets
of orthogonal codes. Each of these sets can be seetagerastacked up in
multiple levels on top of other. A layer hence compribesequences and any
two sequences in a layer are orthogonal. For example, fodBsio 3 channels
there would be 2 layers, one layer with 3 nodes and anothewithe nodes.
Each layer has an associated pseudo-random sequence.ute Erelation
between layers, all sequences in a layer are pseudo-rapg@mhutated in
each step. In this way, collisions are avoided between niodibe same layer
— thus keeping the benefits of orthogonal hopping — whileisiolis between
nodes in different layers are randomized.

Orthogonal hopping, as will be seen in the following, leamkigher through-
put compared to random hopping. This advantagé orthogonal hopping
over random hopping stems from the fact that home channelnare evenly
distributed while many devices can be listening in a singlanmel with non-
negligible probability using random hopping. With an evastribution of
home channels, the probability of receiver contentionsateses. In the follow-
ing, we compare the different home sequence hopping scheitiea Markov
chain model and simulation.

4.2.2 Performance model

The discrete time Markov chain model of [37] is extended tmpare different
hopping strategies; the model is briefly explained in thefaing®2. There are

61The possible gains of orthogonal hopping can be achieveddés within a collision domain
coordinate their home sequences. In ad hoc networks, thiseachieved in a decentralized
manner without explicitly coordinating the channel chasefurther described Chapleri.4.
625ee|[37] for further analysis and other relevant references
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4.2 Avoidance of internal interference

N nodes that operate i channels. In each time slot, an idle node tries to
transmit with probabilityp; the parametep hence models the overall network
load. If an agreement with the intended receiver is madeglkabés transmitted
over the following time slots. The packet lengths, givenumtper of slots, are
assumed to be geometrically distributed with meaq This implies that each
ongoing packet transmission ends independently with foitiyaq in each slot,
allowing for a memoryless Markov chain model.

Assuming half-duplex transmission, the state spat®f the Markov chain
comprises the number of currently active transmisstons

o= {omin(|3] w)). e

where|- | denotes the floor function.

The state changes either if new transmission agreementsate or if trans-

missions end. Leﬁi') andi“) denote the probability aftransmissions starting
andj transmissions ending when the current state iEhe maximum number
of transmissions that can end in the next time sld&t iShe transition probabil-
ity px from statek into statel can then be written as

k
Pl = Z gmHRTm (4.2)
m=max{k—I,0}

Thepy, are the elements of the stochastic transition probabilagrixP. From

P, one can calculate the steady state distribution verttioy solvingnP = 1,
i.e., by calculating the eigenvector Bfassociated with eigenvalue 1. An ele-
mentrg gives the equilibrium probability of being in stdte.e., the probability
thati transmissions are ongoing. Using the steady state diiribuectorrr,
the total average throughpQtcan be calculated as

|#]-1

C= Z: in. (4.3)

63)f the same model is applied to multiple collision domairis state space has to include all
(n—1)n links leading to a total number of®- states. Note that directionality also has to
be considered, as active links create potential conflidtes& conflicts depend on the network
geometry. Furthermore, hidden nodes can create collisigtisactive links, degrading per-
formance. We see that, without the single domain collisissuanption, the model becomes
significantly more complex and is limited to a small numbenodes.
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The termination probabilitgrk(” can be easily computed from the assumption
of a geometric packet length distribution. The number ofiegpttansmissions

in each time slot follows a Bernoulli distribution with panaterq, since all
ongoing transmissions end independently:

T = ('J‘) ql(1—q)k . (4.4)

However, the (success) probabil'ﬁ&i) of j new agreements is quite compli-
cated for a parallel rendezvous protocol and is, accordirtipe law of total
probability, given by

N— 2km|nMa o

D= P[A=a]P[O=0A=4]
SE( a— o= O % (4.5)
Pl =i|A=a,0=0/PJ=j|A=al =i,0=0]
The conditional probabilities are calculated in the foliog« To havej new
connections, these conditions need to be met:

1. The numbeA of nodes attempting to start a transmission should be equal
to or larger than,

2. the number of "one-attempt” chann@s i.e., the number of channels
where exactly one device tries to initiate a transmissiaukhbe at least

j!
3. the number of idle one-attempt channeshould be larger thapand

4. the number of idle receivers that are ready to start a newexdtion in
an idle one-attempt channg&khould be exactly.

The probability ofa idle nodes wanting to start a transmission, again given the
current number of active nodé&sis

Pia=al= (" ) prxe (@)

The one-attempt probabilitl?(O = o|A = a) depends on the home channel
hopping strategy and will be evaluated later for differemtr@aches.

To calculateP(l =i|O = 0, A= a), the total number of ways to get exactigdle
one-attempt channels is consideré’?ﬂ;‘k) is the number of ways to distribute
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4.2 Avoidance of internal interference

i idle one-attempts ontdl — k idle channels(o‘ii) gives the number of ways to
distribute the remaining—i busy one-attempts to thebusy channels. Finally,
("é') is the number of possibilities to distributeone-attempts té1 channels.
Hence, the probability that one-attempt channels are iftés

: (o) (71
P[I:||O:0,A:a]:%. 4.7)
(o)
Finally, the probability that a given transmitter finds ieceiver, i.e., that the
intended receiver is not busy or part of the attempting nodespproximated
by
~ N-2k-a
=N-T
that is, we assume that all idle devices are equally busy,that no node is

selected more often than others as a receiver. Accorditigdyprobability that
j nodes find their receivers and can establish a new connastion

(4.8)

PU—HPWO—qA—d—<D%ﬂ—mWV 4.9)

One-attempt probability

The one-attempt probability O = o|A= a] models collisions in parallel ren-
dezvous protocols and has significant impact on the throug®pCollisions
occur if transmitters select

» the same receiver or
 two different receivers with the same home channel.

The latter probability differs depending on the hoppingtstgies of devices
and we would like to compare them for two different strategigandom hop-
ping and orthogonal hopping.

If the home channels of devices are uniformly distributedrawultiple chan-
nels, the chance of a receiver collision decreases. In the ebrandom hop-
ping in which devices select their home channel randomé/hibme channels
are evenly distributed onlgn averagehowever, for a given realization, there
is a high probability that home channels will overlap. Witthegonal hopping,
the receiver channel collision probability can be signifibareduced.

64Note that the formula given i [B7, Section 3.3] containspirtyg error.
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Random hopping: With random hopping, each node chooses its current
home channel with equal probability from the number of ald# channels.
Collisions can occur due to two events: Transmitters cagcsd¢he same re-
ceiver or two selected receivers have the same home c¥anBeth collision
events are independent.

We calculate the one-attempt probability by conditioningaccertain selection
of receivers and a certain selection of home channels.

The probability of a certain outconte = (c1,Cy,...,cn) Of selected receivers
is given by

= a 1)\®
P[Ct :G|A:a} - (Cl,Cz,...,CN) (N) ’ (4.10)

wherec; denotes the number of transmitters choosing riod&lid outcomes

are all(N"2~1) N-composition& of a, i.e., ¥ , ¢ = &, with ¢; > 0.

Analogously, the probability of a certain outcome of reeeiflome channels
G = (C1,C2,...,Cm) is given by

o a 1\?
P[Cr :G|A:a} - <c1,c2,...,cM) (M) ’ (4.11)

wherec; denotes the number of receivers dwelling in channghlid outcomes
are allM-compositions of.

G and&; denote the number of transmitters and receivers in a certainnel.
For a given combination af; andc;, the number of one-attempts can be calcu-
lated by generating all receive channel assignments teht the same&, and
counting the number of one-attempts when throwing balls lrihs according

to G;. Due to symmetry, this can easily be achieved by generatiegpossible
receive channel assignment according,tand then generating al permuta-
tions of this assignment. The one-attempt probabitif® = o|C; = &,C; = &)

65The one-attempt probability given in [37] for the paraliehdezvous protocol McMAC is correct
for orthogonal hopping and < M. It gives an upper bound on the one-attempt probability for
random hopping since the probability of receive channdisiohs is neglected. For orthogonal
hopping andN > M, collisions of receive channels have to be taken into adcasnwell.
Pawelczak et al. ir [62] use the same optimistic model.

66The compositions can be efficiently enumerated using the NEOM algorithm described in
[67, pp. 46].
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is then calculated numerically by counting the number otontes with ex-
actly o one-attempts.

To calculate the overall unconditional one-attempt prdisgtior random hop-
ping, the probability of each transmit and receive chanpeilgination needs
to be considered:

(N+:—1) (M+:—1) } )
PlO=oA=d= 5 ,Zl PG =a]p[c =¢]

(4.12)
Plo=o0C =a.C =¢].

where thec; andcj run through all possible outcomes for transmitter and re-
ceiver collisions.

Orthogonal hopping: Orthogonal hopping assigns one Mg orthogonal
home channels to nodes. Nf> M, some nodes have to share a home chan-
nel. We distribute the available channels to nodes eventlyadhe maximum

of the number of nodes that have the same home channel is méadnLetL
denote the number of full layers, i.&.— L%J.

In the following, let the number of bins with exactly one bafler throwingx
balls uniformly intoy bins be denoted bB(y,x) and the number of bins with
exactly zero balls a&(y,x). There is no closed-form solution for the probabil-
ity distribution of B(y,x) andZ(y, x), but they can be calculated by considering

a Markov chain, for which the statés’ém,Yl(”)) describe the number of bins
containing zero ballsfén) and exactly one ba}!l(”) aftern throws: The initial
state is(YéO),Yl(m) = (N, 0) and the transition probabilities are

Yo+Y1

P (Y ¥ ) = (o)1 ") = (oy)] = 1 22

PG ™) = (o~ Lyn+ DI0GY Y) = (o y)| = 22

and

p [(Yé”*l)aYl(“”)) = (Yo, Y1 — 1)|(Y0(n),Yl(n)) — (yo,yl)] _ % .
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First, assume thal < M. The one-attempt probabilif§{O = o|A = a] is then
given byP[B(M,a) = o].

Now, assumeN > M. If N modM = 0, the one-attempt probability][O =
o|A=a] is also given byP[B(M, a) = o] due to symmetry, as all channels have
equal probability of being selected. NFmodM =# 0, R= N modM channels
are used by + 1 nodes, whileM — R channels are used lhynodes. The total
one-attempt probability can be calculated by consideriingpasible outcomes
of the distribution of attempts to the two partitioR®andM — R. The probabil-

ity of havingk attempts in th&R bins is (§) p&(1 — pr)® X with pr = WLT“).

The one-attempt probability for orthogonal hopping is then

a a

Plo—oA=a =3 5 5 (})pha-po"

0=101,02 k=0

P[B(R k) = 01]P[B(M —R,a—k) = 0],

(4.13)

where the second sum runs over(éﬂgl) = 0+ 1 possible 2-compositions of
0 one-attempts.

Single attempt collision probability

The probability of collision for a single attempting nodethvany other node
is another metric that can be used to show differences iropaence. We
compute the probability. of collision of a representative receiver givan
attempting nodes.

Random hopping: To calculate the collision probability. of a representa-
tive receiver for random hopping, we consider two mutuatiglesive events:

1. Atleast one of the other— 1 attempting devices selects the representa-
tive node and

2. none of the othea— 1 attempting devices selects the representative
node.

In the first case, a collision occurs with probability 1 whitethe second case,
a collision only occurs if the home channel of another reseis shared with
the home channel of the representative node.
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The probability of the first event is as simple as- {1— ﬁ)aﬁl. Given the
second event of probabilitfl — ﬁ)aﬁl, if we letr be the number of selected
receivers out oN — 1 potential receivers bg— 1 attempting devices, then it
ranges from 1 ta— 1. This probability is the same &Z(N—-1,a—1) =

N —r — 1] or the probability thalN —r — 1 devices are not selected. By mul-
tiplying the probability that at least one home channel nowstrlap, we have
the collision probability

a-1 a-1
s (3) ()
a-1

Y PlZN-La-1)=N-r—1] (4.14)
r=1

o8

Orthogonal hopping with channel re-use: For orthogonal hopping with
channel re-use, some channels are occupieldbyt%J nodes and the others
by L+ 1 nodes. The collision probability re-usediffers depending on whether
the representative node is in a channel withode orL + 1 nodes. This is
given as

_f Pere-use, higi=1— (1— )31, ifin a channel withL devices;
Pere-use= Pere-use, low= 1 — (1 — 51)3~1  otherwise.

(4.15)
We again assume an even distribution of available chanoeatedes so that
the maximum of the number of nodes that have the same homeehian
minimized. We can see that the collision probability of sateeices is higher
than that of others in this scheme, which can be considerkd tmfair.

Multi-level orthogonal hopping: In multi-level orthogonal hopping, the
layers are scrambled to retain orthogonality within theskdyut, at the same
time, distribute the possible conflicts evenly across atlaso Again, we as-
sume that the layers are filled from the bottom. With mulielehopping, a

node in a full layer will experience a collision with the padility
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(4.16)

and with probabilitypc M. = Pcre-useif it is in the last layer. Here agaimR =
N modM andL = | ].

Note that there are other possible approaches to distipatnflicts evenly
among nodes and hence achieving fairness. In fact, it islsitgpdesign

a repeated hopping sequence that achieves this deteligaltystithout ran-

domization by distributing conflicts in time direction. Ometother hand, the
proposed multi-layer approach has the advantage of beixigl#en the sense
that nodes do not have to adapt their home hopping sequencesanother
node joins or leaves the network. It is also possible withis scheme to in-
crease fairness further by balancing the layers, i.e., bigamg each layer the
same number of nodes.

4.2.3 Numerical results

In the following, we evaluate the system model numericatig analyze the
dependencies of various variables. It has been shown teahtdel closely
approximates the performance of real implementations gk rendezvous
type MAC, see e.gL[37, 66].
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Throughput improvements

Fig.[4.6 shows the total average normalized throughyiar orthogonal hop-
ping and random hopping. A notable gain of orthogonal hoppan be seen
for a larger number of channels. For a fixed number of chariielad a given
network loadp, there is a saturation point after which throughput de@gas
due to congestion collapse. A specific MAC implementatioadseto make
sure that the back-off mechanisms adapt the overall traffitiat congestion
does not occur. Interestingly, after saturation in the estign collapse regime
for largeN, orthogonal hopping becomes slightly worse than randonpimgp
Orthogonal hopping distributes the transmission attemnatsly; therefore col-
lisions happen in all channels. For random hopping therelmace that nodes
will collide only in a few channels, leading to a (slightlyigher throughput.

Fig. [4.1 gives the relative increase of orthogonal hoppingr ;andom hop-
ping in percent versus the network lopdA notable gain can be achieved for
short average transmission durations, i.e., smaj| &nd a high load of the net-
work, i.e., largem. For long average packet durations and low network load,
orthogonal hopping does not offer a significant benefit. éf packet durations
are long, the impact of the time needed to establish a sdctesadezvous
becomes negligible. Moreover, for low network load, thebatoility of one-
attempts is also high for random hopping.

Fig.[4.8 shows the relative increase in throughput &WandM. Also shown
are lines indicatingN = M andN = 2M. If N = M, the relative increase is
maximal due to the fact that transmitter-side collisiongghthe greatest effect,
for N = 2M this effect is also visible. If the number of nodes signifiban
exceeds the number of channels and the network is operated aongestion
collapse regime, the gain eventually becomes smaller thas Was already
observed in Fig_416.

97



4 MAC design aspects

0.9
0.8
0.7
0.6

0.5

P fairness

0.4

- - - p random
0.3 —»— P, re-use low

—4—p, re-use high / ML high
—o—p, ML low

— - - fairness random
—6— fairness ML
—— fairness re-use
T T

0.2

0.1¢

10 12 14

N
~LE
(2]
o

a

Figure 4.9: Collision probability for a single noghg and fairness versusfor
different strategiedyl = 10,N = 15.
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Figure 4.10: Collision probability for all nodes for diffamt strategiesa = 4,
M =10,N = 15.
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4.2 Avoidance of internal interference

Random Orthogonal  with  Multi-level orthogonal
channel re-use
Collisions Random Deterministic  with Random with neighbors
with all neighbors re-using from other layers
nodes the same channel
Fairness 1 Worst case I{ = 1, Worst case: @5

a=2,R=M/2):05

Table 4.2: Qualitative summary of collision behavior of reamannel hopping
strategies

Fairness and single attempt collision probability

Fig. [4.9 shows the collision probabilities of a single coctien as well as
the fairness for each strategy. Fairness is defined as tioeofathe collision
probabilities of nodes from a full layer to the collision pebility of nodes
from the last (non-full) layer, i.e pc jow/ Pc high-

For the re-use strategy, there &g + 1) nodes experiencing a higher proba-
bility of collision, whereas for the multi-level stratedyi$ is the case for only
R nodes. To illustrate this, Fig._4J110 shows the collisionbadaility for all
nodes with four attempting devices, i.a+ 4. As can be seen, the multi-layer
hopping yields better fairness than the re-use strategy.

Tab.[4.2 summarizes the behavior.
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0.3r

- - - p, random
—w»—p, re-use low

\ ——p_re-use high / ML high
0.25r

\ —e—p, ML low

Figure 4.11: Collision probability of a single connectioitwa =2, M = 10.

The dependency on the number of nodes is plotted in[Eig.] 4fEll layers
are filled, i.e.,R=0 atN = 10,20,30,..., both re-use and MLLO strategies
inhibit a collision probability of L. If the last layer is not filled completely,
the unfairness, i.e. the distance between the collisiobghilities of the node
in the last layer and any other, is greater for re-use reralezthan for MLLO
rendezvous. Random hopping is fair, but yields a higheisioll probability
for any number of nodes.

4.3 Avoidance of external interference

The findings of Chaptelr]3 suggest that selective interferenvmidance by
means of excluding certain channels from the hop sequentéea good
strategy in the practical regime of low to medium outage.tReMMAC design,
it follows that a hard-decision strategy, i.e., a stratémt tncludes good chan-
nels and excludes bad channels from the hop sequence, caiffibeist for
good performance. Such a strategy can also easily be codhbitie orthogo-
nal hopping.

In the following, we will therefore evaluate the influenceeotternal interfer-
ence on an adaptive parallel rendezvous MAC that employshadnel avoid-
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Figure 4.12: Protocol approaches

ance. To this end, we extend the Markov model to include alsirbmary

external interference model. While the system model in tle®ipus section
assumed a collision-free transmission during data transédlisions with in-

terferers now have a major influence. They can happen dugimdgizvous, but
also reduce the overall data throughput of the network.

We aim to compare two protocol approaches, illustrated ¢n [@.12(4d) and
A.12():

» A non-avoiding protocol, that simply deals with bad chdeiy retrans-
mission, and

» an avoidance protocol that excludes bad channels frorsriresion.

In [62], Pawelczak et al. consider a similar model in an asetbpportunistic)

spectrum access scenario. Of interest are the internetalietween a primary
spectrum user and an opportunistic secondary spectrum Tsenodel these

interrelations, an architecture with per slot channel sgnis assumed. Mod-
eling of per slot channel sensing requires the incorpamatioprimary user

false alarm and detection rates. Hence, the model empkasiegrade-off

between interference to the primary user and secondarytluserghput and

focuses on the short-term influence of channels occupietdpitimary user.
Here, we assume that — in the case of the collision-avoidaratecol — chan-
nel sensing is carried out accurately in larger time scaledfzat the signaling

overhead required to communicate the resulting informativoughout the

collision domain is negligible. This assumption holds i¢ timterference en-
vironment changes slowly, the model hence describes thgetom effects of

external interference on MAC throughput.
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4.3.1 Performance model

The model of Section 4.2.2 needs to be extended to includefthence of bad
channels. LeF < M denote the number of bad channels. It is assumed that
the set of bad channels does not change for the purposes ahalysis and
that, in the case of the interference avoiding protocolnatles know which
channels are not usable.

Non-avoiding protocol

Bad channels have a two-fold influence on the performancest, Ehe ren-
dezvous probability is reduced, since two nodes might (ceesssfully) try to
meet in a bad channel. Second, during data transfer, a pagght be cor-
rupted due to collision with a bad channel.

The modified rendezvous probability, taking bad channétsancount, is

F\N-2k—a

Overall, we then have for nodes (cf.[(4.9)):
P[J:j||:i,O:o,A:a]:(;)pi,(l—pg)ij. (4.18)

If a connection is established and the packet transmissiamigoing, the
pseudo-random hopping component results in a collisiobadridity per slot
of % We assume that, if a slot is corrupt, the corrupted part®fidcket has
to be retransmitted in the next slot. This is a best-caseopagnce estimate
as it neglects the overhead associated with a practicahstrission protocol.
The modified termination probability, sde (4.4), is then

j k /l I\ K— j
M ' '

Bad channels hence extend the effective packet length boter fof %
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—o6— avoiding orth.
-0+ avoiding rand.
—&— non-avoiding orth.
-9 non-avoiding rand.

251

151

0.5

Figure 4.13: Throughput versus number of bad channelblfer50, M = 25,
p=03,g=1.

When calculating the total average normalized throughpuat the steady state
distribution, se€[{4]3), the influence of bad packets has taken into account.
The total average normalized throughput for the non-angigirotocol is the
throughput without bad channels weighted with the prolitstoF collision. It

is given by
F\ et
C= <1_M) i; iTE. (4.21)

Collision-avoidance protocol
If the network locally flags all bad channels, the influencérmnsystem model

is very simple: The number of usable channels is reducdd’'tes M — F,
otherwise the system model is left unmodified.

4.3.2 Numerical results

Fig. [4.I3 shows the throughput versus the number of bad eafor both
protocol approaches, with random hopping rendezvous athgonal hop-
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4

—©—av. orth., F=0
——&— av. orth., F=10
—»—av. orth., F=20
+O- nav. orth., F=0
-++¢ nav. orth., F=10
% nav. orth., F=20|

2.5

15

05

Figure 4.14: Throughput for orthogonal hopping opeq=1,M = 25,N =
50, for an avoiding (av.) and a non-avoiding (nav.) protocol

ping rendezvous. As can be seen, the decline in throughpinieiar for the
non-avoiding protocol, a fact to be expected from the systeodel: For a
givenF, M andN, psy andd are constant and do not affect the rendezvous
probability. The linear tern% in (4.21) is thus the only dependencyfof The
throughput of the interference avoiding protocol is nareéir and provides a
gain up untilF = 18 channels are unusable. For a very high number of bad
channels, the avoiding protocol leads to lower throughputffixed loadp,

as the network is driven into congestion. Adaptivity does pay off in this
case.
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Figure 4.15: Throughput for random hopping oyeq =1, M = 25,N = 50,
for an avoiding (av.) and a non-avoiding (nav.) protocol
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Figure 4.16: Relative throughput ovprg=1, M = 25,N =50. Forp =1,
the throughput s zero for all approaches.
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4.3 Avoidance of external interference

Fig.[4.14 shows this situation for orthogonal hopping argd [BiI% for random
hopping. Fo= = 0 the curves for the avoiding and the non-avoiding approach
coincide. For orthogonal hopping rendezvous, the highemiimber of bad
channels, the lower the optimumfor which throughput is maximal. The
effect is not visible for the non-avoiding approach. Hera@nsmission attempts
always concern the same number of chankk#sd a "concentration effect” on
fewer channels does not occur. The network does not neecfi éslback-off
mechanism, regardless of the number of bad channels.

The relative throughput over network logdis shown in Fig.[4.76. The in-
terference avoiding protocol shows highest relative gamder low network

load. Furthermore, random hopping rendezvous benefitatiglignore than

orthogonal hopping.

In Fig. [4.17 the relative throughput is plotted oweto show the dependen-
cies on the transmission termination probabitifycorresponding to an aver-
age packet length of/hj. Interestingly, for a given number of bad chanrie|s
while overall throughput decreases with shorter packedgtierthere is an op-
timum packet length that maximizes the relative gain. Eigflgdor a higher
number of bad channels, interference avoidance only isesethroughput for
smallq, i.e., long average packet lengths.
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Improvement

Condition for significant gains  Costs
over non-adaptive scheme

MLLO hopping ren-

High number of channels, shortLocal negotiation over hopping

dezvous packets, high load sequences

External interference Low number of bad channels,Local signaling of bad chan-

avoidance longer packets, low load nels, negotiation of hopping se-
quence

Table 4.3: Summary of the gains and costs of interferencelamoe approaches

spoadse ubisap DV



4.4 Summary
4.4 Summary

Having described design issues in multi-channel MAC conhedly, a new

rendezvous scheme based on multi-level orthogonal hogpmgarallel ren-

dezvous multi-channel MAC was proposed and analyzed. ifsqpeance was
compared to other popular schemes, i.e., with random hggid channel re-
use hopping, which naturally arise in a frequency hoppittiinge The results
indicate that orthogonal hopping rendezvous providessgaspecially if the
traffic pattern comprises a high volume of short packets fierdint destina-
tion nodes. In such networks, rendezvous is the performbotteeneck and
avoiding collisions on the MAC layer during transmissiomgogation to avoid

internal interference is paramount.

Within the same system model, we also compared a non-agpidiamb”

transmission protocol with an interference avoiding pcotapproach. The
interference avoiding protocol proves to be superior arfidrefigh gains in
most practical operating regimes. Only if the network israped under very
high loads and congestion occurs, interference avoidametibeneficial.

We have shown through simulation and analysis under whididitions the
throughput of adaptive "smart” internal and external ifeegnce avoidance
techniques can be superior to non-adaptive schemes. Orntiesitlie, exter-
nal interference avoidance, in particular, requires sodutianal degree of
communication between the nodes and it needs to be noteduhamnalysis
did not consider signaling overhead. The costs for an MLLeste in paral-
lel rendezvous MAC are negligible, as the hopping sequeoicaks neighbors
need to be known within a neighborhood anyway. Local netjotias hence
necessary even for a non-adaptive schém@&able[4.3 summarizes the find-
ings. Considering that the implementation costs of MLLO fliog and inter-
ference avoidance can be small and that the adaptive beltande created
on top of a non-adaptive MAC as an optional feature, protdesigners for fre-
quency hopping networks should consider including medmasihat facilitate
adaptivity when aiming for maximum robustness.

Our analysis is limited to a single collision domain. Theesdion to multi-
collision domains is highly desirable in order to capturieet on the MAC
layer throughput caused by hidden and exposed nodes; thaims as future
research.

67See also ChaptEl 2, adaptation can be carried our in a digtrdfashion.
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5

Conclusion

All models are wrong but some
are useful.

George E. P. Box

We conclude with a short summary of the previous chaptestgtiag the main
results. Furthermore, the limitations of their applicipidre discussed and an
outline of further possible research directions is given.

5.1 Contribution

In the introductory Chaptéd 1, the applications of frequemapping systems
with very large operating bandwidth and their combinatiothwnulti-channel

medium access control (MAC) protocols in wireless netwarise outlined.
Current hardware combined with smart sensing techniquégsnia possible
to use large discontinuous swathes of spectrum to operatdess networks,
adapting to free spectrum and avoiding interferers. Thegtiogl of the perfor-
mance of such frequency hopping code division multiple se¢EH-CDMA)
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5.1 Contribution

networks is a challenging task; a recent approach is basstbohastic geome-
try. Stochastic geometry can be used to analyze the ingerterfield of random
networks, reducing the model complexity by averaging ollgrassible spatial
configurations.

ChaptefP dealt with the principal performance limits of BBMA with local
frequency division multiple access (FDMA) scheduling. Dip¢imization was
cast as a random vertex coloring problem and bounds on optadpability
and transmission capacity were given. Next, multi-levellty orthogonal
(MLLO) hopping was introduced as a practical method for lecheduling in
ad hoc networks. A distributed algorithm capable of findingreper channel
assignment was derived. MLLO avoids the hotspot problenigaai FDMA
scheduling with spatial re-use, where hopping sequencedetarministically
collide. Interference is hence more evenly spatially diated and network
performance improved.

Chapte[ B considered the influence of external interferaitbén a similar sys-
tem model as the one considered in Chapter 2. Within that inib@eoptimum
channel assignment was derived that balances internaldréace and exter-
nal interference for the convex region of the optimizatioolpem in a path
loss and Rayleigh fading model. The performance of the tieaguhopping
strategies was compared to various suboptimal strategidsas non-adaptive
hopping and min-max allocation with constant quality ofseez. It was found
that adaptivity offers a benefit only at low to medium nodesiées and that a
good suboptimal strategy is based on hard exclusion of baiahs (threshold-
ing) with optimal min-max allocation to balance the load ofive channels.

Multi-channel MAC operation is a necessity in large scaleslgiss networks.
In Chaptei #, the challenges of multi-channel MAC were oetli and inter-
ference avoidance techniques for parallel rendezvous{fC evaluated by
means of a Markov chain model. It was found that internakfetence avoid-
ance has its merits, especially if the number of channelssfisaa the network
load are high and the packets are short. In other words nalténterference
avoidance is beneficial if the rendezvous process domirlageperformance.
In parallel rendezvous multi-channel MAC, the costs of aitigpthe hopping
sequences are small, as communication and distributidrinndtneighborhood
is required even for non-adaptive schemes. External erentce avoidance has
benefits especially if the number of bad channels is low, arfagoring the
findings of Chaptdr]3.

In summary, a spatial interference model for the physica¢daf adaptive
FH-CDMA systems was given and the principal gains that caadigeved
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5 Conclusion

through adaptation were shown. A lesson learned is thattiaitgps not al-
ways needed, and not always beneficial — the applicationrgedérence re-
lationships within a network have to be considered. Furtioee, a practical
algorithm to reduce internal interference, multi-levehmgonal hopping, was
given and non-traditional adaptive hopping techniques tainmze external
interference were proposed. Interference reduction igaes were also evalu-
ated in a Markov MAC model and implementation issues wereudised.

5.2 Limitations of simple geometrical and
Markov models

The presented results are, of course, limited by the validiittheir respec-
tive system models. Care must be taken as to their appliainilpractical
scenarios because network performance is heavily influebgeéhe assumed
spatial configuration. A core assumption of the first two ¢beg the homoge-
neous Poisson point process geometry, is valid only if thevork nodes can
be assumed to be uniformly distributed in a given area anduh#er of nodes
within that area follows a Poisson distribution. This mduaelds for large wire-
less networks in homogeneous space, but this is a situdi@mstrarely found
in nature. People and vehicles, and hence mobile transmitend to follow
roads, avoid obstacles and create clusters. All of thegetsfare not covered
by the model. Extending the results to inhomogeneous, afyatiorrelated
point processes is a possible straightforward extensianytil, in most cases,
result in analytically intractable models. This, howewdes not necessarily
mean that the stochastic geometry approach to modelingeigsssin itself,
as valuable insight might be gained using numerical methodwvaluate the
network performance. The underlying trade-offs will, heee not be directly
accessible through simple analytical expressfns.

The MAC model is principally limited by its lack of considéi@n of time
dynamics and delay as well as the simplistic homogeneofii traodel in a
single collision domain. While the physical layer performna is dominated
by network geometry, the MAC layer performance also healélgends on the
traffic pattern. The MAC model is a good tool for analyzing teedezvous
probabilities in multi-channel MAC and the presented traffs, but it cannot

68An example is[[68. 69], where sensing mechanisms in frequbopping ad hoc networks are
analyzed with the help of a stochastic geometry model. Thelteare mainly not given as
closed-form expressions, but rely on numerical evaluation
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be used to directly calculate throughputin practical neksavith asymmetric
traffic patterns.

Models are valuable for deriving design guidelines. Howgewece systems of
interacting systems exceed a certain complexity threstesldineers have to
rely on computer based simulations and, ultimately, fietdstéo gain insight
into the overall performanc®. With the presented results, we hope to have
provided some novel design insights for frequency hoppietgvarks. A fre-
quency hopping network protocol designed with the prirespdutlined in this
thesis in mind will show good performance. Any implememtatihowever,
will have to be evaluated with extensive simulations.

5.3 Current developments

The application of stochastic geometry to wireless netwahkd the simple
MAC model presented are just one way of dealing with the ndiftiensional
complexities of arbitrary wireless networks that cladsinformation theory
cannot handle. Shannon theory relies on unbounded delaghieve error-
free coding. As Andrews et al. outline in their position paf#l], a good
network theory must take into account delay and reliahilgynporal and spa-
tial dynamics, and incorporate the role of necessary oeetneessaging and
feedback between nodes. They argue for development of reswiéls that de-
scribe thefunctionalcapacity of networks under practical constraints. Finding
a general theory that describes all aspects of any netwpikdeed, likely to
be a too ambitious goal. However, finding and extendingsttaail theories
that allow insights into the expected performance of neltewd@as opposed to
worst case or best case scenarios) are very valuable. A giranavenue of fu-
ture research could lie in adapting ideas from statistibgscal models, where
modeling of interactions in systems with many particles d&mg history, to
network information theory.

69For wireless software radio networks an interesting apgiraieemed\ireless Networks In-the-
Loopcombines development and simulation/[70, 71]. The key idda provide a transparent
RF interface that can be used in simulation and for real harewWith this approach it is
possible to simulate all aspects of wireless networkindpeuit creating dedicated simulations.
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A

Appendix -
Stochastic Geometry

The following definitions and theorems that are used in Giraf2 and B are
compiled from [4F7]. For terms and definitions from basic @bttty theory
necessary for understanding see, e.gl,|[55, 72].

A point processb is a random variable with realizations= {xn} of points

in RY. We write ®(B) for the number of points of> in Borel setB C RY,
i.e., B denotes some union of bounded subset&4f ¢ needs to be locally
finite, i.e., each bounded subset®f only contains a finite number of points.
A more formal definition of a point process is given inl[47, ®].9For our
purposes, only the Poisson point process and its propesieefined below
are of interest.

For a point proces®, we write® = {xn} in short to highlight the structure of
the random variablé as a collection of random variablés,}.”°

A point processb = {xn} is stationary if & = {x,+ s} has the same distribu-
tion as® for all s€ RY: The statistics are invariant to translation.

"ONote that in the above definition @ the ¢ = {x,} are realizations o, while when writing
® = {x,} they denote random variables.
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Theintensity measuref a point proces® is defined by
A(B) =E[@(B)] = [ 9(B)P(d). (A1)

for all Borel setsB C RY. The intensity measure gives the expected number of
points of® in B. For a stationary point process, it holds that A vy, where
v4(+) is the Borel-Lebesgue measureRf (i.e., v4(B) is the d-dimensional
volume ofB). A is called thantensityof the process.

Definition (Marked point process)A marked point process is a point process
that has marks mattached to every point,;x The marks can also be random,
i.e., the m can be drawn from some mark distribution.

Definition (Binomial point process)A Binomial point process of n points is a
point process that is formed by n independent points unifodistributed over
the same compact setW.

Definition (Poisson point processf Poisson point process is a point process
that satisfies the following conditions:

1. Poisson statistics: The number of points in every bourRlmél set B
has a Poisson distribution with me#B):

IAB)™

P®(B) = m] = exp(—A(B)) = -,

m=0,1,... (A.2)

2. Independent scattering: The number of points in disjBorel sets form
independent random variables.

A Poisson point process lBomogeneoysf the number of points ofp in a
bounded Borel sé8 only depends on the volume Bf(and not on its shape).

Independent homogeneous Poisson point proc&gsasd®, with intensities
Aa andAy have the following properties:

1. Stationarity;

2. Additivity: The point process made up of all points®f and®y, i.e.,
@, + Py is a homogeneous Poisson point process of inteigity Ap;

3. Independentthinning: If points are independently reeaddvomd, with
probability p, the removed points form a homogeneous PPP with density
(1-p)Aa.
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Of these properties, only stationarity requires homogguéihe Poisson point
process?!

Theorem (Slivnyak’s theorem: Reduced Palm distribution of a Paisgoint
process) The reduced Palm distribution"Pof a Poisson point process with
distribution P is

PX=p. (A.3)

In other words, the Palm distribution of a Poisson point pescgiven a point
atx without counting it is equal to the distribution of the Paisoint process.
Informally, the distribution of a Poisson point process @& nhanged if we
condition it on the presence of an arbitrary point. For a psee [47, p. 95].

"INote that for non-Poisson processes, homogeneity doespbt stationarity.
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B

Appendix - Graph
Theory

The following definitions and theorems that are used in GivEpare compiled
from [73]. For a proof of Brooks theorem seel[73, p. 122] ordhiginal paper
by Brooks [45].

Definition (Graph) A graph G is an ordered tripléEg, Vg, Y) of Eg edges,
Vg vertices and an incidence functigr; that associates each edge qf @with
an unordered pair of vertices fromgV

A graphis

 simpleif does not contain any loops (i.e., an edge starting andhgnati
the same vertex) or any multiple edges,

» connectedf there is a path along the edges from any vertex to any other
vertex,

» completdf any vertex is connected to any other vertex,

* cyclic if the graph has a path, i.e., a way through the graph along the
edges, that has the same start and end vertex.
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Definition (Vertex degree) Thevertex degreés the number edges that a vertex
has. Themaximum vertex degre& of a graph is the maximum vertex degree
of all vertices of the graph.

Definition (k-vertex Graph coloring)A k-vertex coloring of a simple graph G
is an assignment of k colors to the vertices of G.

A coloring isproperif no two distinct adjacent vertices have the same cdlor.
is k-(vertex)-colorable if a propd¢coloring of G exists.

Definition (Chromatic number)The chromatic numbey of G is the minimum
k for which G is k-colorable. If =k, G is said to be k-chromatic.

Theorem (Brooks’ theorem) If G is a connected simple graph, and is neither
an odd cycle (i.e., a cyclic graph with an odd number of edges)complete
graph, theny < A. Otherwisex = A+ 1.
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Acronyms

ADC Analog-to-Digital Converter

CMOS Complementary Metal Oxide Semiconductor
CDMA Code Division Multiple Access

CSMA/CA Carrier Sense Multiple Access/Collision Avoidance
DC Direct Current

DSSS Direct Sequence Spread Spectrum

FCC Federal Communications Commission

FDMA Frequency Division Multiple Access

FH Frequency Hopping

GSM Global System for Mobile Communications
ISM Industrial, Scientific and Medical

IEEE Institute of Electrical and Electronics Engineers

KKT Karush-Kuhn-Tucker
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LTE Long Term Evolution

MAC Medium Access Control (Layer)

MAI Multiple Access Interference

MLLO Multi-Level Locally Orthogonal (Hopping)
NSR Noise-to-Signal Ratio

PHY Physical (Layer)

PPP Poisson Point Process

QoS Quality of Service

RF Radio Frequency

SDR Software-Defined Radio

SINR Signal-to-Interference-and-Noise Ratio
SHF Super High Frequency

SNR Signal-to-Noise Ratio

TC Transmission Capacity

TDMA Time Division Multiple Access

UHF Ultra High Frequency

VHF Very High Frequency

WLAN Wireless Local Area Network
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