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ABSTRACT

This thesis is concerned with a parameter-nonlinear Helmholtz-type spectral
problem on R2, which describes light propagation in certain two-dimensional,
dispersive photonic crystals. The overall aim of the work is to enhance the
basic understanding of the problem, given that it has not yet received much
attention in the mathematical literature. A realization of the equation in a suitably
weighted variant of L2(R2) leads to the analysis of an operator pencil with a
periodic coefficient depending on the spectral variable. It is readily shown
that the corresponding spectrum is related to a family of eigenvalue equations
posed on a bounded periodicity cell Ω. This generalizes a well-known result
of the classical Floquet-Bloch theory. Under a monotonicity assumption on
the parameter-nonlinearity, the spectra of the problems on Ω are shown to be
purely discrete. Further, the associated eigenfunctions are analyzed in detail.
The main theorems proved in this dissertation establish their Riesz basicity and
completeness, respectively, in the underlying function space L2(Ω). At this, the
specific form of the result depends on additional assumptions on the parameter-
dependence of the coefficient of the problem.
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CHAPTER 1

INTRODUCTION

In recent years, mathematicians and physicists alike became evermore interested
in the study of problems related to light propagation in photonic crystals (see
[Dör11], [Joa08], and [Kuc01]). This is due to the promising features concerning
applications which these artificial materials have shown in experiments. For
instance, the guiding of light around sharp corners in a waveguide, the localiza-
tion of light within a photonic crystal, and the frequency-dependent reflection
or transmission of light impinging on such a structure, i.e., the fabrication of an
optical filter, have been demonstrated (see [Joa08, Chapt. 10] and [Mek96]).

The distinguishing feature of a photonic crystal is its spatially periodic struc-
ture in up to three dimensions, with the repeating units consisting of two or more
different materials. Commonly, the underlying pattern repeats itself every few
hundred nanometers, where the precise length depends on the specific applica-
tion. Experiments have shown that it should approximately correspond to the
wavelength of the light that is intended to be affected. In any case, the scale is
large enough to be considered “classical” in the sense that effects on the atomic
level may be neglected when problems of light propagation in photonic crystals
are analyzed mathematically.

In view of this, the natural starting point when setting up a model to de-
scribe the related physics are Maxwell’s equations. With their help—specializing
to nanostructures periodic in only two dimensions and under certain assump-
tions on the involved electromagnetic fields and the materials themselves—an
eigenvalue problem of the form

−∆u =
ω2

c2
0

εru in R2 (1.1)

can be deduced (see Section 3.2). Here, the spectral variable ω2/c2
0 incorporates

the non-negative frequency ω of the electromagnetic field of a propagating

1



2 INTRODUCTION

light wave and c0 denotes the vacuum speed of light. Further, the function u
corresponds to one component of the associated electric field and is spatially-
but not time-dependent. The latter holds likewise for the coefficient function
εr of the problem, which is a material-dependent quantity called the photonic
crystal’s relative permittivity and constitutes the input data. It is in terms of εr

that the periodicity of the studied structure enters the mathematical model. More
precisely, this function is periodic with respect to a bounded so-called primitive
cell in R2. Knowing the relative permittivity on this set is sufficient to determine
the relevant properties of the material at any point in space. Naturally, this leads
to the question whether the spectral problem (1.1) can be reduced to one posed
just on the primitive cell.

An answer thereto is provided by the spectral theory of periodic partial
differential equations—often condensed under the name Floquet-Bloch theory
(see [Kuc93]). Referring to Subsection 4.1.2 below for details, we indicate that
a reduction of the problem is indeed possible, albeit this does not result in a
single equation but rather in a family of eigenvalue problems with parameter-
dependent quasi-periodic boundary conditions. Through the main result of the
Floquet-Bloch theory, these problems are related to the spectrum of a self-adjoint
operator realizing equation (1.1) in a suitably chosen L2-space.

Besides being mathematically interesting, knowing said spectrum is highly
relevant in applications. That is because a light wave with a frequency ω such
that ω2/c2

0 is an element of the respective resolvent set cannot propagate inside
the considered material. By way of example, if there even exists a whole interval
of such “forbidden” frequencies, called a band-gap, then the above-mentioned
wave guide can be constructed. This is done by altering the periodic structure of
the photonic crystal along a predefined path in such a way that wave propagation
for a frequency in a band-gap is there again possible. The light is then confined
to the modified region and can in this way be guided (see [AS04]).

As was already said, several simplifying assumptions led to the spectral
problem (1.1) in the first place. In this work we forgo just one of them, but
nevertheless obtain an equation with an entirely different structure and one
which is, to this date, nearly unaccounted for in the mathematical literature (see
our related review in Section 5.5): The subject of our interest is the eigenvalue
problem

−∆u =
ω2

c2
0

εr(·,ω)u in R2, (1.2)

which, contrary to before, features a frequency-dependent relative permittivity.
This equation thereby allows for the study of light wave propagation in photonic
crystals having properties varying with the respective wave’s frequency. Such
nanostructures are referred to as being dispersive. In contrast, the first-mentioned
eigenvalue problem in this introduction governs only nondispersive media. Since
nearly all materials used in the manufacturing of photonic crystals exhibit dis-
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persiveness (see Subsection 3.2.2), we are motivated to study equation (1.2) as an
enhanced, more realistic model than what is given by equation (1.1).

Mathematically, the differences between the two introduced eigenvalue prob-
lems are far greater than they might at first appear. While equation (1.1) is linear
in the parameter ω, we observe that the assumption of a dispersive material leads
to what is called a parameter-nonlinear problem. As such, no single correspond-
ing operator whose spectrum can be analyzed exists and it is in fact not obvious
what concept of “spectrum” is actually appropriate here. Moreover—assuming
that term has been given a proper meaning—the classical Floquet-Bloch theory,
valid only for parameter-linear problems, is not applicable anymore. In particular,
a connection with eigenvalue equations posed on a primitive cell is a priori not
at hand and, if at all applicable, well-known properties of said “cell-problems”
in the nondispersive setting have to be reestablished under the more relaxed
assumptions.

Of course, by virtue of this being a doctoral thesis, the already mentioned fact
that the spectral problem for dispersive photonic crystals in the form (1.2) has
not yet received considerable attention also has some merit. As a result, we are
able to concern ourselves with the related fundamental issues and can pursue
our search for mathematical insight in a free and unbiased way. To be exact,
what we intend to contribute with our work are answers regarding the following
questions, which we were guided by during the course of our research:

I How can equation (1.2) be realized operator-theoretically and what notion
of “spectrum” applies?

I In what way does the spectrum of the dispersive problem, once defined,
differ from that of its well-studied nondispersive counterpart?

I Can a connection with spectral problems posed on a primitive cell be
established?

I If so, is the spectral structure of some specific form, e.g., purely discrete?

I If so, are the corresponding eigenfunctions in some sense complete or do
they even form a basis of the underlying function space?

A reader with prior knowledge in the field surely realizes that having positive
answers to the last three questions in this list would imply that the essential
characteristics of the spectral problem for nondispersive photonic crystals carry
over to the dispersive case. To come straight to the point, we shall see that
there are physically reasonable assumptions on the data, i.e., on the relative
permittivity εr and its frequency-dependence, such that this resemblance indeed
holds. However, demanding too little of the coefficient function can also result in
noticeable distinctions. Making this precise is the overall aim of the remainder of
this work, which we now outline to close this introduction.



4 INTRODUCTION

Each of the following chapters starts with a brief overview of what material is
covered therein. It is either there or at the beginning of sections that we provide
the reader with references and further readings. In particular, additional literature
covering all topics we merely sketched so far will be mentioned in later parts of
this work, wherein we revisit these issues again in great detail.

Subsequent to this introduction, we present in Chapter 2 the mathematical
tools and concepts that we rely on in the main part of our work. In addition, stan-
dard notation is reviewed and fixed therein. Chapter 3 is then devoted to further
physical, and some historical, information regarding photonic crystals. In addi-
tion, it introduces the reader to related terms and the way that these structures
are abstractly modeled. Furthermore, an extensive deduction of the eigenvalue
problems (1.1) and (1.2), starting from the full system of Maxwell’s equations, is
included. Thereafter, in Chapter 4, the mathematically in-depth part of this work
commences. The chapter is exclusively concerned with the spectral problem for
nondispersive photonic crystals and as such assembles known facts. The final
section therein is a literature review on related work and more general problems
in periodic partial differential equations. It summarizes the state-of-the-art in
this field and mentions important open questions. Finally, Chapter 5 contains
the outcomes of our research project. Therein, we successfully answer the ques-
tions stated before by proving our main theorems on the spectral structure of
the problem (1.2) and on the completeness and basicity of the eigenfunctions of
associated problems on a primitive cell. The chapter is once more finished with
a related literature review, but, as was indicated before, this can only be brief.
The bibliography, a list of symbols we introduce, and the curriculum vitae of the
author constitute the back matter of this dissertation.



CHAPTER 2

SELECTED PRELIMINARIES

In this chapter, we introduce our notation and review certain mathematical
concepts that are of relevance later on. At this, we assume that the reader is
familiar with the most important results and notions of functional analysis. If
needed, however, the material we presuppose can be looked up in [RS80] or
[Kat95] and, regarding function spaces, in [AF03]. The preliminaries we do
present below are chosen by their relevance to the body of the text and such that
a reasonably self-contained dissertation emerges. Literature for further reading,
and so as to look up the omitted proofs, is cited individually in each section.

The structure of this chapter is as follows: We start in Section 2.1 with some
remarks about the conventions we adhere to. Thereafter, in Section 2.2, we
introduce and compare several types of bases in Banach and Hilbert spaces.
The subsequent paragraph, Section 2.3, is concerned with important theorems
concerning holomorphic operator-valued functions. Finally, Section 2.4 deals
with various basic topics in spectral theory.

2.1 NOTATION AND CONVENTIONS

We adopt a notation that is standard in the mathematical literature and is as
such easily accessible to the reader. The table hereafter provides symbols and
abbreviations that are widely-known and only require very little explanation.
Besides, an index of symbols that are specific to our work, e.g., the spaces and
operators we define, is included at the very end of this document for added
convenience (see p. 159).

N The set of natural numbers

N0 The set of non-negative integers, i.e., N0 = N∪ {0}
Z The set of integers

5



6 SELECTED PRELIMINARIES

R The field of real numbers (the real axis)

R≥0 The set of non-negative real numbers

C The field of complex numbers (the complex plane)

H The upper complex half-plane

z The complex conjugate of z ∈ C

Rez, Imz The real and imaginary part of z ∈ C

Reu, Imu The real and imaginary part of a complex-valued function u

Zd, Rd, Cd The d-tuples of elements of Z, R, and C, where d ∈N

z · w The dot product on Cd, i.e., z · w = ∑d
i=1 ziwi for z,w ∈ Cd

|z| The Euclidean norm on Cd, i.e., |z| =
√

z · z for z ∈ Cd

Aij The entry in the ith row and the jth column of a matrix A

AT The transpose of a matrix A

u|U The restriction of a function u to a subset U of its domain

dx The Lebesgue measure of appropriate dimension

dσ The Lebesgue surface measure of appropriate dimension

a. a. (Lebesgue-) “almost all”

a. e. (Lebesgue-) “almost every(where)”

T∗ The adjoint of an operator T on a Hilbert space

T|U The restriction of an operator T to a subset U of its domain

∇×, ∇·, ∇, ∆ The curl, divergence, gradient, and Laplace operator

O, o The Landau symbols

δij The Kronecker delta, i.e., δij = 1, if i = j, δij = 0, otherwise

χM The characteristic function of a set M, i.e., χM(x) = 1, if x ∈ M,
χM(x) = 0, otherwise

M× N The cartesian product of two sets M and N

dist(M, N) The distance between two subsets M and N of a metric space,
i.e., dist(M, N) = inf{d(x,y) | x ∈ M,y ∈ N}

vol(M) The volume of a Lebesgue measurable set M ⊂Rd

Ur(p), U̇r(p) The open and punctured open r-neighborhood of a point p in a
metric space

M The closure of a subset M of a topological space

∂M The boundary of a subset M of a topological space

V ⊕W The direct sum of two subspaces V and W of a vector space, i.e.,
V ⊕W = {v + w | v ∈ V,w ∈W} and V ∩W = ∅

V⊥ The orthogonal complement of a closed subspace V of a Hilbert
space

C A constant which may change its value at successive appearances

⇐⇒ “if and only if”
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An important role in the study of problems of mathematical physics is played
by operators and function spaces. In their regard we stipulate the following
principles: All vector spaces we will be concerned with are assumed to be complex
and nontrivial; we denote them by capital Latin letters. For a normed space X
we write ‖·‖X for its norm and sometimes, when no confusion can arise, also
‖·‖. The same rule applies if X is a (pre-)Hilbert space, i.e., the respective inner
product is denoted by 〈·, ·〉X or 〈·, ·〉.

If X and Y are normed spaces and A : X→ Y is a linear operator, then we
denote by D(A) ⊆ X the domain of definition of A and we write Ker A and
Ran A for the kernel and the range of A, respectively. Moreover, B(X,Y) is the
space of all bounded linear operators from X to Y and, if X = Y, we abbreviate
B(X) := B(X, X). These spaces shall always be equipped with the usual operator
norm given by

‖A‖B(X,Y) := sup
x∈X\{0}

‖Ax‖Y
‖x‖X

for all A ∈ B(X,Y).

Here, as with the norm of functions, we sometimes omit the subscript and write
‖A‖ for the norm of A ∈ B(X,Y).

Although bounded operators occur many times in what follows, our main
objects of study will be densely-defined, closed linear operators between normed
spaces X and Y. The set of all such operators is written as C(X,Y), where we
write C(X) := C(X, X) in the important special case X = Y.

The function spaces that are of importance to this work are well-known
Lebesgue and Sobolev spaces or certain subspaces thereof. Given a domain
U ⊆ Rd, where d ∈N, they are denoted in the usual manner as, e.g., L2(U),
L∞(U), Hs(U), and Hs

0(U), respectively, where only s ∈ {1,2} occurs in this work.
The functions in these spaces are understood to have values in C. Otherwise we
explicitly specify the target space, Y say, and write L2(U;Y) and so forth.

If nothing else is said, we consider the canonical inner products in the afore-
mentioned Hilbert spaces. Quite often, though, our analysis benefits from using a
weighted, and thus equivalent, variant of such a space. Then, for a weight function
w ∈ L∞(U;R) that is bounded below by some positive constant, we write, e.g.,
L2

w(U) if the space L2(U) is endowed with the inner product

〈v,v〉L2
w(U) :=

∫
U

w(x)u(x)v(x) dx for all u,v ∈ L2(U). (2.1)

In accordance with what we wrote above, the norm induced by this inner product
is generally denoted by ‖·‖L2

w(U). However, we also write ‖·‖w when we can avoid
a bulky notation by doing so. It will then always be clear from the context what
underlying space is weighted.
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2.2 BASES IN BANACH AND HILBERT SPACES

The main theorems we establish in this thesis concern the question of whether
the eigenfunctions of the spectral problem we study exhibit some sort of com-
pleteness or basis property. Thus, in the current section, we aim to provide an
introduction to these concepts in infinite-dimensional spaces. Our presentation
follows [Chr03, Chapt. 3], [Hei11, Chapts. 1, 4, and 7], and [GK69, Chapt. VI].
Besides the mentioned references, the monographs [Sin70] and [Sin81] are partic-
ularly suitable to find further details.

2.2.1 SCHAUDER BASES

In this subsection, let X be a separable Banach space. We begin by reviewing
definitions related to sequences in X.

Definition 2.2.1. Let {xn}n∈N be a sequence in X and let span{xn}n∈N denote
the set of all finite linear combinations of elements of the sequence. We say that

(a) {xn}n∈N is linearly independent if every finite subset of {xn}n∈N is linearly
independent in the sense of linear algebra.

(b) {xn}n∈N is ω-independent if {cn}n∈N ⊂ C and ∑∞
n=1 cnxn = 0 imply cn = 0 for

all n ∈N.

(c) {xn}n∈N is complete in X if span{xn}n∈N is dense in X.

(d) {xn}n∈N is a Schauder basis (or simply basis) of X if for all x ∈ X there exists a
unique sequence of coefficients {cn(x)}n∈N ⊂ C such that

x =
∞

∑
n=1

cn(x)xn, (2.2)

where the series converges in the norm of X. We refer to (2.2) as the expansion
of x in the basis {xn}n∈N and call the mappings X 3 x 7→ cn(x) ∈ C the
coefficient functionals of the basis.

Note that the equality (2.2) holds with respect to the chosen order of the
summands. Upon reordering them, the series may become divergent, which
motivates part (i) of the next definition.

Definition 2.2.2. Let {xn}n∈N be a basis of X. We say that

(a) {xn}n∈N is unconditional if the convergence of the series (2.2) is unconditional
for each x ∈ X.

(b) {xn}n∈N is bounded if 0 < inf
n∈N
‖xn‖ ≤ sup

n∈N

‖xn‖ < ∞.
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A basis of X is obviously ω-independent and complete in X. The converse
statement, however, is not true (see [Hei11, Expl. 1.29]) and it is very unfortunate
that “completeness” and “basis property” are rather often incorrectly used inter-
changeably in the literature. The crucial difference between these concepts lies
therein that a sequence {xn}n∈N is complete in X if and only if for all x ∈ X there
exist coefficients c(s)

n (x) ∈ C, where n = 1, . . . , Ns and s ∈N, such that there holds

Ns

∑
n=1

c(s)
n (x)xn→ x as s→∞,

while, on the other hand, {xn}n∈N being a basis of X requires definite coeffi-
cients (and not sequences thereof) as in (2.2). Another characterization of this
relationship is given through the next result.

Theorem 2.2.3 ([Chr03, Thm. 3.1.4]). A sequence of nonzero vectors {xn}n∈N in X is
a basis of X if and only if the sequence is complete and there exists a constant K such that
for all M, N ∈N with M ≤ N,∥∥∥∥∥ M

∑
n=1

cnxn

∥∥∥∥∥ ≤ K

∥∥∥∥∥ N

∑
n=1

cnxn

∥∥∥∥∥ for all sequences {cn}n∈N ⊂ C.

Remark. Requiring the sequence in the statement of this theorem to consist of
nonzero vectors is necessary, since otherwise expansions in it cannot be unique.

Theorem 2.2.3 allows for an easy proof of the next result which is often the
starting point when proving properties of bases in Banach spaces.

Theorem 2.2.4 ([Hei11, Thm. 4.13]). The coefficient functionals {cn(·)}n∈N of a basis
of X are linear and continuous and thus elements of the dual space of X.

Finally in this paragraph, we mention a relatively easy way to gain new bases
from existing ones. Hereto, let Y be another separable Banach space.

Theorem 2.2.5 ([Hei11, Lem. 4.18]). Let {xn}n∈N be a basis of X. If T : X→ Y is an
isomorphism, i.e., a bounded and bijective linear operator, then {Txn}n∈N is a basis of Y.

This connection suggests the next definition.

Definition 2.2.6. A basis {xn}n∈N of X is said to be equivalent to a basis {yn}n∈N

of Y if there exists an isomorphism T : X→ Y such that Txn = yn for all n ∈N.

Remark. In the special case X = Y we can define an equivalence relation on the set
of all bases of X, where {xn}n∈N ∼ {yn}n∈N if and only if {xn}n∈N and {yn}n∈N

are equivalent in the sense of the last definition.
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2.2.2 BESSEL SEQUENCES, ORTHONORMAL AND RIESZ BASES

Let us now consider bases in a separable Hilbert space H. Due to the additional
structure, there hold many results for these bases that are not true for their
counterparts in general Banach spaces. This applies, in particular, to orthonormal
bases, which are widely known and used. For the sake of completeness, we recall
their definition.

Definition 2.2.7. Let {xn}n∈N be a sequence in H. We say that

(a) {xn}n∈N is a Bessel sequence if there exists a constant B > 0 such that

∞

∑
n=1
|〈x, xn〉|2 ≤ B‖x‖2 for all x ∈ H.

(b) {xn}n∈N is orthonormal if 〈xn, xm〉 = δnm for all n,m ∈N.

(c) {xn}n∈N is an orthonormal basis of H if it is orthonormal and a basis of H.

While a Bessel sequence certainly need not have the basis property, expansions
in it can be unconditionally convergent for suitable coefficient sequences:

Theorem 2.2.8 ([Chr03, Cor. 3.2.5]). Let {xn}n∈N be a Bessel sequence in H. Then
∑∞

n=1 cnxn converges unconditionally for all {cn}n∈N ∈ l2(N).

Regarding orthonormal bases we only mention the following two noteworthy
theorems, since we assume that the reader is familiar with the matter.

Theorem 2.2.9 ([Hei11, Thm. 1.50] and [Chr03, Cor. 3.4.3]). Let {xn}n∈N be an
orthonormal sequence in H. Then {xn}n∈N is an orthonormal basis of H if and only if
{xn}n∈N is complete in H.

Remark. The equivalence stated in the last result follows from the orthogonality of
the involved vectors and does not need to hold for an arbitrary complete sequence
in H (see [Hei11, Expl. 1.46 (b)]). Hence, also in Hilbert spaces “completeness”
and “basis property” are different notions.

Given one orthonormal basis, the next result characterizes all other orthonor-
mal bases of the same Hilbert space.

Theorem 2.2.10 ([Chr03, Thm. 3.4.7]). Let {xn}n∈N be an orthonormal basis of H.
Then {yn}n∈N is likewise an orthonormal basis of H if and only if yn = Uxn for all
n ∈N where U : H→ H is a unitary operator.

Of course, the application of a non-unitary isomorphism to an orthonormal
basis of H still yields a basis of that space due to Theorem 2.2.5. Such bases are
given a special name.
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Definition 2.2.11. A basis {xn}n∈N of H that is equivalent to an orthonormal
basis {yn}n∈N of H is called a Riesz basis. The isomorphism T : H→ H such that
Txn = yn for all n ∈N is called an orthogonalizer of {xn}n∈N.

Remark. Due to Theorem 2.2.10 a Riesz basis {xn}n∈N of H is equivalent to all
orthonormal bases of H and the corresponding orthogonalizers only differ by
a unitary transformation. For that reason max

{
‖T‖ ,

∥∥T−1
∥∥}, where T is any

orthogonalizer of {xn}n∈N, is a unique constant which can be seen as a measure
of the non-orthogonality of the Riesz basis.

Several equivalent characterizations of Riesz bases are known. We mention
some of them below.

Theorem 2.2.12 ([Hei11, Thm. 7.13] and [Chr03, Prop. 3.6.4]). Let {xn}n∈N be a
sequence in H. Then the following statements are equivalent:

(a) {xn}n∈N is a Riesz basis of H.

(b) {xn}n∈N is a bounded and unconditional basis of H.

(c) {xn}n∈N is a basis of H and ∑∞
n=1 cnxn converges if and only if {cn}n∈N ∈ l2(N).

(d) {xn}n∈N is complete in H and there exist positive constants b and B such that

b
N

∑
n=1
|cn|2 ≤

∥∥∥∥∥ N

∑
n=1

cnxn

∥∥∥∥∥
2

≤ B
N

∑
n=1
|cn|2 for all c1, . . . , cN ∈ C and all N ∈N.

(e) There exists an equivalent inner product (·, ·) on H such that {xn}n∈N is an or-
thonormal basis of H with respect to (·, ·).

Remark. If {xn}n∈N is a Riesz basis of H which turns into the orthonormal basis
{yn}n∈N of H after an application of the orthogonalizer T, then we can supple-
ment the last result as follows:

(a) We have
∥∥T−1

∥∥−1 ≤ ‖xn‖ ≤ ‖T‖ for all n ∈N.

(b) The (unconditionally convergent) expansion of an element x ∈ H in the basis
{xn}n∈N has the form

x =
∞

∑
n=1
〈x, T∗yn〉 xn,

where T∗ denotes the adjoint of the operator T.

(c) The constants b and B mentioned in part (d) are optimal for the choice
b = ‖T‖−2 and B =

∥∥T−1
∥∥2.

(d) The inner product (·, ·) introduced in part (e) is given by (x,y) := 〈Tx, Ty〉 for
all x,y ∈ H.
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To finish this brief treatise, we note that it is a hard problem to find a bounded
basis of a Hilbert space that is not a Riesz basis. A difficult example showing that
this is indeed possible can be found in [Bab48].

2.3 HOLOMORPHIC OPERATOR-VALUED FUNCTIONS

This section is devoted to the analogs for operator-valued functions of some well-
known theorems from complex function theory. By a consequence of the Hahn-
Banach theorem, most of the classical scalar results can be easily generalized to
the operator-valued setting. Sometimes, though, a direct imitation of a proof that
is valid in the complex-valued case is not possible. This is rigorously elaborated
in [GL09, Chapt. 1], which is also our main reference for this section. Besides, we
occasionally rely on [Loc00, Sect. 1.3] and, for some results on Riemann integrals
for operator-valued functions, on [HP57, Sect. 3.3].

In the whole section, X denotes a Banach space and F : U→B(X), where U
is an open set in C, is an operator-valued function.1 Here, the Banach space B(X)

is always considered under the uniform operator topology.

2.3.1 DEFINITIONS AND PREPARATORY MATERIAL

Origin of our considerations is, of course, the notion of holomorphicity. Its
definition in the operator-valued case does not differ from the scalar version.

Definition 2.3.1. A function F : U→B(X) is called differentiable at a point w ∈U
if the limit

F′(w) := lim
z→w

F(z)− F(w)

z− w

exists. If F is differentiable at every point in U, we say that F is holomorphic in U
and call the function F′ : U→B(X) the derivative of F.

Remarks.

(a) Clearly, a holomorphic operator-valued function is also continuous.

(b) Although, as was already said, the limit occurring in the last definition is
understood with respect to the operator norm, we note that strong and even
weak limit processes yield equivalent notions of holomorphicity (see [GL09,
Thms. 1.6.1 and 1.7.1]).

(c) Even for unbounded-operator-valued functions there exist concepts of holo-
morphicity (see [Kat95, Chapt. 7] and [RS78, p. 14ff.]). In the language
of the cited authors, what we have just defined is the property of being
bounded-holomorphic.

1Note that all definitions and results can be transferred to functions f : U→ X by means of
only slight refinements.
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Several important theorems in complex analysis are concerned with the eval-
uation of contour integrals in the complex plane. We briefly remind the reader of
a related definition.

Definition 2.3.2. A set Γ ⊂ C is said to be a connected contour if there exist real
numbers a < b and a continuous function γ : [a,b]→ C such that γ([a,b]) = Γ.
The mapping γ is called a parametrization of Γ. Lastly, a union of a finite number
of pairwise disjoint connected contours is called a (non-connected) contour.

In order for integration along a contour to make sense, its parametrization
needs to be suitably smooth. We clarify this as a part of the next definition.

Definition 2.3.3. Let Γ be a connected contour with parametrization γ. We say
that

(a) Γ is closed if γ(a) = γ(b).

(b) Γ is simple if γ(s) 6= γ(t) for all a ≤ s < t ≤ b such that (s, t) 6= (a,b).

(c) Γ is smooth if γ is continuously differentiable.

(d) Γ is piecewise smooth if there is a finite partition a = a1 < a2 < · · · < am+1 = b
of the interval [a,b] such that the restrictions γn :=γ|[an,an+1] are smooth for
1≤ n ≤ m. We write γ = γ1 u γ2 u · · ·u γm in this case.

A non-connected contour Γ = ∪N
n=1Γn is called closed, simple, smooth or piecewise

smooth if each of its components has the respective property.

With this at hand, we can now proceed to define a contour integral for
operator-valued functions. There, and in the rest of this subsection, we are
concerned with a simple piecewise smooth contour Γ = ∪N

n=1Γn. Without further
mentioning, the parametrization of the component Γn, where 1≤ n ≤ N, shall be
given by γn,1 u γn,2 u · · ·u γn,mn : [an,bn]→ C and with respect to the partition
an = an,1 < an,2 < · · · < an,mn+1 = bn of the interval [an,bn].

Definition 2.3.4. Let F : U→B(X) be a continuous function and let Γ = ∪N
n=1Γn

be a simple piecewise smooth contour with Γ ⊂U. We define the contour integral
of F along Γ by

∫
Γ

F(z) dz :=
N

∑
n=1

mn

∑
l=1

∫ an,l+1

an,l

γ′n,l(t)F(γn,l(t)) dt, (2.3)

where the right-hand side is a sum of Riemann integrals.1

1As in the scalar case, this definition is seen to be independent of both the chosen parametriza-
tion (as long as the orientation is kept the same) and the chosen partition.
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Remarks.

(a) Note that we write γ′n,l(t) to the left of the operator F(γn,l(t)) in (2.3) so as to
highlight that the first-mentioned quantity is just a complex number.

(b) There is no difficulty in considering a Riemann integral for operator-valued
functions as it occurs above. Similar to the case of a scalar-valued function
it is defined as the limit of suitable Riemann sums. Of course, convergence
has to be understood with respect to the operator norm, so that, if existent,
the integral of a function with values in B(X) is itself an element of that
space. We refer to [HP57, Sect. 3.3] for details, which also contains a proof of
the existence of the integrals on the right-hand side of (2.3) under the given
assumptions on F and Γ (see [ibid., Thm. 3.3.4]). Further, the cited theorem
gives that ∫

Γ
F(z) dz x =

∫
Γ

F(z)x dz for all x ∈ X,

where the integral on the right-hand side is a Riemann integral for vector-
valued functions.

The usual characteristics of the scalar contour integral carry over to the
operator-valued case. Two properties that are of particular importance to us are
stated as the proposition that finishes this paragraph. First, though, we need a
definition.

Definition 2.3.5. Let Γ = ∪N
n=1Γn be a simple piecewise smooth contour. Then

l(Γ) :=
N

∑
n=1

mn

∑
l=1

∫ an,l+1

an,l

|γ′n,l(t)| dt

is called the length of Γ.1

Proposition 2.3.6 ([HP57, Thm. 3.3.2]2). Let F : U→B(X) be a continuous function
and let Γ = ∪N

n=1Γn be a simple piecewise smooth contour with Γ ⊂U.

(a) There holds the estimate∥∥∥∥∫Γ
F(z) dz

∥∥∥∥ ≤ N

∑
n=1

mn

∑
l=1

∫ an,l+1

an,l

‖F(γn,l(t))‖ |γ′n,l(t)| dt ≤ l(Γ) max
z∈Γ
‖F(z)‖ .

(b) If A is a closed operator on X such that D(A) ⊇ Ran F(z) for all z ∈ Γ and if the
mapping z 7→ A[F(z)] is continuous on Γ, then

A
[∫

Γ
F(z) dz

]
=
∫

Γ
A[F(z)] dz.

1The first footnote on the previous page likewise applies here.
2The cited reference only contains a proof of the assertion in part (b). However, the estimate

stated in part (a) is clear from the definition of the contour integral as a limit of Riemann sums.
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2.3.2 ANALOGS OF THEOREMS FROM COMPLEX ANALYSIS

For later reference, we now provide the operator-valued versions of several well-
known results from complex function theory. They will be very important to our
reasoning in Subsection 5.4.2 in which we prove our main theorem.

First, we make precise what type of contours we are concerned with here.

Definition 2.3.7. Let D ⊂ C be a bounded open set with boundary ∂D that is
given by a simple, closed, and piecewise smooth contour, i.e., ∂D = ∪N

n=1Γn for
some N ∈N. If the parametrization of each component Γn is chosen clockwise
whenever the region bounded by Γn does not contain points in D which are
arbitrarily close to Γn and counter-clockwise otherwise1, then D is called an
(oriented) Cauchy domain and ∂D is said to be a Cauchy contour.

With this we can state the operator-valued versions of Cauchy’s integral
theorem and formula.

Theorem 2.3.8 ([GL09, Thms. 1.4.2 and 1.5.1]). Let F : U→B(X) be a holomorphic
function. If D is a Cauchy domain with D ⊂U, then

∫
∂D

F(z) dz = 0 and F(w) =
1

2πi

∫
∂D

F(z)
z− w

dz for all w ∈ D.

Inductively—and with the help of the corresponding result for a complex-
valued holomorphic function—we also obtain Cauchy’s integral formula for
derivatives.

Theorem 2.3.9 ([GL09, Cor. 1.5.3]). Let F : U→ B(X) be a holomorphic function.
Then F is arbitrarily often complex differentiable on U. If D is a Cauchy domain with
D ⊂U, and if we denote by F(n) the nth complex derivative of F, where n ∈N0, then

F(n)(w) =
n!

2πi

∫
∂D

F(z)
(z− w)n+1 dz for all w ∈ D.

Not only are holomorphic operator-valued functions of class C∞, but also
locally expandable in a power series (or analytic). This is formulated in the next
theorem.

Theorem 2.3.10 ([GL09, Thm. 1.8.5]). Let F : U→B(X) be a holomorphic function
and let z0 ∈U and r > 0 be such that Ur(z0) ⊆U. Then

F(z) =
∞

∑
n=0

(z− z0)
n Fn for all z ∈Ur(z0), where Fn =

F(n)(z0)

n!
for all n ∈N0.

1This orientation is also known as the orientation defined by D in the literature. Some authors
just say that D shall be “on the left” of Γ.
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Remark. Due to Theorem 2.3.9, the coefficient operators of the above power series
expansion have the integral representation

Fn =
1

2πi

∫
∂D

F(z)
(z− z0)n+1 dz for all n ∈N0,

where D is any Cauchy domain with z0 ∈ D and D ⊂U.

The next definition is well-known and unchanged from the scalar case.

Definition 2.3.11. Let F : U→B(X) be a holomorphic function.

(a) A point z0 ∈ C is called an isolated singularity of F if z0 /∈ U and for some
sufficiently small r > 0 the punctured disc U̇r(z0) is contained in U.

(b) An isolated singularity z0 of F is called removable if there exists a holomorphic
function F̃ : U ∪ {z0} → C such that F̃|U = F. The function F̃ is referred to as
the holomorphic extension of F to U ∪ {z0}.

Remark. If it exists, the holomorphic extension in part (b) of this definition is
unique (see [GL09, Thm. 1.1.3]).

The result hereafter is known as Riemann’s theorem on removable singulari-
ties. It provides a helpful criterion for checking whether an isolated singularity
of some operator-valued function is removable.

Theorem 2.3.12 ([GL09, Thm. 1.10.3]1). Let F : U→B(X) be a holomorphic function.
An isolated singularity z0 of F is removable if and only if there exists a punctured disc
U̇r(z0) ⊆U in which F is bounded.

Finally, we present the generalization of the residue theorem and a corollary.
To state these results, we need a definition.

Definition 2.3.13. Let F : U→B(X) be a holomorphic function. If z0 is an isolated
singularity of F, then for r > 0 so small that ∂Ur(z0) ⊂U we call

Resz0(F) :=
1

2πi

∫
∂Ur(z0)

F(z) dz

the residue of F at the point z0.

Remark. Cauchy’s integral theorem implies that the definition of the residue does
not depend on the radius of the circular contour integrated along. In fact, a
non-circular Cauchy contour enclosing the isolated singularity may likewise be
used, but for simplicity we chose the boundary of a circle here.

1The reference only contains a proof of the “if” part of the theorem. The “only if” part, however,
follows readily from the holomorphicity of F̃.
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Theorem 2.3.14 ([GL09, Thm. 1.10.5]). Let D ⊂ C be a Cauchy domain, and let
z1, . . . ,zN ∈D be finitely many distinct points. Further, let F : D \ {z1, . . . ,zN}→B(X)

be a holomorphic function. Then∫
∂D

F(z) dz = 2πi
N

∑
n=1

Reszn(F).

Since residues at removable singularities vanish due to the Cauchy integral
theorem, we obtain the following important consequence.

Corollary. If F and D are as in the last theorem, and if the isolated singularities z1, . . . ,zn

of F are removable, then ∫
∂D

F(z) dz = 0.

This finishes our compilation of results on holomorphic operator-valued
functions. The reader will find them used extensively later on in this work.

2.4 SOME CONCEPTS OF SPECTRAL THEORY

In this section, we are concerned with various aspects of spectral theory. Divided
in three subsections, our treatise is restricted to providing basic definitions and
some few results related to closed operators, Riesz projections, and operator
pencils.

2.4.1 SPECTRUM AND RESOLVENT OF CLOSED OPERATORS

The material covered below is clearly well-known. We nevertheless include it
here since there is some ambiguity surrounding spectral notions in the literature
(see [Kat95, fn. 2 on p. 517]). For further reading, classical books such as [RS80],
[GG81], and [Kat95] can be consulted.

We begin with a definition. There and throughout, X is a Banach space and A
denotes a closed operator on X with dense domain D(A).

Definition 2.4.1.

(a) The resolvent set of A is given by

ρ(A) := {λ ∈ C | A− λI : D(A)→ X is bijective},

and the spectrum of A is defined as σ(A) := C \ ρ(A).

(b) For λ ∈ ρ(A) the bounded operator

RA(λ) := (A− λI)−1 : X→ D(A) (2.4)

is called the resolvent of A (at the point λ).
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Remark. It is standard in the mathematical literature to also refer to the mapping
λ 7→ RA(λ) as the resolvent of A. We adopt this convention as well.

If the space X is finite-dimensional, then σ(A) is simply the set of all eigen-
values of (the matrix) A. In general, however, the situation is more sophisticated.
This gives rise to a finer subdivision of the set σ(A).

Definition 2.4.2.

(a) The point spectrum of A is given by

σp(A) := {λ ∈ C | A− λI is not injective}
= {λ ∈ C | Ker(A− λ) 6= {0}}.

A complex number λ ∈ σp(A) is called an eigenvalue of A and any nonzero
u ∈ Ker(A− λ) is a corresponding eigenvector. The null space Ker(A− λ) is
referred to as the eigenspace of A corresponding to λ and dim(Ker(A− λ)) is
the (geometric) multiplicity of that eigenvalue.

(b) The continuous spectrum of A is the set

σc(A) := {λ ∈ C | A− λI is injective, Ran(A− λI) is dense in X,

but (A− λI)−1 is unbounded}.

(c) The residual spectrum of A is defined as

σr(A) := {λ ∈ C | A− λI is injective, but Ran(A− λI) is not

dense in X}.

Remark. There holds σ(A) = σp(A) ∪ σc(A) ∪ σr(A) with pairwise disjoint sets
on the right-hand side of this equality. To realize this it is important to note that

{λ ∈ C | A− λI is injective, Ran(A− λI) is dense in X but not equal to X,

and (A− λI)−1 is bounded}

is the empty set if A is a closed operator.

Whereas in linear algebra the multiplicity of an eigenvalue is always finite,
there might be infinitely many eigenvectors corresponding to some λ ∈ σp(A)

if A acts on an infinite-dimensional space. This is accounted for in yet another
decomposition of the spectrum of A.

Definition 2.4.3. The discrete spectrum of A is the set

σd(A) := {λ ∈ C | λ is an isolated eigenvalue of A that has finite multiplicity}.

Its complement σess(A) := C \ σd(A) is referred to as the essential spectrum of A.
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Remark. The term “isolated” in the definition of σd(A) is meant in the sense that
the respective eigenvalue is an isolated point of σ(A) and not just in the set of all
eigenvalues.

Several other decompositions of the spectrum that we did not cover as yet
are sometimes of interest. In our work, however, we will only be concerned with
subsets introduced so far. We thus refer the reader to the already mentioned
literature and [Dav96] for a broader treatment. What we do need, though, are
some basic results on the resolvent of a closed operator. We now recall them from
the literature.

Proposition 2.4.4 ([RS80, Thm. VIII.2]).

(a) The resolvent set ρ(A) is open (thus the spectrum σ(A) is closed) and the resolvent
is a holomorphic operator-valued function on ρ(A).

(b) For λ,µ ∈ ρ(A) there holds the equality

RA(λ)− RA(µ) = (µ− λ)RA(λ)RA(µ),

called the first resolvent identity. In particular, RA(λ) and RA(µ) commute.

Assertion (b) of this proposition establishes a relation between the resolvents
of a fixed operator evaluated at two points in its resolvent set. It is also possible
to compare the resolvents of two operators at a point for which they both exist:

Proposition 2.4.5 ([HS96, Prop. 1.9]). Let B be another closed operator on X such that
D(B) = D(A) and let λ ∈ ρ(A) ∩ ρ(B). Then

RA(λ)− RB(λ) = −RA(λ)(A− B)RB(λ),

which is named the second resolvent identity.

In the main part of this work we will mostly be concerned with densely-
defined self-adjoint operators on Hilbert spaces. Our preceding definitions and
results apply, since operators with these properties are necessarily closed (see
[Yos95, Prop. VII.3.2]). Due to the additional self-adjointness, more detailed
information about their spectra and resolvents can be deduced. Some are stated
in the next theorem, which, in particular, provides a norm equality that will be
used quite frequently in our work.

Theorem 2.4.6 ([HS96, Thm. 5.5] and [Kat95, Sect. V.3.5]). Let A be a self-adjoint
operator on a Hilbert space. Then σ(A) ⊆R and σr(A) = ∅. Moreover, for λ ∈ ρ(A),

‖RA(λ)‖ =
1

dist(λ,σ(A))
.

With this we finish our short account on the spectral theory of closed operators.
More advanced results will be cited in the body of this work and for the specific
operators that are of interest to us.
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2.4.2 RIESZ PROJECTIONS

Above we introduced the decomposition of the spectrum of a closed operator
in its discrete and essential part. We shall now devote our attention to the first-
mentioned component, i.e., we are concerned with isolated eigenvalues that
have a finite multiplicity. For each such eigenvalue we define the so-called Riesz
projection, which is helpful in further studying the spectral properties of the
corresponding operator. Our presentation is based on [GGK93, Sect. I.2] and
[HS96, Chapt. 6]. Moreover, the material is briefly discussed in [GK69, Sect. I.1.3].

In all of this paragraph, let A be a closed operator on a Banach space X with
dense domain D(A). We suppose that σ(A) is purely discrete, i.e., σess(A) = ∅,
as this is given later in the setting in which we intend to apply the material
discussed below. To begin with, we state a definition.

Definition 2.4.7. Let σ0 be a set of finitely many eigenvalues of A. We call a
Cauchy contour Γ (see Definition 2.3.7) admissible for A and σ0 if Γ ⊂ ρ(A) and

n(Γ,z) =

{
1, if z ∈ σ0,

0, if z ∈ σ(A) \ σ0,
(2.5)

where n(Γ,z) := 1
2πi

∫
Γ

dw
w−z denotes the winding number of Γ for z ∈ C \ Γ.

Remark. The second condition for a contour to be admissible requires two things:
First, that eigenvalues which lie in one of the regions bounded by the components
of Γ lie in no other such region, and second, that they are precisely the eigenvalues
in the set σ0.

Part (a) of Proposition 2.4.4 states that λ 7→ RA(λ) = (A− λI)−1 ∈ B(X) is a
holomorphic operator-valued function on ρ(A). Clearly, under our assumption
that σ(A) is purely discrete, the eigenvalues of A are isolated singularities of this
mapping. Since these singularities are not removable (see [HS96, Prop. 1.8]), the
contour integral introduced in the next definition does not vanish.

Definition 2.4.8. Let σ0 be a set of finitely many eigenvalues of A, and let Γ be
an admissible contour for σ0 and A. Then the bounded operator

Pσ0 := − 1
2πi

∫
Γ

RA(λ) dλ : X→ X, (2.6)

which is a Riemann integral in the sense of Definition 2.3.4, is called the Riesz
integral for A and σ0.

Remark. A standard argument of complex function theory and the operator-
valued variant of the Cauchy integral theorem (Theorem 2.3.8) show that Pσ0 is
independent of the chosen admissible contour (see [HS96, Lem. 6.1]).

Usually Pσ0 is introduced as the Riesz projection in the literature. This is justi-
fied by part (a) of the next result, which summarizes some important properties
of this operator.
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Proposition 2.4.9 ([GGK93, Lem. 2.1] for (a), [Kat95, Sect. III.6.4] for the rest).

(a) There holds P2
σ0
= Pσ0 , i.e., Pσ0 is a projection.

(b) We have Ran Pσ0 ⊆ D(A) and the operators Pσ0 and A commute on D(A).

(c) If σ1 ⊆ σ(A) is another set of finitely many eigenvalues of A with σ0 ∩ σ1 = ∅, then
Pσ0 and Pσ1 are disjoint, i.e., Pσ0 Pσ1 = Pσ1 Pσ0 = 0.

(d) For X0 := Ran Pσ0 and A0 :=A|X0 we have A0 ∈ B(X0) and σ(A0) = σ0.

Under certain assumptions, more details are known about the structure of the
range of the Riesz projection:

Theorem 2.4.10 ([GK69, Thm. I.2.2]1 for (a), [HS96, Prop. 6.3]2 for (b)).

(a) If Ran Pσ0 is finite-dimensional, then

Ran Pσ0 =
⊕
λ∈σ0

{u ∈ X | u ∈ Ker(A− λI)n for some n ∈N}.

(b) If X is a Hilbert space and A is self-adjoint, then Pσ0 is an orthogonal projection and

Ran Pσ0 =
⊕
λ∈σ0

Ker(A− λI),

where the direct sum is an orthogonal one.

Remark. The subspaces which constitute the direct sum in part (a) are called
the generalized eigenspaces of A for the eigenvalues in σ0. If A has a compact
resolvent, then their dimension is finite (see [Kat95, Thm. III.6.29]) and if A is
a self-adjoint operator on a Hilbert space, then they coincide with the “usual”
eigenspaces (see [ibid., Sect. V.5]). The existence of an infinite-dimensional ge-
neralized eigenspace—in the case of an eigenvalue of infinite multiplicity, for
instance—is one, but not the only reason for a likewise infinite-dimensional range
of a Riesz projection (see the characterization of Ran Pσ0 < ∞ provided by the
above-mentioned Theorem in [GK69]). Recall, however, that only eigenvalues of
finite multiplicity will be of interest in what follows.

1In this reference a bounded operator on a Hilbert space is considered. However, the gener-
alization to our setting causes no difficulties since the crucial properties of the resolvent and the
Riesz projection are the same for a closed operator on a Banach space.

2The cited result only covers the simpler case wherein σ0 contains only one eigenvalue. How-
ever, if there are m > 1 isolated eigenvalues in σ0, we can choose a Cauchy contour consisting
of m disjoint circles, each enclosing precisely one eigenvalue. The corresponding operator Pσ0 is
then just a sum of m Riesz projections which are pairwise disjoint by part (c) of Proposition 2.4.9.
Clearly, the range of such a sum of projections is given by the direct sum of the ranges of the
individual summands.
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To finish our treatise of Riesz projections, let us comment on the restriction
σ(A) = σd(A) which we imposed on the considered operator A for simplicity.
It is by no means necessary to have this spectral structure so as to define the
Riesz integral. For instance, if A is a closed operator on a Banach space satisfying
σ(A) = σ0 ∪ σ1, where σ0 ∩ σ1 = ∅, σ0 is compact, and σ1 is closed, then Pσ0

exists for any Cauchy contour satisfying a similar “winding condition” as above.
Moreover, the projection property of Pσ0 is still valid in this setting. Details in this
direction can be found in any of the above-mentioned books.

2.4.3 OPERATOR PENCILS AND RELATED SPECTRAL NOTIONS

The spectral problem that we study in the body of this dissertation is nonlinear in
the spectral parameter (see also the introduction to our work). Problems of this
kind can be dealt with by studying suitable operator-valued functions, which,
in the spectral context, are also called operator pencils. For those we collect the
definitions of appropriate generalizations of the basic spectral theoretic notions
below. At this, X denotes a Banach space and A : U → C(X) is an operator
pencil1 defined on some set U ⊆C. Here, the domain of the closed operator A (λ)

is allowed to vary with λ ∈U.
Particularly well-studied variants of operator pencils are so-called operator

polynomials (or polynomial pencils) of the form

U 3 λ 7→A (λ) :=
N

∑
n=0

λn An,

where An ∈ B(X) and N ∈N (see [Mar88] and [Rod89]). Coefficients An ∈ C(X)

are likewise possible here, but the large majority of results in the literature is
concerned with the bounded case. For that reason, a polynomial pencil with
coefficients that are merely closed is usually tried to be reduced to a certain
pencil with bounded coefficients (see [Mar88, Chapt. II, §20]).2 Note that in the
unbounded case the domain of any operator A (λ) is given by the intersection of
the domains of all its coefficient operators.

Although we shall not be concerned with polynomial pencils in the main part
of our work, let us nevertheless briefly consider an easy example of this class
given by

C 3 λ 7→A (λ) := A− λI,

where A ∈ C(X). Here, we readily see that λ ∈ σ(A) if and only if 0 ∈ σ(A (λ)).
This observation motivates the following two definitions in which A : U→ C(X)

denotes an arbitrary operator pencil again.

1Capital letters in script font always denote operator pencils in this thesis.
2This is not possible for arbitrary closed coefficients but means that they need to fulfill further

assumptions (see ibid.).
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Definition 2.4.11.

(a) The resolvent set of A is given by

ρ(A ) := {λ ∈U | 0 ∈ ρ(A (λ))}

and the spectrum of A is defined as

σ(A ) := U \ ρ(A ) = {λ ∈U | 0 ∈ σ(A (λ))}.

(b) The operator pencil RA : ρ(A )→B(X) given through

RA (λ) := A (λ)−1 (2.7)

is called the resolvent of A .

Remark. Observe that ρ(A )∪ σ(A ) = U and thus a point λ ∈C \U is, reasonably,
neither in the resolvent set nor in the spectrum of A .

Similar to the case of a closed operator we now introduce important subsets
of the spectrum of an operator pencil and generalize some notions known from
linear algebra.

Definition 2.4.12.

(a) The point spectrum of A is given by

σp(A ) := {λ ∈U | 0 ∈ σp(A (λ))}.

Following the very same pattern, we also define the spectral subsets σc(A ),
σr(A ), σd(A ), and σess(A ). They are called, as in the operator case, the
continuous, residual, discrete and essential spectrum of A , respectively.

(b) A complex number λ ∈ σp(A ) is called an eigenvalue of A and any nonzero
u ∈ Ker(A (λ)) is a corresponding eigenvector. The null space Ker(A (λ)) is
referred to as the eigenspace of A corresponding to λ and dim(Ker(A (λ))) is
the (geometric) multiplicity of that eigenvalue.

Remarks.

(a) Note that we have

σ(A ) = σp(A ) ∪ σc(A ) ∪ σr(A ) and σ(A ) = σd(A ) ∪ σess(A ),

where the sets on the right-hand side of these equalities are pairwise dis-
joint. This follows immediately from the last definition and the identical
decompositions that hold for each operator A (λ) with λ ∈U.
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(b) Based on the construction of an explicit example we shall see in Section 5.3
that λ ∈ σd(A ) does not necessarily imply that λ is isolated in σ(A ). More
precisely,

σd(A ) = {λ ∈U | λ is an eigenvalue of A that has finite multiplicity},

which some authors actually use as the definition of the discrete spectrum
of an operator pencil. This clearly contrasts the case of a closed operator
discussed before (see Definition 2.4.3).

Given additional information about the λ-dependence of a pencil A , more
results similar to those known from the spectral theory of a closed operator
can be deduced. For instance, σ(A ) is closed in U if A is a polynomial pencil
or if it is a holomorphic function of λ. In the latter case it can also be shown
that the resolvent RA is holomorphic on ρ(A ). A resolvent identity resembling
that in part (b) of Proposition 2.4.4, however, is not to be expected unless the
λ-dependence of the pencil is of a rather simple form. Further details can be
obtained in the literature mentioned above and, for the specific pencils that we
shall work with, in Chapter 5.



CHAPTER 3

PHYSICAL BACKGROUND AND

MATHEMATICAL MODELING

As mentioned in the introduction to this work, the eigenvalue problem we study
later on appears in the mathematical treatment of light propagation in photonic
crystals. The present chapter aims to elaborate on this connection by providing
additional information regarding physical as well as mathematical aspects.

Our presentation is organized in three sections: The first of these slightly com-
plements our discussion of photonic crystals in Chapter 1 with further physical
and some historical details. Mostly, however, it serves to familiarize the reader
with technical terms as well as aspects of the modeling of such structures in
theoretical studies and thereby allows for the comprehension of the subsequent
mathematical assumptions. Section 3.2 is then concerned with Maxwell’s equa-
tions, which govern the phenomena we intend to analyze. It is also here that we
rigorously deduce the above-mentioned eigenvalue problem. The differential
operator appearing therein has a coefficient function of physical relevance—the
relative permittivity known from the introduction—and thus, to obtain a reason-
able model, our assumptions on it are subject to certain limitations. This aspect is
finally discussed in Section 3.3, which closes the chapter.

3.1 AN INTRODUCTION TO PHOTONIC CRYSTALS

In this section, we are concerned with the physical properties of photonic crystals
and elaborate on how their periodic structure is usually modeled. Besides, the
concept of a “reciprocal lattice” is also specified here. As we shall see later, it
plays an important role in the spectral theory of photonic crystals.

Our treatment mostly follows [Joa08] and [Pra09] but we also provide addi-
tional references where it is beneficial.

25
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3.1.1 SEMICONDUCTORS OF LIGHT

Most of the important inventions in modern electronics, such as transistors and
integrated circuits, are based on the properties of semiconductors. Commonly
these materials are crystalline solids, i.e., their atomic arrangement is of a periodic
nature, and are characterized by having an (energy) band gap that is nonzero but
smaller than that of an insulator (see [Kit04, Chapts. 7 and 8]). An electron within
the semiconductor cannot have an energy that falls within the band gap so that
this energy region is often also called the forbidden band.

In 1987, two researchers, E. Yablonovitch and S. John, independently proposed
the creation of materials that allow for the manipulation of light similar to how
semiconductors can regulate electrical currents. Their publications [Yab87] and
[Joh87], respectively, originated from different motives1 but both essentially
described the same structure: An “optical semiconductor”, which they decided
to name a photonic crystal. Nowadays this term refers to any material that is
composed of different dielectrics, i.e., insulating materials that can be polarized
by an applied electric field, in a periodic manner. Such a material need not be
periodic in all three spatial directions, but may also be a simple multilayer film
consisting of alternating dielectric materials.2

Although all photonic crystals are clearly three-dimensional objects, they are
commonly called one-, two-, or three-dimensional if they are periodic along just as
many spatial directions. This is illustrated in Figure 3.1 below. The leftmost cube
therein, for instance, depicts a portion of the mentioned multilayer film.

FIGURE 3.1 — Schematic examples of (portions of) one-, two-, and three-
dimensional photonic crystals. Each structure is periodic along one or more axes
and composed of two different dielectric materials which are distinctly colored.

Periodicity is a characterizing feature of both electrical semiconductors and
photonic crystals. However, whereas single atoms or molecules are arranged
periodically in silicon, say, the repeated portions of dielectric media in a photonic
crystal are usually of the size of several hundred nanometers. Both structures

1Yablonovitch worked in industry at the time and wanted to improve telecommunication
lasers while John was a professor at Princeton and worked out of pure research interest (see [Yab01]
for further historical details).

2Optical properties of such structures have already been studied by Lord Rayleigh in 1887 (see
[Str87] and [Str17]). However, he did (probably) not know that such an arrangement will allow for
the applications known at the present day.
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have in common, though, that it is their periodic nature which can prevent
the propagation of certain waves—electrons or light, respectively. This is due
to occurring diffractions and reflections within the material and, as a result,
destructive interference. Here, in analogy to the electrical case, a region of
“forbidden” frequencies of a photonic crystal is referred to as a (photonic) band gap.

Depending on whether an electromagnetic wave propagates parallel or nor-
mal to a direction along which a one- or two-dimensional photonic crystal is
homogeneous, it may be more or less affected by the periodic structure. There-
fore it can happen that a wave’s time frequency falls within a band gap for one
direction but not for another. If, however, propagation of waves is prohibited in
any case, i.e, regardless of polarization and direction of travel, then the respective
frequencies constitute a so-called complete (photonic) band gap. The existence of
such a complete forbidden region is, with some few exceptions, reserved for
materials that are periodic in all three space directions.

Besides the pattern with which the constituents of a photonic crystal are
repeated, its (periodically varying) electromagnetic properties have a bearing
on whether or not band gaps exist. Experimentalists and theorists alike found
out that a high contrast in the permittivity of the utilized components and low
absorptivity favor forbidden frequency regions (see also our literature review in
Section 4.2). Roughly speaking, these two quantities measure how resistant a
material is to electric fields and how much impinging electromagnetic energy it is
taking up, respectively. In view of this, many photonic crystals are manufactured
by enclosing air or vacuum in a non-absorptive background material with high
permittivity. The periodic arrangement and the air-to-background volume ratio
are then tuned to the particular application.

Further details on the physics of photonic crystals, information on their indus-
trial applications, their manufacturing, and the most well-functioning geometries
can be found in [Yab01] and our main references cited above.

3.1.2 CRYSTAL LATTICES

So as to mathematically analyze the band gap phenomena of photonic crystals,
it is initially necessary to formally describe their periodic geometry. Of course,
solid state physicists and material scientists working in crystallography faced
this task long before periodic nanostructures were known. We thus employ their
established framework here as in [Kit04, Chapt. 1] and [AM76, Chapts. 4–7].

An idealized photonic crystal, which is for simplicity thought of as being
infinite in extent, is characterized by its so-called Bravais lattice. This discrete set
of points in R3 reflects the crystal’s periodicity in that at each lattice point the rest
of the lattice has the same arrangement and orientation. Formally, given linearly
independent vectors {a1, a2, a3} ⊂R3, a Bravais lattice is a discrete set of points
of the form

Θ := {z1a1 + z2a2 + z3a3 | z1,z2,z3 ∈Z}. (3.1)



28 PHYSICAL BACKGROUND AND MATHEMATICAL MODELING

The vectors a1, a2, and a3 are referred to as the lattice vectors (or lattice translations)
of the photonic crystal and span the parallelepiped

ΩΘ := {r1a1 + r2a2 + r3a3 | r1,r2,r3 ∈ [0,1]}. (3.2)

This volume constitutes an example of a so-called unit cell, i.e., a “building
block” of dielectric material that forms the photonic crystal by being translated
through all the vectors in the Bravais lattice Θ. Regarding this, one distinguishes
unit cells that are primitive, meaning that they cannot be narrowed without loosing
the ability to recreate the periodic structure with their copies. Put otherwise,
the volume of primitive cells is minimal among all unit cells. In the schematic
examples depicted above, for instance, two (four, eight) adjacent layers (columns,
cubes) form a primitive cell. This is shown in Figure 3.2 hereunder. Note from
the illustration that a primitive cell is not uniquely determined, since non-cuboid
portions of the respective crystals generate the same structure by infinite periodic
repetition.

FIGURE 3.2 — Schematic examples of (portions of) one-, two-, and three-
dimensional photonic crystals. A possible primitive cell is highlighted in each
case.

Media that are only periodic in d ∈ {1,2} dimensions can, without loss of
generality, be described with likewise one- or two-dimensional Bravais lattices,
which are defined analogously to Θ above. This is possible by choosing lattice
vectors in Rd such that they span the line or plane, respectively, of periodicity of
the photonic crystal. With this identification we can treat these structures as if
they were lower-dimensional. Once more, this motivates the notions of one- and
two-dimensional photonic crystals introduced at the outset of this section.

In Figure 3.3 below we clarify said reduction in dimensionality using the
second of the cubes depicted further up on this page as an example. The illus-
tration also shows that different sets of lattice vectors may result in the same
Bravais lattice—the one shown being referred to as the square lattice. In theoretical
considerations it is usually identified with aZ2 for a > 0, i.e., the lattice vectors
are chosen as scalar multiples of the cartesian standard basis vectors in R2. The
primitive cell they span is a square with side length a, which is just the horizontal
(and vertical) distance between neighboring lattice points. In our mathematical
analysis that follows in later chapters we exclusively study structures with this
type of two-dimensional Bravais lattice. In fact, we even restrict ourselves to
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the special case a = 1, resulting in the square lattice Z2 with a unit square as its
primitive cell. This choice is a matter of mathematical convenience and all of our
results can be transferred to more complicated periodic media with only minimal
effort.

FIGURE 3.3 — From left to right: A portion of the Bravais lattice of a two-
dimensional photonic crystal, two possible pairs of lattice vectors and the primi-
tive cells they span, and the structure of the material with indicated lattice points.
Note that the rightmost figure arises from our identification of the physically
three-dimensional medium with its plane of periodicity.

Given a periodic structure, several lattice parameters can be assigned to its Bra-
vais lattice and allow for the definition of so-called lattice systems, which group
together materials having similar structural properties. As examples of such
parameters, we mention the length of the lattice vectors that span a primitive
cell, called lattice constants, and the lattice angles between them. Also, symmetries
besides the ever-present translational symmetry, e.g., rotational and reflectional
ones, are used as distinguishing features. Since altogether there exist four differ-
ent lattice systems in two and seven in three dimensions, we once again have to
point to the already mentioned books for a complete presentation. Moreover, the
connections between lattice systems and group theory are surely worth a look in
the corresponding literature, such as [Bor12], [DM07], and [Pow10].

FIGURE 3.4 — Schematic examples of (portions of) two-dimensional photonic
crystals with indicated lattice points (square and hexagonal), lattice vectors, and
possible primitive cells (highlighted).

As a final example of possible two-dimensional material structures and related
Bravais lattices, the figure right above ends this subsection. The photonic crystals
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schematically depicted therein are not of the checkerboard-type seen up to here,
but more similar to the materials manufactured in practice, where white parts
would correspond to air or vacuum for instance. Note moreover that the two
illustrated media exhibit different Bravais lattices—a square one on the left and
the so-called hexagonal one on the right—and different symmetry properties
beyond translational symmetry. They thus belong to distinct lattice systems.

3.1.3 RECIPROCAL LATTICES

For theoretical purposes, the introduction of a second type of lattice, which is not
directly determined by the photonic crystal’s geometry, is important. It arises in
the study of semiconductor crystal diffraction, i.e., scattering from an array of
atoms, and in the Fourier analysis of periodic functions. We present the latter
approach as per [Pra09, Sect. 2.2.2] and name [Kit04, Chapt. 2] as a reference for
the first-mentioned connection.

Let us consider a function f : Rd → C, where d ∈ {1,2,3}, which models
some property of a d-dimensional photonic crystal that we are interested in. For
instance, the permittivity of the structure can often be modeled by such a scalar
function. Clearly, f is then periodic with respect to the underlying Bravais lattice
Θ (or Θ-periodic), i.e.,

f (x) = f (x + a) for all x ∈Rd and all a ∈ Θ, (3.3)

and is fully determined by its values on a primitive cell ΩΘ of the lattice.
Being a periodic function we can (formally) expand f in a Fourier series as

f (x) = ∑
k

ckeik·x for all x ∈Rd,

where ck denotes the Fourier coefficient corresponding to the plane wave with
wave vector k. The periodicity requirement (3.3) now yields a constraint on the
set of wave vectors that the last sum is taken over: Since

f (x) = ∑
k

ckeik·x = f (x + a) = ∑
k

ckeik·(x+a) for all x ∈Rd and all a ∈ Θ,

nonvanishing Fourier coefficients exist at most for those k that fulfill eik·a = 1 for
all a ∈ Θ. These wave vectors constitute what is called the reciprocal lattice (or
dual lattice) of Θ, which we denote by Θ∗. More precisely, and with the help of
Euler’s formula,

Θ∗ = {k ∈Rd | k · a ∈ 2πZ for all a ∈ Θ}. (3.4)

It can be shown that the reciprocal lattice is itself a Bravais lattice, i.e., there exist
linearly independent lattice vectors b1, . . . ,bd such that

Θ∗ = {z1b1 + . . . + zdbd | z1, . . . ,zd ∈Z},
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which readily implies that the relation between the lattice vectors of Θ and Θ∗ is
given by

ai · bj = 2πδij for i, j = 1,2,3.

Hence, the lattice vectors b1, . . . ,bd are the columns of the matrix 2π(AT)−1, where
A ∈Rd×d has the columns a1, . . . , ad. For instance, for the two-dimensional square
lattice with side length 1, with which we shall always work in what follows, these
relations imply that the corresponding reciprocal lattice is itself square but has
side length 2π.

Of course, the concepts introduced in the previous subsection, such as unit
and primitive cells, lattice parameters, and lattice systems, can again be used
to analyze and categorize reciprocal lattices. In contrast to the rather arbitrary
choice of a primitive cell of a photonic crystal’s geometric lattice, however, one
building block of the reciprocal lattice is of particular relevance. This so-called
(first) Brillouin zone BΘ∗ is defined as the closure of the set of all points in Rd that
are closer to the origin than to any other reciprocal lattice point. That is,

BΘ∗ := {x ∈Rd | |x| < |x− k| for all k ∈ Θ∗ \ {0}}. (3.5)

The importance of this set lies in its connection to the solutions of partial dif-
ferential equations with Θ-periodic coefficients as those we study ourselves in
Chapters 4 and 5 (see also Subsection 3.2.5 below).

3.2 MAXWELL’S EQUATIONS IN PERIODIC DIELECTRICS

As a problem of classical electromagnetism, the propagation of light in a photonic
crystal is governed by the well-known Maxwell equations. In the section at
hand, we shall recall this system of equations, whereby we start from a rather
general form. By gradually introducing reasonable simplifying assumptions,
we eventually arrive at two eigenvalue problems, one of which the reader will
recognize as equation (1.2) from the introduction. As a general rule, we neglect
questions concerning regularity and function spaces.

Our main references here are the classical treatises [Gri99, Chapts. 7 and 9]
and [Jac99, Chapts. 6 and 7]. Whereas the latter texts mainly examine physical
aspects, [Mon03] provides a more mathematical approach. With a focus on
photonic crystals, the material is given in [Joa08, Chapt. 2].

3.2.1 THE FUNDAMENTAL LAWS OF ELECTROMAGNETISM

Having the application to nanostructures in mind, we start from the macroscopic1

Maxwell’s equations in SI units2. Under the assumption that an electromagnetic
1The macroscopic system (3.6) can be seen as describing the average behavior of an electro-

magnetic field in a volume that is very large compared to the atomic scale. On the other hand,
the microscopic form of Maxwell’s equations rigorously takes phenomena on the atomic level into
account. The connection between both formulations is outlined in [Jac99, Sect. 6.6].

2See [Mon03, Table 1.1 on p.3].
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field occupies the whole three-dimensional space (possibly containing dielectric
matter somewhere), they read

∇× E +
∂B
∂t

= 0 in R3 ×R (Faraday’s law of induction),

∇ · B = 0 in R3 ×R (Gauss’s law for magnetism),

∇× H − ∂D
∂t

= J in R3 ×R (Ampère’s circuital law),

∇ · D = ρ in R3 ×R (Gauss’s law).

(3.6)

This system of equations relates the vector fields E, B, D, H : R3 × R→ R3,
referred to, in order, as the electric field, the magnetic induction, the electric displace-
ment field, and the magnetic field, to given free current density J : R3 ×R→R3 and
free charge density ρ : R3 ×R→ R. Here, all six quantities depend on position
x = (x1, x2, x3) ∈R3 and time t ∈R. For details on their physical interpretation
we refer to the above-mentioned references.

The fields E and B together describe the electromagnetic field and in that sense
are the fundamental fields.1 In contrast, the fields D and H are derived and
satisfy

D = ε0E + P and H =
1
µ0

B−M, (3.7)

where P, M : R3 ×R→ R3 are, in general, spatially- and time-dependent vec-
tor fields called the electric and the magnetic polarization density. The occurring
constants ε0 and µ0 are referred to as the vacuum permittivity and the vacuum
permeability, respectively.2 With c0 denoting the vacuum speed of light, there holds

√
ε0µ0 =

1
c0

. (3.8)

The just introduced polarization densities are material-dependent and de-
scribe how dielectric matter responds—through induced electric and magnetic
dipole moments—to an external electromagnetic field. In all generality P and M
depend on both external fields E and B. For many materials used in applications,
though, the dependencies reduce to a pair of so-called constitutive relations3. We
emphasize that specifying these relations is necessary in order to even have a
chance of solving the otherwise underdetermined system of Maxwell’s equations.

1For this reason B (instead of H) is sometimes called the magnetic field in the literature. Usually
H is then named the magnetizing field.

2In SI units, their values are given by ε0 ≈ 8.854× 10−12 Fm−1 and µ0 = 4π× 10−7 VsA−1m−1

(see [Jac99, Appx. 4]).
3There is a certain ambiguity surrounding this term in the literature. Some authors refer to

the equations (3.7) as the constitutive relations, although they are actually the definitions of the
auxiliary fields D and H. We shall use the expression for any material-specific pair of relations of
either the form D = D(E, B) and H = H(E, B) or of the form P = P(E, B) and M = M(E, B).
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It is beyond the scope of our work, however, to discuss the existence and unique-
ness of solutions of the full Maxwell system, so that we refer to [Mon03] in this
respect.

Before we come to material assumptions reasonable in the context of pho-
tonic crystals below, let us mention that it is convenient for us to transform the
equations (3.6) into a simpler form by assuming that the time-dependence of all
occurring quantities is of a harmonic (or sinusoidal) manner. That is, for a fixed
frequency ω ∈ [0,∞) there shall hold, e.g.,

E(x, t) = Re
[

Eω(x)e−iωt
]

for all x ∈R3 and all t ∈R (3.9)

with Eω : R3 → C3 being a complex-valued vector field. Analogously we in-
troduce the variables Bω, Dω, Hω, Pω, Mω : R3 → C3. For consistency this re-
quires that the data J and ρ be time-harmonic with amplitudes Jω : R3→ C3 and
ρω : R3→ C. This ansatz is justified in many applications, for instance, whenever
the considered field is generated by a sinusoidally varying source current, or as
an approximation when only a very narrow frequency region is of interest.

Substituting sinusoidal relations as in (3.9) for all unknowns and the two
density functions in (3.6) yields the time-harmonic Maxwell equations

∇× Eω − iωBω = 0 in R3,

∇ · Bω = 0 in R3,

∇× Hω + iωDω = Jω in R3,

∇ · Dω = ρω in R3.

(3.10)

Note that formally these equations can also be obtained by a Fourier transform
in time of all fields and densities occurring in the system (3.6).

The most important feature of Maxwell’s equations in their time-harmonic
formulation is the absence of any dependence on time. This has benefits for
numerical computations and also simplifies a rigorous analytical treatment. It
is, however, important to remark that the physically meaningful components
of the electromagnetic field need to be recovered by multiplying a solution
(Eω, Bω, Dω, Hω) of the system (3.10) by e−iωt and taking the real part thereafter
(compare to (3.9)).

3.2.2 MATERIAL ASSUMPTIONS AND CONSTITUTIVE RELATIONS

Recall from the initial section of this chapter that the nanostructures we are
interested in are comprised of finitely many different dielectric materials. The
current subsection discusses assumptions on the properties of these constituents
and the respective consequences for Maxwell’s equations. The periodic nature of
a photonic crystal, however, is not yet incorporated here (see Subsection 3.2.5 in
that respect), so that the equations we derive are likewise valid for appropriate
media with less spatial structure. Besides the main references for this section we
rely on [Joa08, Chapt. 2] and [ST07, Chapt. 5] in our presentation.
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Any medium that we study in this thesis shall always be infinite in extent,
whereby we neglect boundary effects1 and can work with Maxwell’s equations
in all of R3 as in (3.6) and (3.10) above. This idealization is justified, since the
structures that are fabricated are very large compared to the volume of material
that constitutes their boundaries. Further, we suppose that there are no free
currents or charges present, giving J = 0 and ρ = 0, and that the structure of the
considered medium does not vary with time.

With respect to the magnetic and electric properties of the treated materials
we always suppose that there hold constitutive relations of the form

D(x, t) = ε0E(x, t) (3.11)

+ ε0

∫ ∞

−∞
G(x,τ)E(x, t− τ) dτ for all x ∈R3 and all t ∈R,

H(x, t) =
1
µ0

B(x, t) for all x ∈R3 and all t ∈R, (3.12)

where G : R3 ×R→ R is the so-called susceptibility kernel (or dielectric response
function) satisfying the physically motivated conditions

G(x, s) = 0 for all x ∈R3 and all s ∈ (−∞,0), (3.13)

lim
s→∞

G(x, s) = 0 for all x ∈R3. (3.14)

Note here that the existence of the last-mentioned integral is an additional as-
sumption on the function G.

Dependencies as in (3.11) and (3.12) are generally used to model an in-
finitely extended, linear, isotropic, inhomogeneous, dispersive, and non-magnetic
medium.2 Clearly, the last-mentioned property implies a vanishing magnetic po-
larization, resulting, by the second equality in (3.7), in the simple proportionality
(3.12) between H and B. The remaining material characteristics mentioned refer
to the structure of the relation between the electric polarization and the applied
electric field. First, for a linear material, the dependence of P on E is linear in the
mathematical sense. Next, a medium is inhomogeneous if the P-E relation varies
spatially and isotropic if this relation is independent of the direction of the E-field.3

Finally, a medium is said to be dispersive if it does not respond instantaneously to
the applied electric field.4 Its electric polarization is then given by a convolution
as on the right-hand side of equation (3.11) and as such depends on the past

1Note that there are still interior boundary effects, such as continuity and jump conditions on
the propagating fields, at interfaces between the different materials which constitute the infinite
medium. These relationships can be deduced from integral equivalents of Maxwell’s equations as
it is done in [Jac99, Sect. 1.5].

2What sounds like a multitude of material restrictions are actually common properties of
photonic crystals that are built and experimented upon in practice (see [Joa08, Chapt. 2]).

3The latter implies that P and E are parallel at all times and all positions.
4Since some delay is always present in physical systems, an instantaneous reaction can only be

an idealization. Nevertheless, it can still be modeled with a constitutive relation of the form (3.11)
with a susceptibility kernel G(x,τ) = g(x)δ(τ) where δ denotes the Dirac delta.
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time behavior of E. At this, the requirements (3.13) and (3.14) guarantee causality,
i.e., the polarization at some fixed time can neither be determined by the electric
field at future time points nor—at least not considerably—by those that are long
bygone.

Having all of the above material assumptions in mind, we turn to the con-
sideration of time-harmonic fields again. With the complex-valued amplitudes
introduced in the first part of this section (carrying the fixed non-negative fre-
quency ω as a subscript) the constitutive relations (3.11) and (3.12) become

Dω(x) = ε0

(
1 +

∫ ∞

−∞
G(x, t)eiωt dt

)
Eω(x) for all x ∈R3, (3.15)

Hω(x) =
1
µ0

Bω(x) for all x ∈R3, (3.16)

which can also be obtained formally by a Fourier transform in time and the con-
volution theorem.1 The first of these two relations is usually written differently,
namely as

Dω(x) = ε0 (1 + χω(x))Eω(x) for all x ∈R3, (3.17)

where we introduced the electric susceptibility χ : R3 × [0,∞)→ C and defined
χω := χ(·,ω) for ω ∈ [0,∞). This notation shall highlight once more that we
consider a fixed frequency of the time-harmonic field.

Note from the relation (3.17) that χ is the inverse Fourier transform in time
of the susceptibility kernel G, which also explains the name of the latter func-
tion.2 The assumed dispersiveness of the modeled medium is responsible for
the frequency-dependence of χ and thus also for that of the so-called permittivity
ε : R3 × [0,∞)→ C given by

ε := ε0εr := ε0(1 + χ), (3.18)

which is the proportionality function between the fields D and E.3 We remark
that the dimensionless relative permittivity (or dielectric function) εr = ε/ε0 = 1 + χ

appearing in (3.18) is sometimes also denoted by ε in the literature. To avoid
confusion, we keep the subscript “r” for the relative quantity in this work. Besides,
we put εr,ω := 1+ χ(·,ω) for ω ∈ [0,∞) with the same motivation as for χω above.

We shall not go into details on the mathematical properties of permittivity
functions here, but refer to Section 3.3 for their discussion. Instead, to close this

1For equation (3.15) to be correct we obviously have to require G(x, ·) ∈ L1(R) for all x ∈R3.
2At least qualitatively. Of course, whether the occurring integral is regarded as a Fourier

transform, its inverse, or a quantity proportional to either of them is just a matter of convention.
3For some authors the frequency-dependence of ε is the very definition of the notion “dis-

persiveness”, e.g., for J. D. Jackson in [Jac99]. This author deduces, in a procedure inverse to
ours, that dispersive media (in his sense) respond non-instantaneously to applied electric fields
(see [ibid., Sect. 7.10]). Thus, our above definition of a dispersive medium and that through a
frequency-dependent permittivity are equivalent.
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paragraph on consequences of certain material properties, let us exploit the con-
stitutive relations (3.16) and (3.17), the equality (3.8) for the occurring constants,
and the definition of the permittivity (3.18) so as to rewrite Maxwell’s equations
(3.10) once again. In their time-harmonic formulation for an infinitely extended,
linear, isotropic, inhomogeneous, dispersive, and non-magnetic medium they
read 

∇× Eω − iωBω = 0 in R3,

∇ · Bω = 0 in R3,

∇× Bω +
iω
c2

0
εr,ωEω = 0 in R3,

∇ · (εr,ωEω) = 0 in R3,

(3.19)

where we stress again that the frequency ω is fixed and the complex-valued
amplitudes Eω and Bω have real parts corresponding to the physical fields.

From now on, whenever we refer to Maxwell’s equations in this thesis, we
mean the last-mentioned system. It constitutes the appropriate model for wave
propagation in dielectric media having the features assumed above and can
thus be applied when we specialize our considerations to photonic crystals in
what follows. To do so, we will only have to impose further restrictions on the
permittivity, which will, in particular, reflect the periodic structure of the studied
materials.

3.2.3 TIME-HARMONIC MAXWELL EIGENVALUE PROBLEMS

The attentive reader has surely noticed that Maxwell’s equations in the form
(3.19) only relate two, instead of formerly four, vector fields. This allows us to
decouple them as follows: Assuming that the dielectric function εr,ω is nonzero
everywhere (see our discussion in Section 3.3), we deduce, by applying the curl
operator to the first equation of (3.19) and dividing it by εr,ω,

1
εr,ω
∇× (∇× Eω) =

iω
εr,ω
∇× Bω =

ω2

c2
0

Eω in R3,

where the last equality follows from the third equation of the system. Comple-
mented with the corresponding divergence constraint in Maxwell’s equations we
arrive at the spectral problem

1
εr,ω
∇× (∇× Eω) =

ω2

c2
0

Eω in R3,

∇ · (εr,ωEω) = 0 in R3,
(3.20)

which we call the (constrained) Maxwell eigenvalue problem for the electric field.
To obtain similar equations for the magnetic induction, we exchange the roles

of the two Maxwell equations used in our derivation. That is, we divide the third
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equation of (3.19) by εr,ω, apply the curl operator, and finally employ the first
equation of the system to obtain

∇×
(

1
εr,ω
∇× Bω

)
= − iω

c2
0
∇× Eω =

ω2

c2
0

Bω in R3.

Together with the restriction on the divergence of Bω this equation constitutes
the (constrained) Maxwell eigenvalue problem for the magnetic induction1∇×

(
1

εr,ω
∇× Bω

)
=

ω2

c2
0

Bω in R3,

∇ · Bω = 0 in R3.
(3.21)

For the physically interesting positive frequencies both spectral problems we
derived share the characteristic that the occurring divergence constraint is, at
least formally, automatically fulfilled for any eigensolution.2 This is due to the
respective first equations in (3.20) and (3.21), giving that Bω and εr,ωEω are curl
fields. Furthermore, likewise only for positive frequencies, we remark that the
first and third Maxwell equation in (3.19) can be solved for the amplitudes Eω

and Bω as

Eω =
ic2

0
ωεr,ω

∇× Bω in R3 and Bω =
1

iω
∇× Eω in R3, (3.22)

so that an eigensolution of either spectral problem determines the respective other
one. In particular, if one of the eigenvalue problems has only the trivial solution,
then so does the other, which gives information about the (non-)propagation
of electromagnetic waves inside the considered material. The latter is further
explained in Subsection 3.2.5 as well as in Chapters 4 and 5.

3.2.4 TWO-DIMENSIONAL MEDIA AND POLARIZED FIELDS

To further simplify the Maxwell eigenvalue problems, let us assume that the
properties of the medium we study wave propagation in are independent of
one spatial coordinate. As the material data in the setting of the preceding
paragraph are given by the relative permittivity, this means εr(x,ω) = εr(x1, x2,ω)

for all (x,ω) ∈ R3 × [0,∞). In what follows we refer to such dielectrics as two-
dimensional.3

Due to the homogeneity of the medium in the x3-direction, it is reasonable
to assume that the electromagnetic field is likewise only (x1, x2)-dependent. We

1Due to the simple relation Bω = µ0Hω (see (3.16)), this can also be seen as a constrained
eigenvalue problem for the magnetic field H (or, strictly speaking, for its amplitude).

2For ω = 0 in either problem the respective kernel is enlarged by neglecting the divergence con-
straint. It consists of longitudinal waves, i.e., gradients of scalar functions (see [Kuc01, Sect. 7.2.2]).

3If we are concerned with a photonic crystal, then this notion of “two-dimensionality” and
that introduced in the first section of this chapter (see p. 26) agree.
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model it with time-harmonic fields having amplitudes Eω, Bω : R2 → C3 and
fixed frequency ω ∈ [0,∞).

The reduction of dimensionality greatly simplifies the Maxwell eigenvalue
problems (3.20) and (3.21). To realize this, we first split Eω and Bω as

Eω =

Eω,1

Eω,2

Eω,3

 =

Eω,1

Eω,2

0

+

 0
0

Eω,3

 =: ETE
ω + ETM

ω , (3.23)

and

Bω =

Bω,1

Bω,2

Bω,3

 =

Bω,1

Bω,2

0

+

 0
0

Bω,3

 =: BTM
ω + BTE

ω , (3.24)

where Eω,j, Bω,j : R2→ C for j = 1,2,3 denote the scalar components of the fields.
Here, the superscripts “TE” and “TM” abbreviate transverse electric and transverse
magnetic, respectively. These terms refer to the orientation of the oscillations of
the electromagnetic field, which is also known as its polarization.1 In case of wave
propagation in two-dimensional media, we speak of a TE-field if it is of the form
above, i.e., its magnetic induction is parallel and its electric field is normal to
the axis that the medium is homogeneous in. Similarly, we are concerned with a
TM-field if its electric field is parallel and its magnetic induction is normal to the
direction of homogeneity.2

By calculating the action of the curl-curl operator on the fields ETE
ω and ETM

ω ,
we see that the Maxwell eigenvalue problem (3.20) for an amplitude Eω of the
form (3.23) turns into the pair of spectral problems

1
εr,ω
∇×

(
∇× ETE

ω

)
=

1
εr,ω


∂2Eω,2
∂x2∂x1

− ∂2Eω,1
∂x2

2
∂2Eω,1
∂x1∂x2

− ∂2Eω,2
∂x2

1

0

 =
ω2

c2
0

ETE
ω in R2,

∇ · (εr,ωETE
ω ) = 0 in R2

(3.25)

and
1

εr,ω
∇×

(
∇× ETM

ω

)
=

1
εr,ω

 0
0

−∆Eω,3

 =
ω2

c2
0

ETM
ω in R2,

∇ · (εr,ωETM
ω ) = 0 in R2.

(3.26)

Regarding this, the linearity of the curl operator and the x3-independence of
all occurring quantities are important. A solution of the original problem (3.20)

1This shall not be confused with the polarizations P and M introduced before. We carefully
make sure that the context always clarifies what type of polarization is meant in this work.

2Note that this is the standard definition found in literature on wave propagation in photonic
crystals (see [Kuc01, Sect. 7.2.5]). However, in the context of wave guide problems “transverse
electric” and “tranverse magnetic” are sometimes used conversely.
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exists, and then has the form (3.23), whenever the reduced problems (3.25) and
(3.26) both have a solution corresponding to the same eigenvalue ω2/c2

0. Two
similar spectral problems—one governing the TM-polarized part and the other
the TE-polarized part of the amplitude Bω—can be obtained from the Maxwell
eigenvalue problem (3.21), but we omit their explicit statement for brevity and
since the magnetic induction will not be of importance in this work.

What is relevant, though, is that for positive frequencies Eω and Bω are related
to each other by the equations (3.22), i.e.,

Eω =
ic2

0
ωεr,ω

∇× BTM
ω +

ic2
0

ωεr,ω
∇× BTE

ω in R2,

Bω =
1

iω
∇× ETE

ω +
1

iω
∇× ETM

ω in R2.

The definition of the curl operator and the uniqueness of the splittings (3.23) and
(3.24) yield that there necessarily holds

ETE
ω =

ic2
0

ωεr,ω
∇× BTE

ω in R2 and BTM
ω =

1
iω
∇× ETM

ω in R2. (3.27)

Hence, solving the eigenvalue problems for the polarized parts ETM
ω and BTE

ω is
sufficient to recover the “full” electromagnetic field amplitudes Eω and Bω as
long as the case ω = 0 is not of interest.

Thus far it is not obvious that the splitting of both fields into TM- and TE-
polarized part indeed reduced the complexity of our task, since after all we
still have two spectral problems to solve. However, the one for ETM

ω , i.e., (3.26),
which then determines BTM

ω by means of the second equation in (3.27), is not
vector-valued, but “just” a scalar problem of Helmholtz type reading

− 1
εr,ω

∆Eω,3 =
ω2

c2
0

Eω,3 in R2. (3.28)

Here it is important to note that

∇ ·
(
εr,ωETM

ω

)
=

∂(εr,ωEω,3)

∂x3
= 0 in R2,

i.e., the simple structure of the TM-polarized field and its independence of the
third coordinate permits the omission of the divergence constraint.1 Similarly,
the scalar problem of divergence type

−∇ ·
(

1
εr,ω
∇Bω,3

)
=

ω2

c2
0

Bω,3 in R2 (3.29)

can be deduced from the eigenvalue problem for BTE
ω , where the corresponding

divergence constraint is again automatically satisfied.2

1Due to the independence of ETM
0 on x3 this is even true in the case ω = 0.

2The first footnote on this page likewise applies here (with ETM
0 replaced by BTE

0 ).
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In what follows, we refer to the spectral problems (3.28) and (3.29) as the
Maxwell eigenvalue problem for TM-polarized waves and the Maxwell eigenvalue prob-
lem for TE-polarized waves, respectively. As we outlined in detail, together they gov-
ern the propagation of polarized electromagnetic waves in a two-dimensional, in-
finitely extended, linear, isotropic, inhomogeneous, dispersive, and non-magnetic
dielectric medium. It is crucial to observe here that the dispersiveness accounts
for a parameter-nonlinearity of the spectral problems. That is, the differential
operators on the left-hand sides of (3.28) and (3.29) depend, by means of their
coefficient function εr,ω = εr(·,ω), on the spectral parameter ω. We shall see
in Chapter 5 that it is this very frequency-dependence which complicates the
analysis of the problems.

To close, we remark that the rest of this dissertation is exclusively concerned
with the study of the Maxwell eigenvalue problem for TM-polarized waves,
which is, unsurprisingly, known from the introduction to our work. The TE-
polarized case shall not be covered here and remains, at least to date and for
dispersive materials, still largely untreated in the mathematical literature.

3.2.5 PERIODICITY AND BLOCH’S THEOREM

Recall that we did not require the considered material in our preceding derivation
of the Maxwell eigenvalue problems to have a periodic structure. On the one
hand our model is thus so far quite general and can, for instance, be of use to
study light propagation problems in wave guides or other media that exhibit
no or only partial periodicity.1 On the other hand, however, any effects that the
spatial structure of a photonic crystal might have on the eigenvalue problems are
not yet taken into account. Changing this is the aim of the present paragraph.

Suppose, as always from now on, that the structure of interest is a two-
dimensional photonic crystal with corresponding Bravais lattice Θ and primitive
cell ΩΘ. Clearly, any function modeling material properties of such a medium
must be Θ-periodic. That is, for ω ∈ [0,∞),

εr(x,ω) = εr(x + a,ω) for all x ∈R2 and all a ∈ Θ (3.30)

and similarly for the susceptibility kernel G and thus the susceptibility χ. More-
over, these functions are naturally discontinuous since the photonic crystal is
composed of different dielectric materials in a likewise non-smooth manner.

Due to the property (3.30) the Maxwell eigenvalue problem for TM polarized
waves (3.28) is, in the context of photonic crystals, a periodic eigenvalue problem.
Thus, one may well ask whether the spectrum of this problem is somehow related
to that of a similar eigenvalue equation posed on a primitive cell of the underlying
Bravais lattice. After all, the periodic coefficient function εr,ω of the problem is
fully specified once its values on, e.g., ΩΘ are known.

An indication as to why one can hope for a positive answer is found in
F. Bloch’s 1929 Article [Blo29]. He studied electron wave propagation in crystal

1As long as the assumptions on the involved materials and fields are still in place.
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lattices and showed that any solution of the respective equation of motion (the
Schrödinger equation with a periodic potential) is given by products of lattice
periodic functions and plane waves with wave vectors in the first Brillouin zone.
This result is nowadays known as Bloch’s theorem and of the form indicated above,
i.e., it provides a link between a spectral problem on the whole space and a
similar one on a primitive cell.

Assuming that we can proceed in a like fashion to Bloch—and leaving all
mathematical rigor aside for the rest of this paragraph—we make a product form
ansatz for an eigensolution of the Maxwell eigenvalue problem (3.28). More
precisely, we suppose that the TM-polarized wave has a time-harmonic electric
field amplitude with third component given by

Eω,3(x) = Eω,k(x)eik·x for all x ∈R2. (3.31)

Here, Eω,k is a complex-valued Θ-periodic function and k ∈ BΘ∗ is a vector in the
associated first Brillouin zone (see Subsection 3.1.3) called quasimomentum vector
(or crystal momentum vector). For this so-called Bloch wave the spectral problem
(3.28) takes the form

− 1
εr,ω

(∇+ ik) · (∇+ ik)Eω,k =
ω2

c2
0

Eω,k in R2

which is readily seen by a direct calculation. Since both the coefficient εr,ω and
the function Eω,k are periodic with respect to Θ, it suffices to solve the equation
(3.32) on any primitive cell of the lattice. Choosing ΩΘ for instance, this results
in the periodic eigenvalue problem

− 1
εr,ω

(∇+ ik) · (∇+ ik)Eω,k =
ω2

c2
0

Eω,k in ΩΘ, (3.32)

or rather in a family of such eigenproblems parametrized by k ∈ BΘ∗ .
Now suppose that an eigenpair (ω2/c2

0, Eω,k) of the equation (3.32) exists. Then,
by the ansatz (3.31) and Θ-periodic extension of Eω,k, we find the associated
TM-polarized electric field amplitude on the whole of R2. Together with the
corresponding TM-polarized magnetic field amplitude obtained by the second
equation in (3.27) this constitutes a time-harmonic TM-field which is able to
propagate inside the photonic crystal. On the other hand, a nontrivial TM-field
of the form (3.31) with prescribed frequency ω can only exist inside the material
if ω2/c2

0 is an eigenvalue of (3.32) for some k ∈ BΘ∗ . If this is not the case, ω lies, at
least for such TM-waves, in a band gap of the crystal.

Since the above probably raised several questions for the mathematically
acquainted reader, we remark that our treatment of an appropriate operator-
theoretical realization of the spectral problem (3.32) will surely answer them. We
refer to Chapters 4 and 5 in this respect.
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3.3 PERMITTIVITY FUNCTIONS

In the previous section we derived the Maxwell eigenvalue problems for the
electric field and the magnetic induction for a certain class of dielectric materials.
In both these spectral problems the only appearing coefficient function of the
respective operators is the relative permittivity and it is precisely this function by
which material properties enter the problems. In this sense the dielectric media
permissible under our model are fully described by εr and we therefore devote
the section at hand to examining its properties. Note that the treatise below
applies to any linear, isotropic, inhomogeneous, dispersive, and non-magnetic
medium modeled by the spectral problems (3.20) and (3.21). Specializing to
photonic crystals only results in additional periodicity of the relative permittivity.

The most important references for this section are [LLP84, Chapt. 9]1 and
[Jac99, Chapt. 7]. Besides, the second subsection incorporates material that is
discussed in [ST07, Chapt. 5].

3.3.1 GENERAL CHARACTERISTICS

Recall from Section 3.2 that under our assumptions for any two-dimensional2

dispersive medium having the above-mentioned material properties, the relation
between the physical fields D and E is given by

D(x, t) = ε0E(x, t) (3.33)

+ ε0

∫ ∞

−∞
G(x,τ)E(x, t− τ) dτ for all x ∈R2 and all t ∈R.

It shall be important to repeat that the second summand on the right-hand side of
this equation is the polarization density P (see (3.7)). It accounts for the induced
dipole moments within the considered dielectric due to the applied electric field E.
Besides, we remark that the susceptibility kernel G occurring under the integral
sign is subject to the causality requirements (3.13) and (3.14) and, after assuming
time-harmonic fields, related to the permittivity ε through

ε(x,ω) = ε0(1 + χ(x,ω)) (3.34)

= ε0

(
1 +

∫ ∞

0
G(x, t)eiωt dt

)
for all x ∈R2 and all ω ∈ [0,∞).

Note that the last equality is a consequence of the validity of the relations (3.15)
and (3.17) at any non-negative frequency. This integral representation is a direct
result of the causality relation (3.33) and reveals several important properties of
the permittivity.

1This book uses CGS units whereas we present all formulae in the SI system. Jackson’s work
[Jac99] provides an “Appendix on units and Dimensions”, which also contains helpful tables that
allow for an easy conversion between these different systems.

2Knowing what is needed later on, we deliberately fix the dimension to 2 here. With the
obvious notational differences, the contents of this section are likewise valid for one- and three-
dimensional materials.
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Before we elaborate on this connection, we comment on the high-frequency
behavior of ε. Since we impose certain mathematical restrictions in this respect
later on, knowing what is physically reasonable is of course important. To
begin with, a high frequency corresponds to a rapidly changing time-harmonic
electromagnetic field, which, in theory, results in a likewise rapid formation of
electric dipole moments within the material the field propagates in. The physical
processes that occur here, however, cannot go on infinitely fast, so the polarization
density P has to vanish in the limit ω→∞. With the frequency-dependent form
of the relation D = ε0E + P = εE (see (3.15), (3.17), and (3.18)) this implies

lim
ω→∞

ε(x,ω) = ε0 for all x ∈R2. (3.35)

Thus, by (3.34), the frequency components of the susceptibility kernel G also
have to vanish as ω tends to infinity. Moreover, from physically more profound
discussions of the permittivity at high frequencies (see [Jac99, Sect. 7.10.C] and
[LLP84, §78]) we can deduce that there hold asymptotics of the form

Re ε(x,ω) = ε0 +

[
O
(

1
ω2

)]
(x) as ω→∞ for all x ∈R2, (3.36)

Im ε(x,ω) =

[
O
(

1
ω3

)]
(x) as ω→∞ for all x ∈R2. (3.37)

Let us now revisit the equation (3.34). In order to see its implications for the
properties of the permittivity, we consider ω as a complex variable and extend
the function in the second argument to the closed upper complex half-plane
H0 := H∪R through

ε(x,ω) := ε0

(
1 +

∫ ∞

0
G(x, t)eiωt dt

)
for all x ∈R2 and all ω ∈H0. (3.38)

We remark that this extended function still has a physical interpretation but
refer the reader to [LLP84, §82] for details. In view of the discussion there, it is
appropriate that we keep using the symbol ε and the name “permittivity” for the
function defined in (3.38).

Readily seen consequences of this extension are the following symmetry
properties of the permittivity: Writing ε = Re ε + i Im ε, we obtain

Re ε(x,−ω) = Re ε(x,ω) for all x ∈R2 and all ω ∈R,

Im ε(x,−ω) = − Im ε(x,ω) for all x ∈R2 and all ω ∈R,

which show that ε has a real part even and an imaginary part odd in real frequen-
cies. Knowing this is helpful if Re ε(x, ·)|R and Im ε(x, ·)|R are approximated by
power series expansions in applications. The former function must necessarily
be modeled with only even powers and the latter with only odd ones.

More sophisticated results on the real and imaginary part of the permittivity
can be deduced from the fact that, for any fixed x ∈Rd, the relation (3.38) defines
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a holomorphic function of ω in H0. This is essentially a consequence of the
properties (3.13) and (3.14) of G and outlined in [Jac99, Sect. 7.10.D]. There, based
on Cauchy’s integral theorem, the so-called Kramers-Kronig relations1

Re ε(x,ω) = ε0 +
2
π
P
[∫ ∞

0

ω′ Im ε(x,ω′)
ω′2 −ω2 dω′

]
for all x ∈R2 and all ω ∈H0,

Im ε(x,ω) = −2ωε0

π
P
[∫ ∞

0

Re ε(x,ω′)− ε0

ω′2 −ω2 dω′
]

for all x ∈R2 and all ω ∈H0

are derived, where the symbol P stands for the Cauchy principal value (see
[Hac95, Chapt. 7]). Note that these formulae relate real and imaginary part
of the permittivity at a point ω ∈H0 to the values of these functions on the
physical frequencies in [0,∞). In particular, the knowledge of either Re ε or Im ε

is sufficient to calculate the respective other function. Most importantly, though,
the Kramers-Kronig relations show that a purely real permittivity can only be an
approximation, as they imply that such a function must be identically equal to
the vacuum permittivity ε0.

As a final remark, we note that physically the necessary existence of a non-
vanishing imaginary part of the permittivity accounts for the ever-present ab-
sorption effects (see [Jac99, Sect. 7.10.B] and, in particular, [LLP84, §80]). That is,
as we recall, while an electromagnetic wave propagates inside a medium, part of
its energy is taken up by the matter and the wave is eventually damped.

3.3.2 TRANSPARENT MEDIA

Real life experiences teach us that there exist so-called transparent (or lossless)
media, which allow certain electromagnetic waves to propagate through them
almost unimpeded. For frequencies in the visible spectrum, glass is an example of
such a material, but also most dielectrics used in the manufacturing of photonic
crystals are approximately only slightly absorbing (see [Joa08, Chapt. 2]).

When modeling a transparent medium, its permittivity is assumed to be real
for frequencies in a transparency range Itr ⊆ [0,∞), usually taken to be an interval,
within which absorption, and thus Im ε, can be neglected (see [LLP84, §84]). To
be precise, by the Kramers-Kronig relation for the real part of the permittivity,
we obtain

ε(x,ω) = Re ε(x,ω) (3.39)

= ε0 +
2
π

∫
[0,∞)\Itr

ω′ Im ε(x,ω′)
ω′2 −ω2 dω′ for all x ∈R2 and all ω ∈ Itr.

Note that the integrand has no singularity within the domain of integration so that
there is no need to take the Cauchy principal value. In the special case Itr = [0,ω0)

for some ω0 > 0, the integrand on the right-hand side of the last equality is even

1Named after the authors of the independent articles [Kra27] and [Kro26] in which these
integral representations were first mentioned.
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known to be a strictly positive function, since the law of increasing entropy
implies that Im ε is positive at all positive frequencies (and even for all substances;
see [LLP84, §80]). Therefore,

ε(x,ω) ≥ ε0 and εr(x,ω) ≥ 1 for all x ∈R2 and all ω ∈ Itr = [0,ω0), (3.40)

which particularly holds if, as an approximation, a medium is considered to be
transparent for all frequencies.1

Another (formal) consequence of this integral representation is of importance
to us and motivates our mathematical assumptions later on: Upon assuming that
the right-hand side of (3.39) can be differentiated with respect to ω under the
integral sign, we find

∂ε

∂ω
(x,ω) =

4ω

π

∫
[0,∞)\Itr

ω′ Im ε(x,ω′)
(ω′2 −ω2)2 dω′ for all x ∈R2 and all ω ∈ Itr,

where the transparency range Itr is an arbitrary interval again. Similar to above,
the positivity of Im ε implies that the occurring integrand is non-negative through-
out the domain of integration.2 From this it follows that for fixed x ∈R2, and if
no absorption is present, the permittivity is a monotonically increasing function
in the frequency as long as ε and Itr are such that our differentiation above is
justified.

Of course, as was the case in the previous subsection, the formulae we just
derived can only be seen as approximations. Nevertheless, they allow us to judge
the physical reasonability of our technical assumptions on the permittivity in
Chapter 5. We remark, however, that a medium having a permittivity with a
real part that is an increasing function of the frequency is said to be normally
dispersive with good reason: Physical experiments show that away from certain
isolated reasonance frequencies this behavior of ε is to be expected (see [Jac99,
Sect. 7.10.B] and, in particular, Figure 7.8 therein).

3.3.3 THE LORENTZ MODEL

In the mathematical chapters of our work we will nowhere make use of a specific
model for the frequency-dependence of the permittivity, but rather impose some
abstract assumptions on its properties. In particular, we will only study approxi-
mately everywhere transparent materials modeled by a real-valued function ε.
Nevertheless, for the sake of completeness, we briefly mention below the most
common model for a complex-valued and frequency-dependent permittivity of a
dielectric. At this, any spatial dependence of this function is left out for brevity.

Based on the equation of motion for an electron inside a dielectric material
acted on by an electric field, the Lorentz model (or classical electron oscillator model)

1See also the last page of [LLP84, §84] where the authors explain that “[. . .] a literally transparent
medium is one in which ε(ω) is not only real but also positive; if ε is negative, the wave is damped
inside the medium, even though no true dissipation of energy occurs.”

2In fact, even positive for positive frequencies.
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proposes a permittivity of the form

ε(ω) = ε0 +
Ne2

me

M

∑
n=1

fn

ω2
n −ω2 − iωγn

for ω ∈ [0,∞). (3.41)

Here, e denotes the elementary charge, me the electron mass, and N the number
of molecules per unit volume. Out of the Z electrons per molecule, fn underly a
harmonic force with reasonance frequency ωn ≥ 0 and damping constant γn ≥ 0.
In total, M different reasonance frequencies of the material are considered but
most related mathematical as well as physical publications limit M to be 1 or 2
for simplicity (see our literature review in Section 5.5).

The real and imaginary part of the permittivity in this model read

Re ε(ω) = ε0 +
Ne2

me

M

∑
n=1

fn(ω2
n −ω2)

(ω2
n −ω2)2 + ω2γ2

n
for ω ∈ [0,∞),

Im ε(ω) =
Ne2

me

M

∑
n=1

fnγnω

(ω2
n −ω2)2 + ω2γ2

n
for ω ∈ [0,∞)

and exhibit, when considered as being extended to frequencies in R, the sym-
metry properties we deduced in the previous subsection. Furthermore, since
the damping constants γn can often be assumed very small, ε is approximately
real away from the reasonance frequencies ωn. There, a medium described by
this model is seen to be normally dispersive. However, entirely neglecting ab-
sorption effects by setting γn = 0 for j = 1, . . . , M results in a permittivity that
has singularities at the reasonance frequencies and besides locally violates the
boundedness from below as in (3.40). For this reason this simplistic ansatz is
usually only applied in a narrow frequency region free of reasonance frequencies
(for instance, this is done and commented on in [ER09] and [Eng10]).

A more detailed discussion and further information on other permittivity
models appropriate for metals, liquids, and conducting media can be found
in the literature cited at the beginning of this section. Moreover, in the above-
mentioned section of Chapter 5 we comment in more detail on the sparse existing
mathematical literature, in which, as of this writing, dispersive photonic crystals
have been almost exclusively modeled using the Lorentz model.



CHAPTER 4

A SPECTRAL PROBLEM FOR

NONDISPERSIVE PHOTONIC

CRYSTALS

The chapter at hand marks the beginning of our mathematical analysis of the
Maxwell eigenvalue problem for TM-polarized waves. Since we only cover non-
dispersive photonic crystals here, we can make use of preexisting results from
the literature. Proofs are therefore generally omitted but can be found in the cited
references.

In selecting the covered material, we have had the preparatory character of
this chapter in mind. It includes, in Section 4.1.3, just the mathematical results we
need to later present our own research outcomes on dispersive photonic crystals
in a self-contained manner. However, in order to provide for a more complete
picture, Section 4.2, which finishes the chapter, consists of a brief review of further
mathematical work on light propagation in nondispersive photonic crystals and
other periodic spectral problems.

4.1 OPERATOR-THEORETIC TREATMENT

The aim of this section is the rigorous mathematical analysis of the eigenvalue
problem (3.28) for a TM-polarized and time-harmonic wave propagating in a
two-dimensional photonic crystal. Our presentation is based on [Dör11, Chapt. 3],
which provides an easy access to some of the material originally covered in the
more abstract, but also more in-depth, book [Kuc93]. Moreover, we incorporate
parts of the survey article [Kuc01] and mention [RS78, Sect. XIII.16] as another
valuable reference.

47
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4.1.1 PROBLEM STATEMENT

In order to precisely formulate our spectral problem, we first have to specify
the photonic crystal we shall study. Just as was the case in the last chapter, we
suppose that the considered medium is infinitely extended and comprised of
linear, isotropic, inhomogeneous, and non-magnetic components. Besides, we
assume that the absorption of electromagnetic energy by the photonic crystal can
be neglected for waves with arbitrary frequencies, i.e., it is made of fully transpar-
ent materials. Finally, and crucial to the whole chapter, the nanostructure shall be
nondispersive. We discussed earlier that these material properties constitute an
approximate, but often reasonable model.

The supposed properties of the considered medium are mathematically re-
flected in assumptions on its relative permittivity (see Subsections 3.2.5 and 3.3.2
and recall that ε = ε0εr). Most importantly, εr is taken to be independent of the
frequency of the applied electromagnetic field in view of the non-dispersiveness
of the photonic crystal (see Subsection 3.2.2 and particularly footnote 3 on p. 35).
For later reference, we group all necessary requirements right below.

Assumptions 4.1.1 (Basic assumptions on εr in the nondispersive case). We sup-
pose that εr ∈ L∞(R2;R) is such that

(a) the function is Z2-periodic, i.e.,

εr(x) = εr(x + a) for a. a. x ∈R2 and all a ∈Z2. (4.1)

(b) there exists a positive constant εr,min with

εr,min ≤ εr(x) ≤ ‖εr‖L∞(R2) =: εr,max for a. a. x ∈R2. (4.2)

Remarks.

(a) Note that it is implicit in equation (4.1) that the photonic crystal’s underlying
Bravais lattice is chosen to be Θ = Z2. Non-square two-dimensional geome-
tries are likewise covered by the theory that follows, as long as the respective
primitive cells are bounded.

(b) Of course, if Ω denotes a primitive cell of the Bravais lattice Z2, then suppos-
ing εr ∈ L∞(Ω;R) together with the above requirements (4.1) and (4.2) results
in exactly the same class of functions. In particular, there holds the equal-
ity ‖εr‖L∞(R2) = ‖εr‖L∞(Ω), which we will use frequently for the Z2-periodic
functions occurring in the remainder of this work.

With the assumed properties of its coefficient function in mind, we state the
spectral problem (3.28) in its nondispersive form. Adjusted to a notation common
in mathematics texts it reads

− 1
εr

∆u = λu in R2. (4.3)
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Here, u stands for the component Eω,3 of the electric field amplitude Eω with
time-frequency ω ∈ [0,∞) and λ := ω2/c2

0 denotes the eigenvalue parameter. It is
of crucial importance to note that the non-dispersiveness of the modeled medium
eliminates the parameter-nonlinearity of the spectral problem. That is, λ or,
strictly speaking, ω does not appear on the left-hand side of the eigenvalue
equation.

We study the Helmholtz type spectral problem (4.3) in the complex Hilbert
space L2

εr
(R2) which, as we recall from the preliminaries, denotes L2(R2) when

endowed with the weighted inner product given by

〈u,v〉εr := 〈u,v〉L2
εr (R

2) :=
∫

R2
εr(x)u(x)v(x) dx for all u,v ∈ L2(R2). (4.4)

Note that it is due to part (b) of Assumptions 4.1.1 that εr can be chosen as
an integration weight function here, giving that 〈·, ·〉εr and the canonical inner
product on L2(R2) are equivalent. Besides, it is readily seen that the mapping
u 7→ ε−1/2

r u is a Hilbert space isometry between L2(R2) and L2
εr
(R2).

Now, the operator whose eigenvalue problem corresponds to (4.3) is given by
A : D(A)→ L2

εr
(R2) in L2

εr
(R2), where

D(A) := H2(R2), Au := − 1
εr

∆u. (4.5)

Clearly, A is densely-defined and, due to the boundedness assumption (4.2) on
εr, uniformly elliptic. Note moreover that this operator is associated with the
sesquilinear form a : D(a)× D(a)→ C in L2

εr
(R2) given by

D(a) := H1(R2), a[u,v] :=
∫

R2
∇u(x) · ∇v(x) dx, (4.6)

which is likewise densely-defined and furthermore positive and symmetric. From
these properties and the maximality of the domain D(a) it follows, by [Kat95,
Thms. VI.2.6 and VI.2.7] (two results on the Friedrichs extension), that A is a
positive and self-adjoint operator. Finally, as a consequence of its self-adjointness
we obtain that A is closed.1

In summary, the eigenvalue problem (4.3) which we intend to study is realized
as that of the elliptic, self-adjoint, and periodic operator A. Our subsequent
account of the so-called Floquet-Bloch theory provides the results we need to
analyze the spectrum of operators having these properties.

4.1.2 FLOQUET-BLOCH THEORY

In Subsection 3.2.5 we argued—far from being mathematically precise—that the
spectrum of the Maxwell eigenvalue problem (3.28) is determined by a family of

1In fact, the closedness of A also follows directly as the operator is the product of the bounded
and invertible multiplication operator εr I : L2

εr
(R2)→ L2

εr
(R2) and the closed negative Laplacian

−∆ : H2(R2)→ L2
εr
(R2) in L2

εr
(R2). Also, Green’s second identity applied to functions in a suitable

dense subset of H2(R2), such as C∞
0 (R2), implies that A is symmetric and positive.
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spectra of related problems posed on a primitive cell. This relation is the most
important outcome of the Floquet-Bloch theory, which is, roughly speaking, the
spectral theory of periodic differential operators.1

An important tool towards our goal of determining the spectrum of the
periodic operator A is given by the Floquet transform. This analog of the Fourier
transform on the lattice of periodicity, here Z2, is given by

(Uu)(x,k) := ∑
n∈Z2

u(x− n)eik·n for all u ∈ C∞
0 (R2) and all x,k ∈R2 (4.7)

and can also be defined for functions in L2(R2) by a standard density argument.
Note that Uu depends on the dual variable k but also—in contrast to a Fourier
transformed function—on x. Moreover, the Floquet transform has the properties

(Uu)(x + a,k) = eik·a(Uu)(x,k) for all x,k ∈R2 and all a ∈Z2, (4.8)

(Uu)(x,k + b) = (Uu)(x,k) for all x,k ∈R2 and all b ∈ 2πZ2. (4.9)

Hence, a Floquet transformed function is what is called k-quasi-periodic in the
variable x with respect to Z2 and periodic in the variable k with respect to 2πZ2.
We remark that it is no coincidence that the two involved lattices are reciprocal to
each other. If the sum in (4.7) extends over an arbitrary Bravais lattice Θ, then
the resulting transform will have the properties (4.8) and (4.9) for all a ∈ Θ and
all b ∈ Θ∗, respectively.

The just derived periodicity relations show that all information about the
function Uu is contained in its values on the Cartesian product of two primitive
cells—one each of the crystal’s geometric lattice and the corresponding reciprocal
one. We make the standard choices2

Ω := ΩΘ := (0,1)2 for Θ = Z2,

B := BΘ∗ := [−π,π]2 for Θ∗ = 2πZ2,
(4.10)

where we recall that B is the (first) Brillouin zone determined at the end of
Subsection 3.1.3. With this, we can consider Uu as being defined on Ω × B,
keeping in mind that (4.8) and (4.9) determine the function elsewhere.

As was already said, the domain of the Floquet transform can be extended
to all of L2(R2) or, more suitable for our purposes, its weighted variant L2

εr
(R2).

In order to state the mapping properties of U on this space, we first have to
introduce the space L2

εr
(Ω). Similar to the whole-space case discussed above, it

1G. Floquet worked on ordinary differential equations with periodic coefficients. His 1883
work [Flo83], together with the already cited article [Blo29] by F. Bloch, are the foundations of
what is nowadays named Floquet-Bloch theory.

2Note that the primitive cell of the crystal lattice is here taken to be an open set. This is slightly
less in line with the definition as closed sets used in solid state physics (see (3.2)), but reasonable
since Sobolev spaces of functions defined on Ω play a role in our analysis. Of course, both choices
only differ by a set of zero two-dimensional Lebesgue measure.
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is defined to be the complex Hilbert space L2(Ω) endowed with the weighted
inner product given by

〈u,v〉εr := 〈u,v〉L2
εr (Ω) :=

∫
Ω

εr(x)u(x)v(x) dx for all u,v ∈ L2(Ω).

Clearly, the existence of an isometry between the weighted and the unweighted
space and the equivalence of the associated inner products can be deduced just
as before. Note, however, that our notation 〈·, ·〉εr is ambiguous, as we also use
it to denote the inner product of L2

εr
(R2). In what follows it will always be clear

from the context what mapping is meant.
Having defined the necessary spaces, we can now recall an important Plancherel

theorem for the Floquet transform.

Theorem 4.1.2 (A Plancherel theorem – [Dör11, Lem. 3.4.1]). The Floquet transform
U : L2

εr
(R2)→ L2(B; L2

εr
(Ω)) defined by

(Uu)(x,k) :=
1√

vol(B)
∑

n∈Z2

u(x− n)eik·n for all x ∈Ω and all k ∈ B (4.11)

is an isometric isomorphism. Its inverse is given by

U−1v =
1√

vol(B)

∫
B

v(·,k) dk,

where v(·,k) is extended k-quasi-periodically to the whole of R2. That is, for k ∈ B,

v(x + a,k) := eik·av(x,k) for all x ∈Ω and all a ∈Z2.

Remark. Note that in the statement of the theorem we slightly changed the
definition of U. The multiplicative factor vol(B)−

1/2 = (2π)−1 is needed to obtain
the isometry property and will from now on always be taken into account.

As yet, the importance of the Floquet transform for periodic partial differential
equations has not been revealed. A first observation in this respect is that U
commutes with the corresponding periodic differential operators. Although this
and its consequences can be shown for a large class of operators (see, in particular,
[Kuc93, Chapt.2] and [Kuc01, Sect. 3.5]), we restrict our considerations to the
operator A as in (4.5) from now on. There holds, for all k ∈ B,

[U(Au)](·,k) = 1√
vol(B)

∑
n∈Z2

(Au)(· − n)eik·n

= − 1
εr

∆

[
1√

vol(B)
∑

n∈Z2

u(· − n)eik·n
]

= − 1
εr

∆[(Uu)(·,k)] for all u ∈ H2(R2),

(4.12)



52 A SPECTRAL PROBLEM FOR NONDISPERSIVE PHOTONIC CRYSTALS

where we used the Z2-periodicity of εr and the closedness of the operator A.
Observe that on the right-hand side of this equation the differential operator
acts on images under U, i.e., functions that satisfy k-quasi-periodic boundary
conditions on the primitive cell. Hence, the symbol of this operator is still given
by −ε−1

r ∆, but its domain changes with k ∈ B. This will be made precise in the
statement of the next theorem.

Applying the inverse Floquet transform on both sides of (4.12), we expect,
in a sense to be determined, a relation of the form Au = U−1[Ak(Uu)(·,k)] to
hold. Here, by writing Ak on the right-hand side, we emphasize the outlined
k-dependence of the operator. Indeed, this equality can be made precise and
constitutes the main abstract result of the Floquet-Bloch theory. In a form common
in the related literature, and again specifically for the operator A, the associated
theorem reads as follows:

Theorem 4.1.3 ([RS78, Thm. XIII.97 pt. (b)]1). Let k ∈ B and define the operator
Ak : D(Ak)→ L2

εr
(Ω) in L2

εr
(Ω) by

D(Ak) := H2
k-per(Ω) := {u|Ω | u ∈ H2

loc(R
2) and u(x + a) = eik·au(x)

for all a ∈Z2 and a. a. x ∈Ω},

Aku := − 1
εr

∆u.

(4.13)

Then the Floquet transform U expands the operator A in L2
εr
(R2) into the direct integral

of the operators {Ak}k∈B in L2
εr
(Ω), i.e.,

UAU−1 =
1

vol(B)

∫ ⊕
B

Ak dk. (4.14)

Remarks.

(a) The space H2
k-per(Ω) introduced in the statement of the theorem is an example

of a Sobolev space of k-quasi-periodic functions. It is a closed subspace of H2(Ω)

and thus a Hilbert space in its own right when equipped with the (restriction
of the) inner product 〈·, ·〉H2(Ω).

(b) It is important to note that a function u ∈ H2
k-per(Ω) also satisfies the k-quasi-

periodic boundary conditions

∇u(x + a) · n(x) = eik·a∇u(x) · n(x) for all a ∈Z2 and a. a. x ∈ ∂Ω,

where n(x) denotes the outward unit normal at x∈ ∂Ω. In particular, recalling
that Ω is the unit cell in R2, we have

∂u
∂x1

(1, x2) = eik1
∂u
∂x1

(0, x2) for a. a. x2 ∈ [0,1] and all u ∈ H2
k-per(Ω) (4.15)

1The cited theorem is formulated for Schrödinger operators of the form −∆ + V where V is
a periodic potential. Nevertheless, the there given proof can be transferred to our situation with
little effort (see also the more general discussions in [Kuc93, Chapt.2] and [Kuc01, Sect. 3.5]).
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and

∂u
∂x2

(x1,1) = eik2
∂u
∂x2

(x1,0) for a. a. x1 ∈ [0,1] and all u ∈ H2
k-per(Ω) (4.16)

where k = (k1,k2).

An important consequence of these boundary conditions is the symmetry of
each operator Ak with respect to the weighted inner product 〈·, ·〉εr . This can
be seen as follows: By Green’s second identity we find, for all k ∈ B,

〈Aku,v〉εr = −
∫

Ω
∆u(x)v(x) dx

= −
∫

Ω
u(x)∆v(x) dx +

∫
∂Ω

[
u(x)∇v(x)−∇u(x)v(x)

]
· n(x) dσ

= 〈u, Akv〉εr −
∫ 1

0
u(x1,0)

∂v
∂x2

(x1,0) +
∂u
∂x2

(x1,0)v(x1,0) dx1

+
∫ 1

0
u(x1,1)

∂v
∂x2

(x1,1)− ∂u
∂x2

(x1,1)v(x1,1) dx1

−
∫ 1

0
u(0, x2)

∂v
∂x1

(0, x2) +
∂u
∂x1

(0, x2)v(0, x2) dx2

+
∫ 1

0
u(1, x2)

∂v
∂x1

(1, x2)−
∂u
∂x1

(1, x2)v(1, x2) dx2

= 〈u, Akv〉εr for all u,v ∈ H2
k-per(Ω),

using the k-quasi-periodicity of u and v as well as (4.15) and (4.16). In short:
Boundary integrals over opposing parts of ∂Ω cancel.

(c) It is beyond the scope of our work to discuss the direct integral notation in
the expansion (4.14). As it will not reappear in this thesis, we refer the reader
to [RS78, Sect. XIII.16] for details.

A reasoning similar to that employed in Subsection 4.1.1 above shows that
the operators defined in (4.13) share the properties of the operator A. In partic-
ular, each Ak is self-adjoint in L2

εr
(Ω) as a consequence of the properties of the

associated sesquilinear form ak : D(ak)× D(ak)→ L2
εr
(Ω) given by1

D(ak) := H1
k-per(Ω), ak[u,v] :=

∫
Ω
∇u(x) · ∇v(x) dx, (4.17)

where the space H1
k-per(Ω) is defined in the obvious way analogous to H2

k-per(Ω)

and a Hilbert space with respect to the inner product 〈·, ·〉H1(Ω) (compare to part
(a) of the last remark). A crucial difference between A and Ak, however, lies in the
fact that the latter operators are defined on functions on the bounded primitive

1Note in this respect that the boundary integral in Green’s first identity vanishes by the very
same arguments we employed right above when we showed the symmetry of the operator Ak.
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cell Ω. This allows us to deduce that the resolvent of any operator Ak is compact
by using [RS78, Thm. XIII.98] (which gives the compactness of the resolvent
of −∆ : L2(Ω) ⊇ H2

k-per(Ω)→ L2(Ω)) and the characterization (iii) of a compact
resolvent in [RS78, Thm. XIII.64]. Here, again, the norm equivalence of L2(Ω)

and L2
εr
(Ω) is important.

In view of its just discussed properties self-adjointness, positivity, and com-
pactness of the resolvent, a standard argument shows that the spectrum of each
operator Ak is purely discrete. We elaborate on this in the next subsection, which
collects results on the spectral characteristics of A as well as Ak for later reference.
Before, let us mention that it is sometimes preferable to work with the variant
V : L2

εr
(R2)→ L2(B; L2

εr
(Ω)) of the Floquet transform given by

(Vu)(x,k) := e−ik·x(Uu)(x,k) for all x ∈Ω and all k ∈ B.

It is outlined in [Kuc01, Sect. 7.3] that a result similar to Theorem 4.1.3 can also
be established for V. Therein, for all k ∈ B the place of Ak is taken by the operator
Âk : D(Âk)→ L2

εr
(Ω) given in L2

εr
(Ω) by

D(Âk) := H2
per(Ω) := {u|Ω | u ∈ H2

loc(R
2) and u(x + a) = u(x)

for all a ∈Z2 and a. a. x ∈Ω},

Âku := − 1
εr
(∇+ ik) · (∇+ ik)u,

(4.18)

and corresponds to the sesquilinear form âk : D(âk)× D(âk)→ L2
εr
(Ω) defined

through

D(âk) := H1
per(Ω), âk[u,v] :=

∫
Ω
(∇+ ik)u(x) · (∇+ ik)v(x) dx, (4.19)

where the space H1
per(Ω) is defined in the evident manner analogous to H2

per(Ω).
Both these spaces are Hilbert spaces with respect to the inner products 〈·, ·〉H1(Ω)

and 〈·, ·〉H2(Ω), respectively (arguments similar to those stated in part (a) of the
last remark apply). Clearly, for all k ∈ B the operator Âk shares all the above-
mentioned properties of its counterpart Ak.

Remark. Studying the operator A by means of its expansion into the direct integral
of the operators Âk is particularly advantageous when one wants to apply results
from the theory of operator-valued functions to the mapping B 3 k 7→ Âk. The
fact that the operators Âk all have the same domain is of great help here (see, e.g.,
the concept of a “holomorphic family of type (A)” defined in [Kat95, Chapt. 7]
and [ibid., Thm. VII.3.9]).

4.1.3 SOME SPECTRAL-THEORETIC RESULTS

Below we summarize the most important results on the spectra of the operators
A, Ak, and Âk. First, as a direct consequence of Theorem 4.1.3 we have the
following spectral equality.
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Theorem 4.1.4 ([Dör11, Thms. 3.6.1 and 3.6.2]). For the spectrum of the operator A
there holds

σ(A) =
⋃
k∈B

σ(Ak).

The importance of the last theorem lies in its consequence for the analytical
and numerical considerations of the spectrum of A. Instead of solving an eigen-
value problem on the whole of R2, we may study a family of related problems
on the bounded primitive cell Ω parametrized by k ∈ B. As mentioned previ-
ously, the spectral structure of the latter problems is rather simple, namely purely
discrete. We retain this assertion as part of the next theorem.

Theorem 4.1.5 ([Dör11, Sect. 3.4] and [WS72, Thm. 2.2.1]). For all k ∈ B the opera-
tors Ak and Âk have the same purely discrete spectrum {λk,n}n∈N and corresponding
eigenfunctions {ψk,n}n∈N and {ψ̂k,n}n∈N, respectively, which each form an orthonormal
basis of L2

εr
(Ω). Further,

0≤ λk,1 ≤ λk,2 ≤ · · · ≤ λk,n→∞ as n→∞, (4.20)

where the min-max principle characterizes these eigenvalues. That is, for all k ∈ B there
holds

λk,n = min
UvH1

k-per(Ω)

dimU=n

max
u∈U\{0}

∫
Ω
|∇u(x)|2 dx∫

Ω
εr(x)|u(x)|2 dx

= min
UvH1

per(Ω)
dimU=n

max
u∈U\{0}

∫
Ω
|(∇+ ik)u(x)|2 dx∫
Ω

εr(x)|u(x)|2 dx
= λ̂k,n for all n ∈N,

(4.21)

with v denoting the subspace relation. Finally, for all k ∈ B the eigenfunctions of the
two operators are related via

ψk,n(x) = eik·xψ̂k,n(x) for a. a. x ∈Ω and all n ∈N. (4.22)

Remarks.

(a) In case we want to stress the dependence of an eigenvalue or -function of
Ak or Âk on the parameter k, we write it as an argument later on, i.e., λn(k),
ψn(·,k) and the like.

(b) Observe that the relation (4.22) is precisely of the form predicted by Bloch’s
theorem: The eigenfunction ψk,n of our periodic spectral problem—referred to
as a Bloch wave—is given by the product of a plane wave and the Z2-periodic
function ψ̂k,n (see also equation (3.31)). Most importantly, it is but now that we
made the contents of Subsection 3.2.5, at least for a nondispersive structure,
mathematically precise.
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The next lemma provides useful information about the dependence of the
eigenvalues and eigenfunctions of the operators Ak and Âk on k.

Lemma 4.1.6 ([Kuc93, Lem. 4.5.7] for (a), [Kat95, Sect. IV.3.5]1 for (b)). Let n ∈N.

(a) The eigenfunctions ψn(·,k) and ψ̂n(·,k) can be chosen measurably in k ∈ B.

(b) The mapping B 3 k 7→ λn(k) is continuous.

(c) The mapping B 3 k 7→ λn(k) is even, i.e., λn(k) = λn(−k).

Proof of assertion (c). Let k ∈ B and n ∈N be fixed. First, u ∈ H1
per(Ω) if and only

if u ∈ H1
per(Ω). Furthermore, for all x ∈Ω,

|(∇+ ik)u(x)|2 = (∇+ ik)u(x) · (∇+ ik)u(x)

= (∇− ik)u(x) · (∇+ ik)u(x)

= (∇− ik)u(x) · (∇− ik)u(x) = |(∇+ i(−k))u(x)|2,

since k is real. Moreover, trivially, |u(x)|2 = |u(x)|2 for all x ∈Ω and hence, by the
min-max principle (see the second line of (4.21)) it follows λn(k) = λn(−k).

Remark. The evenness of the eigenvalues in k is particularly useful for numerical
approximations since it halves the set of relevant values of k. In fact, if a modeled
medium has more than just translational symmetry, then the significant part of
its Brillouin zone can be reduced even further. For instance, for most structures
with a square lattice this so-called irreducible Billouin zone is a triangle of only an
eighth of the volume of B.

In view of part (b) of the last theorem, and since the Brillouin zone is compact
and connected, we can reformulate Theorem 4.1.4 as follows:

Theorem 4.1.7. For the spectrum of the operator A there holds

σ(A) =
⋃
k∈B

σ(Ak) =
⋃
k∈B

σ(Âk) =
⋃

n∈N

[
min
k∈B

λn(k),max
k∈B

λn(k)
]
. (4.23)

Remark. Since σ(A) is a closed set (see part (a) of Proposition 2.4.4), the equality
(4.23) can only hold if the union on its right-hand side likewise contains all its
limit points. This is indeed the case and a consequence of the compactness of the
intervals in this union and the fact that mink∈B λn(k)→∞ as n→∞. The latter
can be shown by means of the min-max principle and a comparison argument
with appropriate Neumann eigenvalues (see the techniques used in the proof of
Lemma 5.4.10).

1The cited perturbation result is applicable since Âk depends continuously on k.
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Theorem 4.1.7 constitutes the main spectral statement of the Floquet-Bloch
theory for the operator A and shows that σ(A) has a band-gap structure. That is to
say that there might be regions on the positive real axis not covered by the union
of the spectral bands

Sn :=
[

min
k∈B

λn(k),max
k∈B

λn(k)
]
,

which are the ranges of the band functions B 3 k 7→ λn(k) for n ∈N. The ordering
of the eigenvalues by magnitude implies that this can happen if and only if(

max
k∈B

λn(k),min
k∈B

λn+1(k)
)
6= ∅ for some n ∈N. (4.24)

An interval of this sort is called a spectral gap (or band gap) of the operator A. We
comment on the existence of such gaps and on how likely they are to appear in
Section 4.2. Moreover, we provide a fictitious band diagram, i.e., a plot of some
band functions and the corresponding spectral bands, in Figure 4.1 below.

0 k

λ

π

λ1(k)

λ2(k)

λ3(k)

λ4(k)

S1

S2

S3

S4

A spectral gap

FIGURE 4.1 — A fictitious band diagram of a one-dimensional (for simplicity)
photonic crystal having a spectral gap between the third and the fourth spectral
band. Note that part (c) of Lemma 4.1.6 allows us to ignore negative values of k
in our illustration.

The terms we just introduced are, incidentally, perfectly consistent with those
we used in Section 3.1 when discussing the physics of photonic crystals. There,
a frequency ω was said to be in a (photonic) band gap if the corresponding
electromagnetic wave cannot propagate inside the medium. On the other hand,
we found out in Section 3.2 that any "allowed" frequency corresponds via the
relation λ = ω2/c2

0 to a complex number in the spectrum of the operator A and
hence, as we now know, to λn(k) for some n ∈N and some k ∈ B. Therefore,
clearly, both definitions of a band gap coincide.
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Let us now briefly turn our attention to the spectral properties of the “whole-
space operator” A. As it is self-adjoint, it has no residual spectrum (see part (a)
of Theorem 2.4.6). Moreover, also the point spectrum of A is empty, which is the
assertion of the next result.

Theorem 4.1.8 ([Kuc01, Thm. 7.7]1). The operator A has no eigenvalues.

Remarks.

(a) Part of this theorem is easy to show, namely that A has no eigenvalues of
finite multiplicity. Thereto a simple proof of the same result for ordinary
periodic differential equations can be adapted (see [Dör11, Thm. 3.6.3] and
the original source [Eas73, Thm. 5.3.1]).

(b) To be exact, the spectrum of the operator A is purely absolutely continuous.
This is stronger than the absence of eigenvalues, but requires knowledge of
a decomposition of the spectrum that we do not intend to use in this thesis.
We refer to [Kat95, Chapt. 10] in this regard.

Since an isolated point in the spectrum of a self-adjoint operator on a Hilbert
space is necessarily an eigenvalue (see [HS96, Prop. 6.4]), we obtain, together
with the spectral equality (4.23), a corollary to Theorem 4.1.8.

Corollary. The spectrum of A contains no isolated points. In particular, there is no
n ∈N such that the band function B 3 k 7→ λn(k) is constant.

The final result we present in this section addresses the Bloch waves. It turns
out that the Floquet transform U can be used to prove that they are, in a certain
sense, complete in L2

εr
(R2) when k runs through the Brillouin zone B.

Theorem 4.1.9 (”Completeness” of the Bloch waves – [Dör11, Thm. 3.5.1]). Let
u ∈ L2

εr
(R2) and define, for N ∈N,

uN(x) :=
N

∑
n=1

∫
B
〈(Uu)(·,k),ψn(·,k)〉εr ψn(x,k) dk for all x ∈R2,

where the Bloch waves {ψn(·,k)}n∈N are k-quasi-periodically extended to the whole of
R2 as in (4.13). Then, uN → u in L2

εr
(R2) as N→∞.

To close, we remark that several of the results presented in this section also
hold in an appropriate sense for certain classes of dispersive photonic crystals
and their parameter-nonlinear eigenvalue problems. Of course, the specific
frequency-dependence of a given relative permittivity plays a crucial role as to
whether a proof is successful. The reader finds this discussed in Chapter 5.

1The cited result can be applied since εr|Ω ∈ L2(Ω) in view of the boundedness of Ω (see
footnote 4 in the cited source).
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4.2 RELATED WORK IN THE LITERATURE

In our above considerations of the Floquet-Bloch theory we quickly specialized to
the operator A that realizes our Maxwell eigenvalue problem for TM-polarized
waves. Moreover, we only covered some of the many questions arising naturally
when an operator is known to have a spectrum with a band-gap structure. Both
of these shortcomings shall be briefly addressed in the section at hand.

First, we mention that a spectral decomposition similar to that in Theo-
rem 4.1.4 can be established for any elliptic linear differential operator A that
realizes an mth-order differential expression of the form

L(x, D) = ∑
|α|≤m

cα(x)Dα

with smooth Zn-periodic1 and complex-valued coefficients in Rn (see [Kuc93,
Thm. 4.5.1]). If one further assumes that A is self-adjoint and even uniformly
strongly elliptic, then the band-gap structure of σ(A) in the form given in The-
orem 4.1.7 can be proven (see [Dör11, Thms. 3.6.1 and 3.6.2]). Here, in view of
the physically very important Schrödinger operators −∆ + V, it is important to
remark that the lowest order coefficient c(0,...,0), which then corresponds to the
periodic potential V, is allowed to be merely in L∞(Rn). However, even this
can be weakened so that Schrödinger operators with periodic potentials having
certain types of singularities still have a spectrum with a band-gap structure (see
[Kuc93, Sect. 4.5]).

Another important contribution to the Floquet-Bloch theory of periodic op-
erators with non-smooth coefficients is the article [Bro11]. The authors show
that a result similar to Theorem 4.1.4 holds for an elliptic differential operator in
divergence form with periodic coefficients (of all orders) in L∞(Rn). In contrast
to the above-mentioned results, the problem is not studied in L2(Rn) but in
H−m(Rn), which, as is also a result of the article, does not change the spectrum.
Besides coping easily with discontinuous coefficients, this approach also handles
unbounded primitive cells, i.e., periodicity is not required in all spatial directions.

In case it is already known that the spectrum of a considered periodic operator
has a band-gap structure, further, more in-depth issues can be raised. Among the
first questions that come to mind—and which thus stimulated a vast amount of
mathematical research—are the following:

Questions (concerning an operator that has a spectral band-gap structure).

(a) Do spectral gaps exist and, if so, are there finitely or infinitely many of them?

(b) Can certain assumptions on the coefficients of the operator guarantee the existence of
spectral gaps?

(c) Does the operator have eigenvalues?
1As before, one can easily allow for more general Bravais lattices.
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Let us address these questions one by one.

Ad (a): The existence and number of spectral gaps is clearly a central issue of
problems motivated by applications. That is because only sufficiently wide gaps
at suitable positions on the spectral axis allow for the desired effects. Mathe-
matically, though, it is a hard task to provide the related results—at least for the
more important two- and three-dimensional problems. In one space-dimension,
on the other hand, it is known that spectral bands can only touch, but do not
overlap1 and the existence of gaps is therefore to be expected. Moreover, for
one-dimensional Schrödinger operators, Borg’s theorem, established in 1946,
states that spectral gaps are absent if and only if the potential of the operator is
constant (see [Kuc93, Thm. 4.4.4] and the original source [Bor46]).

In dimensions greater than one the nowadays most important results were
conjectured by H. Bethe and A. Sommerfeld in 1933 (see [BS67]). They guessed
for certain Schrödinger operators the by now general belief that there can only
be a finite number of gaps in the spectrum of any self-adjoint periodic elliptic
operator if n, the space dimension, is at least 2. The most general result in this
direction known to date is a proof of the Bethe-Sommerfeld conjecture for the
Schrödinger operator with periodic magnetic potential in arbitrary dimensions
(see [PS10]). Of course, this article was preceded by several significant results
for what are now special cases. We shall not go into details on the relevant
publications, but rather refer to the survey article [Sob07] and its references.

For the operator −1/εr ∆ occurring in the analysis of two-dimensional pho-
tonic crystals, a result similar to the Bethe-Sommerfeld conjecture has, to the
best of our knowledge, not yet been proven. Based on physical reasoning
it “should” hold true (see [Kuc01, Sect. 7.4]), but so far a rigorous proof ex-
ists only in the case of a separable and frequency-independent coefficient, i.e.,
εr = εr,1(x1) + εr,2(x2), where both functions on the right-hand side are periodic,
bounded, and C2-smooth (see [Vor11]).

Ad (b): The question whether a relation between the coefficients of a differential
operator and the existence of its spectral gaps exists seems to be covered in the
literature only for cases relevant to applications. There, however, this is a key
issue because manufacturers are generally interested in knowing in advance, i.e.,
without actually producing a structure, what materials constituents will favor the
opening of spectral gaps. As regards photonic crystals, physical experiments sug-
gest that a high contrast in the relative permittivity of the dielectric components
is desirable (see [Joa08]). This has been verified mathematically by A. Figotin
and P. Kuchment for certain two-dimensional nondispersive media in their two
papers [FK96a] and [FK96b]. The nanostructures that the authors consider consist
of narrow strips of a dense dielectric with relative permittivity εr � 1 which

1Note that our illustration in Figure 4.1 is thus clearly inaccurate and should not be understood
as depicting the band structure of a realistic medium, but rather as a means to clarify the notions
surrounding photonic band structures.
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separate square “columns” of air as is depicted in Figure 4.2 right below.

FIGURE 4.2 — A schematic illustration of the two-dimensional photonic crystal
studied in the articles [FK96a] and [FK96b]. The white areas represent air, while
the colored strips indicate a dielectric with a high relative permittivity.

The essential result in the cited publications is that there exist combinations of
material parameters—being the width, the distance, and the relative permittivity
of the dielectrically dense strips—such that both the operator −1/εr ∆ and the
operator −∇ · (1/εr∇), which models TE-polarized waves (see 3.29), have a finite
number of spectral gaps. Building up on their results, Figotin and Kuchment also
published an asymptotic analysis (the contrast in the permittivity going to infin-
ity) of a wide range of two-dimensional non-square photonic crystals in [FK98]
(see also [Fig99]). Similar studies for three-dimensional periodic media still need
to be carried out, but seem very challenging. The only result in this direction
available as of this writing is [Fil03]. Therein, the existence of gaps is established
under the assumption that the contrast in both the relative permittivity and the
relative permeability of the material is suitably high. However, as we said before,
practically all photonic crystals manufactured in practice are non-magnetic, so
that the result is for now “only” of mathematical interest.

Ad (c): The third and last question we raised above, on the absence of eigenvalues,
is just as the Bethe-Sommerfeld conjecture a key problem in the spectral theory
of periodic operators.1 It is believed by physicists and mathematicians alike that
no periodic elliptic differential operator of second order has eigenvalues, but
a full proof of this statement is yet to be found (see the discussion in [KL02]).
Important contributions for certain special cases are L. E. Thomas’ well-known
paper [Tho73] and the article [Mor00] by A. Morame. In the first-mentioned
publication the absence of eigenvalues is proven for a class of Schrödinger opera-
tors in up to three dimensions, and the second paper establishes the result for
the three-dimensional Maxwell problem in case of a sufficiently smooth relative

1We remark that a periodic and self-adjoint elliptic differential operator of arbitrary order with
sufficiently regular coefficients has empty singular continuous spectrum (see the note on [KL02,
p. 538] regarding [Kuc93, Thm. 4.5.9] and [Kuc01, Sect. 7.4]). Thus, the absence of eigenvalues of
such an operator is equivalent to the absolute continuity of its spectrum.
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permittivity εr. Of course, the latter requirement is not fulfilled for a photonic
crystal since there εr is discontinuous by the nature of the structure. In the two-
dimensional TM-polarized case, however, the absence of eigenvalues is again
known to be true, which is the statement of Theorem 4.1.8 given in the last section.
This is due to the relation between the eigenvalue problem for the associated
operator −1/εr ∆ and the kernel of a suitable Schrödinger operator governed
by Thomas’ result. Finally, the two-dimensional TE-polarized case, realized by
the operator −∇ · (1/εr∇) with discontinuous εr, still needs to be examined for
the absence of eigenvalues. For further details on any of the addressed special
cases and a broader overview, we refer to the surveys [Sus00], [Kuc04], and their
references as well as to the papers [KL99] and [KL02].

By now, the reader has some intuition as to what is (not) known regarding
the questions we asked further up in this section. Clearly, though, many other in-
teresting aspects have not even been mentioned by us. For instance, this refers to
(locally) perturbed photonic crystals (see [Kuc01, Sect. 7.6]) as well as the thriving
field of photonic crystal waveguides (see the references in [Kuc04, Sect. 3], the
articles [SW02], [Fri03], [AS04], and the very recent publications [Bro09], [KO10],
[HR11], and [Bro12]). Moreover, we also refer to the literature for information on
any related numerical approaches. This concerns the approximation, verification,
and optimization of photonic band gaps, but also computer-assisted proofs of
their existence in certain special cases (see [Kuc01, Sect. 7.7], [HPW09], [Dör11,
Chapt. 2], and [Ric10]).

Summarizing, we hope to have made clear that the periodic operators govern-
ing light propagation in photonic crystals still deserve a large amount of attention
due to many open problems. In particular, dispersive photonic crystals are not
covered by any of the references mentioned in this section.



CHAPTER 5

A SPECTRAL PROBLEM FOR

DISPERSIVE PHOTONIC

CRYSTALS

Having discussed mathematical preliminaries, the physics of light propagation
in periodic dielectrics, and the Maxwell eigenvalue problem for a frequency-
independent relative permittivity, we are finally in a position to present our
research outcomes on a similar equation in the case of dispersive photonic crystals.
Because we are discussing new results, and naturally include all relevant proofs,
the present chapter is the mathematically most demanding, but also the most
elaborated in this dissertation.

Our findings are organized in five sections as follows: First of all, in Section 5.1,
we introduce the eigenvalue problem we are concerned with, discuss some of
its characteristics, and present first thoughts as to how it can be approached.
It is also here that we generalize the main result of the Floquet-Bloch theory
known from the previous chapter (see Theorem 4.1.4) and thereby relate our
spectral problem to similar equations posed on a primitive cell. Thereafter, we
present our results regarding the spectral structure of the problem in Section 5.2.
It follows Section 5.3, which reveals some spectral features that are unique to
the eigenproblem in the dispersive case and clearly absent in the nondispersive
setting of Chapter 4. Subsequently, in Section 5.4, we are concerned with the
eigenfunctions of the problems on a primitive cell and prove their basicity and
completeness, respectively, under certain assumptions on the underlying relative
permittivity. In one of these proofs we rely heavily on the properties of an
operator resembling the Riesz projection for our parameter-nonlinear eigenvalue
problem. Its construction is likewise provided herein. Finally, Section 5.5 briefly
covers the few related studies that exist in the mathematical literature to date.
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5.1 PROBLEM STATEMENT AND FIRST THOUGHTS

The properties of the photonic crystals we consider in this chapter differ from
those governed by the theory in Chapter 4 in one significant aspect: We now
allow for dispersive media and are thus, in case of time-harmonic problems,
concerned with a relative permittivity εr that depends on the frequency ω of a
propagating electromagnetic wave (see Section 3.2). In order to avoid ambiguities
with respect to the remaining permissible material characteristics, we repeat that
we study an infinitely extended two-dimensional nanostructure comprised of lin-
ear, isotropic, inhomogeneous, non-magnetic, and fully transparent components.
These properties lead—as with nondispersive photonic crystals—to certain basic
assumptions on the function εr summarized hereinafter. From now on, they shall
hold without further mentioning.

Assumptions 5.1.1 (Basic assumptions on εr in the dispersive case). We suppose
that εr is a function of (x,ω) ∈R2 × [0,∞) such that

(a) for all ω ∈ [0,∞) we have εr(·,ω) ∈ L∞(R2;R);

(b) for all ω ∈ [0,∞) the function εr(·,ω) is Z2-periodic, i.e.,

εr(x,ω) = εr(x + a,ω) for a. a. x ∈R2 and all a ∈Z2; (5.1)

(c) for all ω ∈ [0,∞) and some positive constant εr,min we have

εr,min ≤ εr(x,ω) ≤ ‖εr(·,ω)‖L∞(R2) =: εr,max(ω) for a. a. x ∈R2. (5.2)

Remarks.

(a) As in Chapter 4, the periodicity requirement on εr implies that we model a
photonic crystal with underlying Bravais lattice Θ = Z2. Again, other two-
dimensional geometries with bounded primitive cells are also covered by the
results that follow. Furthermore, just as before, if Ω denotes a corresponding
primitive cell, then ‖εr(·,ω)‖L∞(R2) = ‖εr(·,ω)‖L∞(Ω) for all ω ∈ [0,∞).

(b) Assuming the lower bound εr,min in (5.2) to be frequency-dependent does
not cause difficulties in most of what follows. However, doing so does not
enlarge the scope of our model under physical aspects, since we saw in
Subsection 3.3.2 that the relative permittivity of a transparent medium is
uniformly bounded below by 1 (see (3.40)).

With our basic assumptions on εr in mind, we turn again to the Maxwell eigen-
value problem for TM-polarized waves (3.28). In the dispersive case considered
here it reads

− 1
εr(·,ω)

∆u =
ω2

c2
0

u in R2.
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This equation can equivalently be formulated as

− 1
εr(·, c0

√
λ)

∆u = λu in R2,

where we introduce the spectral variable λ := ω2/c2
0 in the same way as in the

previous chapter, and thus with the same physical interpretation. Moreover,
also as before, u denotes the third component of an electric field amplitude with
time-frequency ω ∈ [0,∞). Upon defining the coefficient function ξ through

ξ(x,λ) := εr(x, c0
√

λ) for all x ∈R2 and all λ ∈ [0,∞), (5.3)

we rewrite our spectral problem once again, in its final form, as

− 1
ξ(·,λ)∆u = λu in R2. (5.4)

As was said before, the complicating feature of this equation is its nonlinearity
in the spectral parameter, which is commonly referred to as a λ-nonlinearity.
Owing to this naming convention, equation (5.4) constitutes the λ-nonlinear
Maxwell eigenvalue problem for TM-polarized waves, but we shall often use shorter
terms when addressing it. Note that this eigenvalue problem is not one for a
single operator—as it were in the case of a nondispersive medium—since the
coefficient ξ varies with λ. As a consequence, we have to carefully think about
suitable generalizations of the usual spectral notions in this context. The rest of
this section is devoted to outlining our thought process concerning this issue.

As a first observation, we note that for any fixed µ ∈ [0,∞) the function ξ(·,µ)
is an element of L∞(R2;R) and Z2-periodic by its definition (5.3) as well as
Assumptions 5.1.1. The latter also imply, still keeping µ fixed, that

0 < εr,min =: ξmin ≤ ξ(x,µ) ≤ ξmax(µ) := εr,max(c0
√

µ) for a.a. x ∈R2. (5.5)

Hence, ξ(·,µ) precisely fulfills Assumptions 4.1.1 so that the family of spectral
problems

− 1
ξ(·,µ)∆u = λu in R2, (5.6)

where µ ∈ [0,∞), is governed by the Floquet-Bloch theory that we presented in
the previous chapter. To make use of this connection, we introduce, for µ ∈ [0,∞),
the elliptic, self-adjoint, and periodic operator Aµ realizing the equation (5.6) in
L2

ξµ
(R2). That is, Aµ : D(Aµ)→ L2

ξµ
(R2) is given by

D(Aµ) := H2(R2), Aµu := − 1
ξ(·,µ)∆u, (5.7)

where we indicate by the subscript “ξµ” that ξ(·,µ) is the integration weight
function in the occurring L2-space (see (4.4) and the discussion on p. 49).
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Having defined the operators Aµ, we can reconsider our λ-nonlinear problem
(5.4) again. When thinking about the term “spectrum” in the context of a suitable
L2-realization of this equation, it is quite canonical to demand that a complex
number µ belongs to this set, Σ say, if and only if Aµ − µI is defined1 and not
boundedly invertible. More precisely,

Σ := {µ ∈ [0,∞) | µ ∈ σ(Aµ)}

seems to be the proper generalization of σ(A) from the λ-linear case (for the
operator A as in (4.5)) to the λ-nonlinear one. This becomes even more convincing
in connection with the following arguments: Note that we have

Σ = {µ ∈ [0,∞) | 0 ∈ σ(Aµ − µI)},

which reminds us of the sets we introduced as spectra of certain operator pencils
in the preliminaries (see Subsection 2.4.3). Indeed, we obtain Σ = σ(A ) for the
operator pencil A : [0,∞)→ C(L2(R2)) defined2 by

µ 7→A (µ) := Aµ − µI = − 1
ξ(·,µ)∆− µI, D(A (µ)) = H2(R2). (5.8)

Since we shall see below that a decomposition result for σ(A ) analog to that valid
in the nondispersive setting (see Theorem 4.1.4) can be proven, we are confident
that the operator pencil A is the right object to study. This is also why we refer to
σ(A ) as the spectrum of the λ-nonlinear problem (5.4) (or the λ-nonlinear spectrum
on the whole space) in what follows.

In order to establish said spectral decomposition for A , we draw on the
results of the Floquet-Bloch theory for the operators Aµ, where µ ∈ [0,∞). As is
outlined and proven in Section 4.1, we can characterize σ(Aµ) in terms of the
spectra of the operators Aµ,k : D(Aµ,k)→ L2

ξµ
(Ω) given in L2

ξµ
(Ω) by

D(Aµ,k) := H2
k-per(Ω), Aµ,ku := − 1

ξ(·,µ)∆u. (5.9)

Here, as before (see (4.10)), Ω = (0,1)2 is chosen as the primitive cell of the lattice
Z2, k is a vector in the Brillouin zone B = [−π,π]2, and ξ(·,µ) is the weight
function of the inner product in L2

ξµ
(Ω).

1Recall that we only declared the function ξ for second arguments in [0,∞) as they correspond
to time frequencies.

2Note closely that we introduce A as a map into the closed operators on the unweighted space
L2(R2). It is therefore not entirely correct to make use of the operators Aµ in (5.8). On the other
hand, if, for µ ∈ [0,∞), we define an operator Bµ : D(Aµ)→ L2(R2) in L2(R2) by Bµu := Aµu,
then the boundedness of the weight function ξ(·,µ) as in (5.5) implies L2(R2) = L2

ξµ
(R2) and

therefore σ(Bµ) = σ(Aµ). This spectral equality made us decide that we should avoid unnecessary
complexity by being overly rigorous here. What we have to keep in mind, however, is that no
operator A (µ) is self-adjoint (or even symmetric) unless we weight the space it acts in accordingly.
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With the operators Aµ,k at hand, let us reconsider the λ-nonlinear spectrum
on the whole space. First, we have

σ(A ) = {µ ∈ [0,∞) | 0 ∈ σ(A (µ))}
= {µ ∈ [0,∞) | µ ∈ σ(Aµ)}
= {µ ∈ [0,∞) | µ ∈ σ(Aµ,k) for some k ∈ B},

(5.10)

where we used that

σ(Aµ) =
⋃
k∈B

σ(Aµ,k) for all µ ∈ [0,∞)

due to Theorem 4.1.4. Now, upon introducing, for k ∈ B, the operators pencils1

Ak : [0,∞)→ C(L2(Ω)) by

µ 7→Ak(µ) := Aµ,k − µI = − 1
ξ(·,µ)∆− µI, D(Ak(µ)) = H2

k-per(Ω), (5.11)

we can rewrite the equality (5.10) as

σ(A ) = {µ ∈ [0,∞) | 0 ∈ σ(Aµ,k − µI) for some k ∈ B}

=
⋃
k∈B

{µ ∈ [0,∞) | 0 ∈ σ(Aµ,k − µI)}

=
⋃
k∈B

σ(Ak).

Owing to the last chain of equalities, we have just proved the following result:

Proposition 5.1.2. For the spectrum of the operator pencil A there holds

σ(A ) =
⋃
k∈B

σ(Ak).

In retrospect—i.e., once it was clear to us that the operator pencils A and Ak
are the right mathematical objects to work with—the proof of the just stated result
was rather simple. Its implications, however, are far-reaching. Most importantly,
the λ-nonlinear spectral problem (5.4) can be analyzed by studying a family of
appropriately realized λ-nonlinear equations of the form

− 1
ξ(·,λ)∆u = λu in Ω,

which are posed on the bounded primitive cell Ω and subject to k-quasi-periodic
boundary conditions, where k ∈ B. In the course of this chapter we shall see that
this is not the only similarity between the, so to say, λ-linear spectral problem
(4.3) and the λ-nonlinear one (5.4). However, in most cases we have to impose
additional restrictions on the coefficient function ξ (or rather εr) to be able to
recover further results from the setting of Chapter 4. This is addressed in detail
in the subsequent section.

1The remarks concerning the inaccuracies in the definition of the map A above (see footnote 2
on p. 66) apply in a similar manner also to the operator-valued functions Ak. Most noteworthy,
no operator Ak(µ) is self-adjoint (or even symmetric) unless the appropriate integration weight is
paid attention to.
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5.2 THE STRUCTURE OF THE SPECTRUM

Knowing now that the main spectral result of the Floquet-Bloch theory can be
generalized to our λ-nonlinear problem, we are naturally interested in more
detailed information about the spectra of the occurring operator pencils A and
Ak. Similar to our arguments in the previous section, we shall see that results
for the related operators Aµ and Aµ,k are of great help here. Thus, in the lemma
below, we summarize important outcomes of our treatment of the λ-linear theory
from Section 4.1. They apply to Aµ and Aµ,k due to our basic Assumptions 5.1.1
on εr and the definition of ξ (see (5.3)).

Lemma 5.2.1 ([Sect. 4.1, Thms. 4.1.5, 4.1.7, 4.1.8 (w. Cor.), and Lem. 4.1.6]). Let
µ ∈ [0,∞).

(a) For all k ∈ B the operator Aµ,k has purely discrete spectrum {λµ,k,n}n∈N with corre-
sponding eigenfunctions {ψµ,k,n}n∈N which form an orthonormal basis of L2

ξµ
(Ω).

Further,

0≤ λµ,k,1 ≤ λµ,k,2 ≤ · · · ≤ λµ,k,n→∞ as n→∞, (5.12)

where the min-max principle characterizes these eigenvalues. That is, for all k ∈ B
there holds

λµ,k,n = min
UvH1

k-per(Ω)

dimU=n

max
u∈U\{0}

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

for all n ∈N. (5.13)

Besides, the mapping B 3 k 7→ λµ,n(k) is non-constant and continuous for all n ∈N.

(b) The spectrum of the operator Aµ has a band-gap structure, i.e.,

σ(Aµ) =
⋃
k∈B

σ(Aµ,k) =
⋃

n∈N

[
min
k∈B

λµ,n(k),max
k∈B

λµ,n(k)
]

and contains no eigenvalues.

Remarks.

(a) As in the nondispersive case we will at times write λk,n(µ), λµ,n(k), and
λµ,k(n), when we want to stress the dependence of the eigenvalues and
eigenfunctions on µ, k, or n. With respect to the eigenfunctions ψµ,k,n we
proceed in a similar fashion.

(b) Recall from Theorem 4.1.7 that the spectrum of the operator A as in (4.5) can
be obtained through the operators Âk that have a k-independent domain but
a k-dependent symbol. In the above context, defining operators Âµ,k in the
obvious way is easily possible and yields a result similar to Lemma 5.2.1. We
shall, however, only work with Aµ,k in what follows.



5.2. THE STRUCTURE OF THE SPECTRUM 69

As a first simple consequence of part (a) Lemma 5.2.1 we notice that there
holds, for all µ ∈ [0,∞) and all k ∈ B,

µ ∈ σ(Ak) ⇐⇒ 0 ∈ σ(Aµ,k − µI) ⇐⇒ µ ∈ σ(Aµ,k) = {λµ,k,n | n ∈N}

or, in other words,

µ ∈ σ(Ak) ⇐⇒ µ = λk,n(µ) for some n ∈N. (5.14)

Hence, determining the spectra of the operator pencils Ak is equivalent to finding
fixed points of the mappings [0,∞) 3 µ 7→ λk,n(µ) and the spectral equality of
Proposition 5.1.2 can be restated as

σ(A ) =
⋃
k∈B

σ(Ak) =
⋃
k∈B

{µ ∈ (0,∞) | µ = λk,n(µ) for some n ∈N}. (5.15)

Note that it is a priori not clear whether these fixed points exist at all and, if
so, whether they are unique. As a consequence, the spectrum of A and of any
operator pencil Ak can in general be empty, which is impossible for their λ-linear
counterparts A and Ak (see Thms. 4.1.5 and 4.1.7). We shall see below that an
additional assumption on the coefficient function ξ guarantees the non-emptiness
of σ(Ak) for all k ∈ B and thus, by (5.15), also of σ(A ). Before we address this,
however, we provide in the next proposition more details on the spectral structure
of these pencils. They are deduced solely based on Lemma 5.2.1, i.e., no other
than our basic assumptions on ξ need to be made. We remark that the spectral
notions used below can be recalled from Subsection 2.4.3 of the preliminaries.

Proposition 5.2.2.

(a) For all k ∈ B the operator pencil Ak has purely discrete spectrum.

(b) The operator pencil A has no eigenvalues.

Proof.

Ad (a): Let k ∈ B be fixed and µ ∈ [0,∞). Then

µ ∈ σ(Ak) ⇐⇒ 0 ∈ σ(Aµ,k − µI)

⇐⇒ µ ∈ σ(Aµ,k) = σd(Aµ,k)

⇐⇒ 0 ∈ σd(Aµ,k − µI) ⇐⇒ µ ∈ σd(Ak),

where the set equality on the right-hand side of the second line follows from part
(a) of Lemma 5.2.1. This proves the claim.

Ad (b): Let µ ∈ [0,∞). Then

µ ∈ σp(A ) ⇐⇒ 0 ∈ σp(Aµ − µI) ⇐⇒ µ ∈ σp(Aµ) = ∅,

where the set equality on the right-hand side follows from part (b) of Lemma 5.2.1.
Hence, µ cannot be an eigenvalue of A .
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Remark. Part (a) of the just proved proposition and part (a) of Lemma 5.2.1 show
that any eigenvalue µ of Ak, which is then also an eigenvalue of Aµ,k, has finite
multiplicity. What we cannot conclude, however, is that the eigenvalues of Ak are
necessarily isolated. If, for instance, for some n ∈N there holds µ = λk,n(µ) for
all µ ∈ [µ0,µ1], where µ0 < µ1, then this whole interval consists of fixed points of
the mapping µ 7→ λk,n(µ) an thus of uncountably many eigenvalues, each having
finite multiplicity, of Ak.1 In this respect the discrete spectrum of an operator and
that of an operator pencil are fundamentally different (see also part (b) of the
remark following Definition 2.4.12).

Although it is clearly satisfying that several characteristics of the nondisper-
sive problem are reappearing for the operator pencils A and Ak, it is still possible
that their spectra are empty. To guarantee that this is not the case, assuming that

[0,∞) 3 µ 7→ ξ(·,µ) = εr(·, c0
√

µ) ∈ L∞(R2;R) is continuous (5.16)

will be seen to be sufficient. The resulting continuity of the relative permittivity
εr in the frequency variable is physically reasonable in our context: It means,
roughly speaking, that small changes in a propagating wave’s frequency re-
sult in likewise small changes in a studied photonic crystal’s material response.
Moreover, the condition demands that the partition of the studied medium into
different dielectric materials is frequency-independent. This continuity is particu-
larly given within transparency regions of the material (see (3.39)) and, for certain
choices of the parameters, also in the widely used Lorentz model discussed in
Subsection 3.3.3. We write the requirement (5.16) as ξ ∈ C([0,∞); L∞(R2)), mean-
ing that for all µ ∈ [0,∞) we use the notation ξ(·,µ) instead of the formally more
correct [ξ(µ)](·), which will be the case in all of this work.2 Further, we remark
that the Assumptions 5.1.1 are, of course, still implicitly in place. An important
outcome of these stronger conditions is formulated in the next lemma.

Lemma 5.2.3. Let ξ ∈ C([0,∞); L∞(R2;R)). Then, for all k ∈ B and all n ∈N, the
mapping [0,∞) 3 µ 7→ λk,n(µ) is continuous.

Proof. Let k ∈ B and µ ∈ [0,∞) be fixed. First, for all nonzero u ∈ H1
k-per(Ω) and

all ν ∈ [0,∞) \ {µ} we have∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,ν)|u(x)|2 dx

−

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

=

∫
Ω
|∇u(x)|2 dx ·

∫
Ω

ξ(x,ν)
(

ξ(x,µ)
ξ(x,ν) − 1

)
|u(x)|2 dx∫

Ω
ξ(x,ν)|u(x)|2 dx ·

∫
Ω

ξ(x,µ)|u(x)|2 dx
.

(5.17)

1A coefficient function ξ for which σ(Ak) shows this phenomenon is explicitly constructed
and discussed in Section 5.3.

2This also means that when we refer to the “second variable” of ξ or εr later on, then we always
mean the non-spatial argument.
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Now let δ > 0. By the continuity assumption on ξ there exists some η = η(δ) > 0
such that for all ν ∈Uη := {τ ∈ [0,∞) | 0≤ |µ− τ| < η} we have

−δ ≤
(

ξ(x,µ)
ξ(x,ν)

− 1
)
≤ δ for a. a. x ∈Ω.

From the equality (5.17) we now deduce that

(1− δ)

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

≤

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,ν)|u(x)|2 dx

≤ (1 + δ)

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

for all ν ∈Uη .

Hence, since u was arbitrary, we obtain by the min-max principle (see (5.13)) the
inequalities

(1− δ)λk,n(µ) ≤ λk,n(ν) ≤ (1 + δ)λk,n(µ) for all ν ∈Uη and all n ∈N,

which can be equivalently rewritten as

|λk,n(µ)− λk,n(ν)| ≤ δ λk,n(µ) for all ν ∈Uη and all n ∈N.

This finishes the proof.

Remark. The continuous dependence of the eigenvalues λµ,k,n on µ also follows
from the continuity of the operator pencils Ak in the norm-resolvent topology,
i.e.,

∥∥(Ak(µ)− iI)−1 − (Ak(ν)− iI)−1
∥∥
B(L2(Ω))

→ 0 as ν→ µ, and several abstract
arguments (see [Kat95, Thm. IV.2.25 and Sect. IV.3.5]).

Next, let us proceed with our analysis of the spectra of the pencils Ak, which,
as we recall, consist of all fixed points of the mappings [0,∞) 3 µ 7→ λk,n(µ) (see
(5.15)). Based on Lemma 5.2.3, our next result extends part (a) of Proposition 5.2.2.

Proposition 5.2.4. Let ξ ∈ C([0,∞); L∞(R2;R)). Then for all k ∈ B the spectrum
of the operator pencil Ak contains infinitely many points, but it does not need to be
countable. If, furthermore, the upper bound ξmax(µ) in (5.5) is uniform, i.e.,

ξmax(µ) ≤ ξMAX < ∞ for all µ ∈ [0,∞) (5.18)

and some constant ξMAX, then these spectra are unbounded above.

Proof. Let k ∈ B be fixed. To show the assertions, we make use of a comparison
argument for eigenvalues which we revisit again later in this thesis: For all
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nonzero u ∈ H1
k-per(Ω) and all µ ∈ [0,∞) we have, by the boundedness of ξ(·,µ)

(see (5.5)),

0≤ 1
ξmax(µ)

∫
Ω
|∇u(x)|2 dx∫

Ω
|u(x)|2 dx

≤

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

≤ 1
ξmin

∫
Ω
|∇u(x)|2 dx∫

Ω
|u(x)|2 dx

.

This implies, by the min-max principle (see (5.13)), the inequalities

0≤ 1
ξmax(µ)

λ1
k,n ≤ λk,n(µ) ≤

1
ξmin

λ1
k,n for all µ ∈ [0,∞) and all n ∈N, (5.19)

where we denote by λ1
k,n the nth eigenvalue of the negative Laplace operator

−∆ : H2
k-per(Ω)→ L2(Ω) in L2(Ω). Hence, for all n ∈N the graph of the function

[0,∞) 3 µ 7→ λk,n(µ) lies within [0,∞)×
[
0, 1/ξminλ1

k,n

]
, which is a semi-infinite

strip of finite height, and must therefore cross the angle bisector in the µλ-plane
at least once due to the continuity of this mapping (see Lemma 5.2.3). For all
n ∈N the corresponding fixed point is then an element of σ(Ak), where only
finitely many of them are equal due to part (a) of Proposition 5.2.2. As a conse-
quence, σ(Ak) contains infinitely many points. That this spectrum may indeed
be uncountable is shown in Section 5.3 by means of an explicitly constructed
example. We refer to part (a) of Theorem 5.3.1 in this respect.

Finally, under the additional uniform boundedness assumption (5.18) on ξ,
we obtain from the second inequality in (5.19) that

1
ξMAX

λ1
k,n ≤ λk,n(µ) for all µ ∈ [0,∞) and all n ∈N.

Therefore, since for all k ∈ B there holds λ1
k,n → ∞ as n→ ∞ (see the proof of

[RS78, Thm. XIII.98]), the lower bound on any eigenvalue λk,n(µ), and thus on
any fixed point, increases with n. This implies that σ(Ak) is unbounded above
and closes the proof.

Remark. Explicit formulae stated in the proof of [RS78, Thm. XIII.98] show that
λ1

k,n = 0 if and only if k = 0 and n = 1. Hence, we readily obtain from (5.19) that
λ0,1(µ) = 0 for all µ ∈ [0,∞) and therefore 0 ∈ σ(A0) even without continuity of ξ.
Moreover, this implies that our basic Assumptions 5.1.1 are sufficient to deduce
the non-emptiness of σ(A ).

The spectral equality (5.15) allows us to state a corollary to Proposition 5.2.4.

Corollary. Let ξ ∈ C([0,∞); L∞(R2;R)). Then σ(A ) contains infinitely many points.
If moreover the uniform boundedness as in (5.18) is assumed, σ(A ) is unbounded above.

Another property of the spectrum of the operator pencil A that we can deduce
from the continuity of ξ is its closedness. Note that this similarly holds true in
the λ-linear setting (see part (a) of Proposition 2.4.4 for the operator A). There, of
course, closedness is understood with respect to the topology of C, whereas we
have to take into account that the domain of A is [0,∞).
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Proposition 5.2.5. Let ξ ∈ C([0,∞); L∞(R2;R)). Then ρ(A ) is open in [0,∞). Be-
sides, as a consequence, σ(A ) is closed in [0,∞).

Proof. Let µ ∈ ρ(A ). First, note that the resolvent of A at µ can be written as

RA (µ) =

(
− 1

ξ(·,µ)∆− µI
)−1

=
(
− ∆− µξ(·,µ)I

)−1
ξ(·,µ)I. (5.20)

Now, for all ν ∈ [0,∞) we have

− ∆− νξ(·,ν)I (5.21)

= −∆− µξ(·,µ)I −
(
νξ(·,ν)− µξ(·,µ)

)
I

=
(
− ∆− µξ(·,µ)I

)[
I −

(
− ∆− µξ(·,µ)I

)−1(
νξ(·,ν)− µξ(·,µ)

)
I
]

=
(
− ∆− µξ(·,µ)I

)[
I −RA (µ)

1
ξ(·,µ)

(
νξ(·,ν)− µξ(·,µ)

)
I
]

.

By the standard Neumann series argument the operator in square brackets, which
we denote by I − Bµ(ν), is bijective if

∥∥Bµ(ν)
∥∥
B(L2(R2))

< 1. This inequality is
valid, in particular, if

‖νξ(·,ν)− µξ(·,µ)‖L∞(Ω) <

(
‖RA (µ)‖B(L2(R2))

∥∥∥∥ 1
ξ(·,µ)

∥∥∥∥
L∞(Ω)

)−1

, (5.22)

where we used that the norm of a multiplication operator equals the essential
supremum of its multiplier function.

The continuity assumption on ξ now gives that there is some δ > 0 such
that the inequality (5.22) holds for ν ∈ Uδ(µ) := {τ ∈ [0,∞) | 0 ≤ |µ − τ| < δ}.
Hence, for these ν, the operator I − Bµ(ν) : L2(R2)→ L2(R2) is a bijection. Thus,
clearly, the restriction

(
I − Bµ(ν)

)
|H2(R2) : H2(R2)→ H2(R2) is injective and, in

fact, even bijective since for all u ∈ H2(R2) there is some v ∈ L2(R2) such that
(I − Bµ(ν))v = u, giving v = Bµ(ν)v + u, which is a sum of elements of H2(R2).
Finally, (5.21) yields that the resolvent (−∆ − νξ(·,ν)I)−1 : L2(R2)→ H2(R2)

exists for all ν ∈ Uδ(µ) and is bounded as a closed and everywhere-defined
operator. Since the multiplication operator ξ(·,ν)I : L2(R2)→ L2(R2) is likewise
bounded for these ν, we obtain from an identity analogous to (5.20) the inclusion
Uδ(µ) ⊂ ρ(A ). Thus, ρ(A ) is open in [0,∞). This, of course, allows us to
conclude that σ(A ) is closed in [0,∞), whereby the proof is complete.

The results we established up to now show that under continuous dependence
of ξ on the spectral variable the λ-nonlinear problem (5.4) shares some of the
characteristics of its λ-linear counterpart (4.3). However, σ(A ) need not have a
proper band-gap structure, i.e., consist of a union of non-degenerate intervals,
and σ(Ak) can be uncountable for some k ∈ B under our assumptions so far
(see the examples and the related discussion in Section 5.3). Clearly, studying
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the eigenfunctions of an operator pencil Ak is problematic if countability of its
spectrum cannot be guaranteed. It turns out that we can cope with this issue,
and also obtain the band-gap structure of σ(A ), by assuming, in addition to the
continuity of ξ as in (5.16), that

(0,∞) 3 µ 7→ µξ(x,µ) = µεr(x, c0
√

µ)

is strictly monotonically increasing for almost all x ∈Ω.
(5.23)

Before we formulate the respective theorem, let us briefly reflect about the
consequences which the latter assumption has on the media that our model
applies to. At last, we should not impose a restriction on εr that disagrees with
the properties of this function known from physical experiments. To see the
connection, recall that we introduced the spectral variable λ = ω2/c2

0 at the outset
of this chapter and immediately renamed it to µ. Hence, since for ω1,ω2 ∈ (0,∞)

we have ω1 > ω2 ⇐⇒ ω2
1 > ω2

2, our requirement (5.23) can be rewritten as

(0,∞) 3 ω 7→ ω2εr(x,ω)

is strictly monotonically increasing for almost all x ∈Ω.

Now, in Subsection 3.3.2 we deduced that it is reasonable to assume that the
relative permittivity is a monotonically increasing function of the frequency ω in
any transparency interval1. On the other hand, fully transparent media, as we
model them here, can only be seen as approximations and it is to be expected
that the relative permittivity of a realistic material is also decreasing for certain
frequencies. It is therefore reassuring that even though an everywhere monotoni-
cally increasing function εr clearly fulfills assumption (5.23), this requirement is
actually weaker.

With this in mind, we state our theorem governing the spectral properties of
the operator pencils A and Ak under our so far strongest assumptions on the
coefficient function ξ. For later reference, we also include details which stem
from already proved assertions of this chapter.

Theorem 5.2.6. Let ξ ∈ C([0,∞); L∞(R2;R)) satisfy the strict monotonicity require-
ment (5.23). Then for all k ∈ B the operator pencil Ak has purely discrete spectrum
consisting of a sequence { ∗µk,n}n∈N of isolated eigenvalues which satisfy

0≤ ∗
µk,1 ≤

∗
µk,2 ≤ · · · ≤

∗
µk,n→∞ as n→∞ (5.24)

and are the unique fixed points of the mappings [0,∞) 3 µ 7→ λk,n(µ). Further, the
dependence of ∗µk,n on k is continuous for all n ∈N. Finally, the spectrum of the operator
pencil A is unbounded above, closed in [0,∞), and has a band-gap structure, i.e.,

σ(A ) =
⋃
k∈B

σ(Ak) =
⋃

n∈N

[
min
k∈B

∗
µk,n,max

k∈B

∗
µk,n

]
, (5.25)

where the intervals on the right-hand side are non-degenerate for all n ∈N.
1Recall that this is a range of frequencies for which Im εr can be neglected.
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Proof. The first equality in (5.25) follows from Proposition 5.1.2. Note that this
also implies that σ(A ) is unbounded above once we have established that all
spectra σ(Ak) consist of a sequence tending to infinity. Further, the discreteness
of the latter spectra for all k ∈ B has been proven as part (a) of Proposition 5.2.2
and in our discussion in between the two mentioned results we established in
(5.14) the fixed point character of the spectral points of any operator pencil Ak.
Finally, the closedness of σ(A ) in [0,∞) is the statement of Proposition 5.2.5.

For a better readability of our proof, we divide the remaining assertions in
the following parts, each, as we will show, valid for all k ∈ B and all n ∈N:

(a) The mapping [0,∞) 3 µ 7→ λk,n(µ) has a unique fixed point ∗
µk,n.

(b) The sequence { ∗µk,n}n∈N is monotonically increasing and tends to infinity.

(c) The eigenvalue ∗
µk,n is isolated in σ(Ak).1

(d) The mapping B 3 k 7→ ∗
µk,n is continuous.

(e) The set Sn =
{ ∗

µk,n | k ∈ B
}

is a non-degenerate compact interval.

Ad (a): First, from our remark immediately below the proof of Proposition 5.2.4
we deduce that λk,n(0) = 0 if and only if k = 0 and n = 1. Hence, ∗µ0,1 = 0 and
this fixed point is also unique since said remark even gives λ0,1(µ) = 0 for all
µ ∈ [0,∞). Furthermore, for all k ∈ B and all n ∈N with (k,n) 6= (0,1) the strict
monotonicity assumption (5.23) yields, by the min-max principle (see (5.13)), that

(0,∞) 3 µ 7→ λk,n(µ)

µ
is strictly monotonically decreasing. (5.26)

Note here that both the minimum and the maximum in the min-max formula
are attained (see [WS72, Chapts. 1–3]), so that the strict monotonicity is really
preserved. Now, by the continuity of the functions [0,∞) 3 µ 7→ λk,n(µ) (see
Lemma 5.2.3), and since k and n are such that λk,n(0) > 0, we find λk,n(µ) > µ

or, equivalently, 1
µ λk,n(µ) > 1 for sufficiently small µ > 0. On the other hand,

we have 1
µ λk,n(µ) ≤ 1 for sufficiently large µ (note the uniform upper bound for

λk,n(µ) in (5.19)). Thus, the remaining fixed points exist and their uniqueness is a
consequence of (5.26).

Ad (b): To obtain a contradiction, we suppose that ∗
µk,n+1 <

∗
µk,n for some k ∈ B

and some n ∈ N. Since only the fixed point ∗
µ0,1 is zero (see part (a) of this proof),

we may assume 0 <
∗
µk,n+1 and find, using (5.26),

λk,n(
∗
µk,n)

∗
µk,n

= 1 =
λk,n+1(

∗
µk,n+1)

∗
µk,n+1

>
λk,n+1(

∗
µk,n)

∗
µk,n

,

1This is, of course, a trivial consequence of part (b) since σ(Ak) = {
∗
µk,n | n ∈N}. We never-

theless included it here separately so has to highlight once more that the definition of the discrete
spectrum of an operator pencil does not guarantee that the points in this set are isolated (see the
remark following the proof of Proposition 5.2.2).
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giving λk,n+1(
∗
µk,n) < λk,n(

∗
µk,n), which contradicts the increasing ordering of the

eigenvalues of the λ-linear problem for the operator Aµ,k with µ =
∗
µk,n. This

proves the claimed monotonicity of the sequence { ∗µk,n}n∈N for all k ∈ B. If we
can also show that this sequence is unbounded above for all k ∈ B, assertion (b)
readily follows.

To achieve this, we again assume the contrary, i.e., that for some k ∈ B and
some M > 0 we have ∗

µk,n < M for all n ∈ N. Then, however, (5.26) implies

1 =
λk,n(

∗
µk,n)

∗
µk,n

>
λk,n(M)

M
for all n ∈N,

giving λk,n(M)< M for all n ∈ N. Thus, the eigenvalues of the operator AM,k are
bounded above, which contradicts part (a) of Lemma 5.2.1.

Ad (c): If for some k ∈ B a point in σ(Ak) were not isolated, then it were an
accumulation point of that set and thus also of the sequence { ∗µk,n}n∈N. The
latter is monotonically increasing by part (b) of the theorem we just prove and
hence can have at most one accumulation point, which is then its limit. However,
∗
µk,n→∞ as n→∞, giving assertion (c).

Ad (d): Let n ∈N be fixed, k ∈ B, and δ > 0. Then, there holds1

λk,n(
∗
µk,n + δ)

∗
µk,n + δ

< 1, (5.27)

since otherwise the continuity of the mapping in (5.26) and the convergence
1
µ λk,n(µ) → 0 as µ → ∞ (again, this follows from the uniform upper bound
for λk,n(µ) in (5.19)) would yield the existence of some ∗

µ ∈ [
∗
µk,n + δ,∞) with

λk,n(
∗
µ) =

∗
µ, which contradicts part (a) of this proof. In addition, we deduce from

(5.26) and the fixed point character of ∗
µk,n, that

λk,n(
∗
µk,n − δ)

∗
µk,n − δ

> 1, if ∗
µk,n − δ > 0.

Hence, due to the continuity of the mapping B 3 k 7→ λk,n(µ) for all µ ∈ [0,∞)

and all n ∈N (see part (a) of Lemma 5.2.1) there exists some η = η(δ) > 0 such
that for all k′ ∈Uη(k) := {k̃ ∈ B | 0≤ |k− k̃| < η} we have

λk′,n(
∗
µk,n + δ)

∗
µk,n + δ

< 1 and
λk′,n(

∗
µk,n − δ)

∗
µk,n − δ

> 1, if ∗
µk,n − δ > 0. (5.28)

Now, if ∗
µk,n − δ ≤ 0 the first of these inequalities and, again, (5.26) (with k

replaced by k′) yield

λk′,n(µ)

µ
≤ λk′,n(

∗
µk,n + δ)

∗
µk,n + δ

< 1 for all µ ∈ [
∗
µk,n + δ,∞).

1Note that the inequality (5.27) also follows from (5.26) as long as ∗
µk,n is positive, i.e., as long

as (k,n) 6= (0,1) (see part (a) of this proof).
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Hence, ∗µk′,n /∈ [
∗
µk,n + δ,∞), i.e., ∗µk′,n <

∗
µk,n + δ and, trivially, ∗µk′,n ≥ 0≥ ∗

µk,n − δ.
All in all, we find

| ∗µk,n −
∗
µk′,n| ≤ δ for all k′ ∈Uη(k). (5.29)

It remains to consider the case ∗
µk,n − δ > 0. Then, however, the continu-

ity of the mapping in (5.26) (with k replaced by k′) and the two inequalities in
(5.28) imply that for all k′ ∈Uη(k) there is some µk′ ∈ (

∗
µk,n − δ, ∗µk,n + δ) such that

λk′,n(µk′) = µk′ . Due to part (a) of this proof, this fixed point equals ∗
µk′,n, meaning

that (5.29) is again valid. Since k∈ B was arbitrary, the asserted continuity follows.

Ad (e): Suppose first that for some n ∈ N the set Sn =
{ ∗

µk,n | k ∈ B
}

were a
singleton, i.e., Sn = { ∗µn}. Then the mapping B 3 k 7→ λ ∗

µn,n(k) were constant,
which contradicts part (a) of Lemma 5.2.1. Further, since the Brillouin zone B is
compact and connected and since B 3 k 7→ ∗

µk,n has just been proven to be con-
tinuous for all n ∈N, we find Sn =

[
mink∈B

∗
µk,n,maxk∈B

∗
µk,n

]
as claimed. This

concludes the proof.

Remarks.

(a) For k ∈ B and n ∈N the notation ∗
µk,n (sometimes also ∗

µn(k)) that we intro-
duced in the statement of the last theorem shall from now on always be
used to denote the nth eigenvalue of the operator pencil Ak. We also call it a
λ-nonlinear eigenvalue and refer to σ(Ak) = {

∗
µn,k | n ∈N} as the λ-nonlinear

spectrum (on the primitive cell) in what follows.

(b) Note that contrary to Proposition 5.2.4 we obtain the unboundedness of
σ(Ak), and thus of σ(A ), in Theorem 5.2.6 without assuming uniform bound-
edness of ξ as in (5.18). This is, of course, an outcome of the additional strict
monotonicity requirement (5.23).

(c) We referred to the spectral equality (5.25), particularly to its right-hand side,
as a band-gap structure of σ(A ) although no proper definition of the term
“spectral gap” has been given for A so far. From now on, this notion shall
stand for any interval of the form(

max
k∈B

∗
µk,n,min

k∈B

∗
µk,n+1

)
6= ∅ for some n ∈N,

which is the obvious λ-nonlinear generalization of the definition given in
Chapter 4 (compare to (4.24)).

Besides, the physical interpretation of the band-gap structure of σ(A ) re-
mains unchanged from that in the nondispersive case: A real number λ in
a spectral gap of A corresponds via λ = ω2/c2

0 to a non-negative frequency
ω for which time-harmonic TM-polarized wave propagation is prohibited
within the photonic crystal modeled by the (frequency-dependent) relative
permittivity εr.
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The just proved theorem constitutes our main and last result on the spectral
structure of our eigenvalue problem for dispersive photonic crystals. It shows
that relatively mild, and physically reasonable, assumptions on ξ guarantee that
all spectral properties of the operators A and Ak mentioned in Chapter 4 also
hold for their λ-nonlinear counterparts A and Ak.

In the discovery of Theorem 5.2.6 we were often guided by geometrical
arguments, which is hardly surprising in view of the fixed point nature of several
of our arguments. Since these graphs were so valuable to us, we find it important
to include them here. With their help, we analyze the spectral problem (5.4) for a
fictitious relative permittivity εr such that the associated coefficient function ξ

satisfies the assumptions of said theorem. For fixed k̃ ∈ B we find the λ-nonlinear
eigenvalues as the fixed points of the mappings [0,∞) 3 µ 7→ λk,n(µ), which have
to be such that (0,∞) 3 µ 7→ 1

µ λk,n(µ) is monotonically decreasing (see (5.26)).
Assuming k 6= 0, a possible sketch of these functions for 1≤ n ≤ 4 in a portion of
the µλ-plane is given in Figure 5.1 below, wherein the λ-nonlinear eigenvalues
∗
µk̃,1, . . . , ∗µk̃,4 are assumed to be simple.

0 µ

λ λ = µ

∗
µk̃,1

∗
µk̃,2

∗
µk̃,3

∗
µk̃,4

λk̃,1(µ)

λk̃,2(µ)

λk̃,3(µ)

λk̃,4(µ)

FIGURE 5.1 — A possible sketch of the mappings µ 7→ λk,n(µ) for fixed k̃ ∈ B \ {0}
and 1≤ n ≤ 4 under the assumptions of Theorem 5.2.6 on εr. The first four λ-nonlinear
eigenvalues are given by the µ-coordinates of the unique fixed-points (marked by colored
circles).

So as to graphically find the λ-nonlinear spectrum on the whole space, or,
strictly speaking, only a subset thereof, we first fix µ at ∗

µk̃,3 and highlight the
spectrum of the corresponding λ-linear problem on R2, i.e., that of the operator
Aµ, where µ =

∗
µk̃,3. Note that this means that while µ is kept fixed, we let k run

through all of B. The result is depicted in Figure 5.2 and, exemplarily, exhibits
two (λ-linear) band gaps within the considered λ-range. Proceeding similarly for
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0 µ

λ λ = µ

∗
µk̃,3

λk̃,1(µ)

λk̃,2(µ)

λk̃,3(µ)

λk̃,4(µ)

FIGURE 5.2 — The continuation of Figure 5.1. Fixing µ at ∗
µk̃,3, the spectrum of the

related λ-linear problem on R2 is highlighted by varying k over B.

all remaining values of µ, any point (µ,λ) in the first quadrant of the µλ-plane
can be classified into one of two categories. Either there holds λ ∈ σ(Aµ) (if
and only if (µ,λ) is highlighted) or λ /∈ σ(Aµ). The possible outcomes of this

0 µ

λ λ = µ

λk̃,1(µ)

λk̃,2(µ)

λk̃,3(µ)

λk̃,4(µ)

∗
µk̃,3

FIGURE 5.3 — The continuation of Figure 5.2. Upon highlighting the λ-linear spectra
of the operators Aµ for all shown values of µ, the considered quadrant gets two-colored.
Here, a point (µ,λ) is highlighted if and only if λ ∈ σ(Aµ).

procedure are subject to the following restrictions: Firstly, the sketch must be
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such that the spectrum σ(Aµ) has a band-gap structure consisting of a union
of closed intervals for all µ ∈ [0,∞) (see part (b) of Lemma 5.2.1). Secondly, the
region {(µ,λ)∈R2 | 0≤ µ < ∞, 0≤maxk∈B λµ,1(k)} has to be highlighted entirely,
since we know from our remark following the proof of Proposition 5.2.4 that
λ0,1(µ) = 0 for all µ ∈ [0,∞). Figure 5.3 on the previous page shows what the
final result might look like in our example.

Note from the last illustration that the angle bisector in the µλ-plane is partly
highlighted. These are precisely the points (µ,µ) for which µ ∈ σ(Aµ) and
thus, by (5.10), µ ∈ σ(A ). Hence, the λ-nonlinear spectrum is finally found
by projecting the highlighted regions onto the λ-axis. This is shown in Figure 5.4.

0 µ

λ λ = µ

FIGURE 5.4 — The continuation of Figure 5.3. Finally, the λ-nonlinear spectrum on
R2 within the shown quadrant is found by projecting the highlighted parts of the angle
bisector onto the λ-axis.

Certainly, for a given photonic crystal, i.e., a relative permittivity εr, the
information needed to explicitly compute the associated λ-nonlinear spectrum
by means of the graphical method we just presented is not known. Nevertheless,
we think—and experienced it ourselves—that the thorough understanding of the
shown illustrations is helpful in determining spectral properties of the dispersive
eigenvalue problem. Moreover, the development of suitable numerical methods
might benefit from this way of seeing the problem.

5.3 SPECTRAL PHENOMENA ABSENT FOR THE

NONDISPERSIVE PROBLEM

The aim of this section is to show that even a rather simple λ-nonlinearity of
the eigenvalue problem (5.4) can result in various spectral effects, referred to as
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spectral phenomena, that are known to be absent for the λ-linear counterpart (4.3).
To be more precise, we study the spectra of the operator pencils A and Ak, where
k ∈ B, from the previous section (see (5.8) and (5.11)) for a coefficient function
ξ ∈ C([0,∞); L∞(R2;R)) in product form. That is,

ξ(x,µ) = ξ (s)(x)η(µ) for all x ∈R2 and all µ ∈ [0,∞), (5.30)

where the superscript “(s)” is attached to the only spatially-dependent factor of ξ.
Here, ξ and ξ (s) shall satisfy the basic Assumptions 4.1.1 and 5.1.1 that we also
imposed on the relative permittivity in Section 4.1 and 5.1, respectively. Note
that this implies in particular that η is supposed to be a continuous function
bounded below by some positive constant ηmin. Naturally, we do not impose
the monotonicity requirement (5.23) on ξ, since otherwise Theorem 5.2.6 applies,
meaning that σ(A ) and σ(Ak) do not reveal spectral phenomena.

With our assumptions for this section in place, we turn to the analysis of
the spectral consequences of the product form of ξ. First, note that the spectral
problems

− 1
ξ (s)

∆u = λu in R2 and − 1
ξ(·,µ)∆u = λu in R2, (5.31)

where µ ∈ [0,∞), are governed by the λ-linear Floquet-Bloch theory. Consistent
with the notation used in Chapters 4 and (so far) 5, we denote by A and Aµ

the operators realizing the equations (5.31) in appropriately weighted L2-spaces.
Moreover, for k ∈ B, we again introduce the operators Ak and Aµ,k which govern
the corresponding k-quasi-periodic problems posed on the primitive cell. We are
brief here since this is virtually unchanged from our previous treatises.

Now, for k ∈ B and n ∈ N we write λ(s)
k,n for the nth eigenvalue of the operator

Ak and, as before, λk,n(µ) for the nth eigenvalue of the operator Aµ,k. They are
related, due to the min-max principle (5.13) and the product form (5.30) of ξ, by
the simple equation

λk,n(µ) =
1

η(µ)
λ(s)

k,n for all µ ∈ [0,∞). (5.32)

This shows, in particular, that upper and lower bounds on η restrict the possible
eigenvalues of Aµ,k. Furthermore, we find that the λ-nonlinear eigenvalues ∗

µk,n
of the operator pencil Ak satisfy

∗
µk,n =

1
η(

∗
µk,n)

λ(s)
k,n for all n ∈N, (5.33)

owing to their fixed point nature (see (5.14)). In view of this equation it seems
plausible that specific functions η exist which unleash certain spectral phenomena.
Given that this section is a purely mathematical one, i.e., we are not interested
in physically relevant spectral problems per se1, we are very free in choosing

1Although they might very well be some, since, after all, the necessary physically-motivated
assumptions are made in this section.
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this function, as long as it satisfies our above requirements. By means of three
different such choices, we eventually proof the subsequent result.

Theorem 5.3.1. There exist coefficient functions ξ = ξ (s)η ∈ C([0,∞); L∞(R2;R))

satisfying the assumptions of this section such that the following occurs:

(a) The spectrum of the operator pencil Ak is uncountable for some k ∈ B.

(b) The set
⋃

k∈B {µ ∈ [0,∞) | µ = λk,n(µ)} is not an interval for some n ∈N.

(c) The spectrum of the operator pencil A contains an isolated point.

Moreover, if ξ is only spatially-dependent, i.e., η ≡ 1, or if ξ additionally satisfies the
strict monotonicity requirement (5.23), then neither of (a), (b), or (c) arises.

Proof. Let us first address the last sentence in the statement of the theorem.
Its validity follows in the case η ≡ 1 from Theorems 4.1.5 and 4.1.7 as well
as the corollary to Theorem 4.1.8. Besides, under the additional monotonicity
assumption (5.23) it holds on account of Theorem 5.2.6.

Before we individually construct the examples that generate the three listed
effects, we discuss their similarities. They all share a common structure in so far
as the λ-nonlinearity of the problem (5.4) is only given locally as follows: We
assume that the function ξ (s) is such that for some N ∈N, which is fixed for the
rest of the current proof, the λ-linear problem on the left-hand side of (5.31) has a
spectral gap

GN :=
(

max
k∈B

λ(s)
N (k),min

k∈B
λ(s)

N+1(k)
)
6= ∅. (5.34)

Here, the used notation follows our tradition of writing, e.g., λ(s)
N (k) instead of

λ(s)
k,N . Note that a function ξ (s) that causes the opening of a spectral gap does

indeed exist, as we discussed in our literature review (see Section 4.2). For a
better readability, we next introduce some notation to be used below. We set

Bmin := argmin
k∈B

λ(s)
N+1(k), Bmax := argmax

k∈B
λ(s)

N (k),

µmin := max
k∈B

λ(s)
N (k), µmax := min

k∈B
λ(s)

N+1(k),

where we remark that Bmin and Bmax are, in general, sets containing more than
one element. By definition, there holds

λ(s)
N (k) = µmin for all k ∈ Bmax,

λ(s)
N+1(k) = µmax for all k ∈ Bmin,

(5.35)

and moreover we have GN = (µmin,µmax). Finally, the above-mentioned local
λ-nonlinearity is a consequence of the relation

η(µ) = 1 for all µ /∈ (µmin,µmax),



5.3. SPECTRAL PHENOMENA ABSENT FOR THE NONDISPERSIVE PROBLEM 83

which our three constructions below all fulfill. Most importantly, this implies

λk,n(µ) = λ(s)
k,n for all µ /∈ (µmin,µmax)

by equation (5.32). Thus, in the indicated µ-region the λ-nonlinear eigenvalues
and the λ-linear ones coincide (see also (5.33)), as is depicted in Figure 5.5 below.

0 µ

λ

µmin µmax

η
6=

1
at

m
os

th
er

e

λ = µ

GN

FIGURE 5.5 — A visualisation in the style of Section 5.2 of a part of σ(A ) (highlighted
on the angle bisector). The underlying coefficient function is of the product form given
by ξ(x,µ) = ξ (s)(x)η(µ), where η 6= 1 at most for µ ∈ GN , which is a spectral gap for the
λ-linear problem corresponding to ξ (s) (see (5.34)). By varying the values of η for µ ∈ Gn,
the illustration can change at most within the area confined by the two dotted lines.

Note that this implies σ(A) ⊆ σ(A ) and that these spectra can at most differ by
points in GN = (µmin,µmax). That difference however, even if just locally present,
is sufficient to reveal the spectral phenomena mentioned in the statement of the
theorem, which we shall now finally approach.

Ad (a): For the purpose of showing that σ(Ak) can be uncountable for some
k ∈ B in the given setting, we set µmid := 1

2 (µmin + µmax) and define the function
η(a) : [0,∞)→R as

η(a)(µ) :=


µmin

µ , if µ ∈ (µmin,µmid],
µmin

2µmid−µ , if µ ∈ (µmid,µmax),

1, otherwise.

(5.36)

A qualitative plot of this function and its reciprocal is provided in Figure 5.6.
Recall in this respect that it is the latter quantity that is most important to us due
to equation (5.32).
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0

0

1

1

µ

µ

η(a)

1
η(a)

µmin

µmin

µmid

µmid

µmax

µmax

FIGURE 5.6 — Qualitative plots of the functions η(a) and 1/η(a) defined in (5.36). For the
purpose of this illustration, we set µmin = 2 and µmax = 12.

It is readily seen that η(a) is a continuous function and satisfies the estimates
0 < µmin

µmid
≤ η(a)(µ) ≤ 1 for all µ ∈ [0,∞). Thus, ξ = ξ (s)η(a) fulfills the assumptions

of the theorem and, due to equation (5.32), the eigenvalues of the associated
operators Aµ,k are given by

λk,n(µ) =


µ

µmin
λ(s)

k,n , if µ ∈ (µmin,µmid],
2µmid−µ

µmin
λ(s)

k,n , if µ ∈ (µmid,µmax), for all k ∈ B and all n ∈N.

λ(s)
k,n , otherwise,

(5.37)

In particular, by the first equation in (5.35),

λk,N(µ) =


µ, if µ ∈ (µmin,µmid],

2µmid − µ, if µ ∈ (µmid,µmax),

µmin, otherwise,

for all k ∈ Bmax, (5.38)

giving that for all k ∈ Bmax the non-degenerate interval (µmin,µmid]⊂ GN consists
entirely of fixed points of the mapping [0,∞) 3 µ 7→ λk,N(µ). Hence, for these k,

(µmin,µmid] ⊆ σ(Ak),

which shows that these spectra are uncountable.
To conclude this example, we mention that there exist no further λ-nonlinear

eigenvalues in GN , since for all k ∈ B and all µ ∈ (µmid,µmax) we have the chain
of inequalities

λk,1(µ) ≤ · · · ≤ λk,N(µ)

≤ 2µmid − µ < µmid < µ < µmax ≤ λ(s)
k,N+1 (5.39)

≤ λk,N+1(µ) ≤ λk,N+2(µ) ≤ · · · ,
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using the increasing ordering of the eigenvalues λk,n(µ) in n, the definition of the
sets Bmin and Bmax, as well as the equations (5.35), (5.37) (in particular, η(a)(µ)≤ 1
for all µ ∈ [0,∞)), and (5.38). Therefore, the spectral equality (5.15) gives

σ(A ) = σ(A) ∪ (µmin,µmid],

meaning that the λ-nonlinearity generated by the function η(a) results in a spectral
gap of the operator pencil A located below µmax which is considerably smaller
than that of the operator A.

Ad (b): In this second part of the proof we construct an example such that

Sn :=
⋃
k∈B

{µ ∈ [0,∞) | µ = λk,n(µ)}

is not an interval for some n ∈N. We shall show this for the set SN and, so as
to achieve this, introduce the function η(b) : [0,∞)→R, using the notation from
part (a) above, by

η(b)(µ) :=



µmin
µ , if µ ∈

(
µmin, 3

4 µmin +
1
4 µmid

]
,

µmin
3
4 µmin+

1
4 µmid

, if µ ∈
( 3

4 µmin +
1
4 µmid, 1

2 µmin +
1
2 µmid

]
,

µmin

− 1
4 µmin− 3

4 µmid+2µ
, if µ ∈

( 1
2 µmin +

1
2 µmid, 1

4 µmin +
3
4 µmid

)
,

µmin
µ , if µ ∈

[ 1
4 µmin +

3
4 µmid,µmid

]
,

µmin
2µmid−µ , if µ ∈ (µmid,µmax),

1, otherwise.

(5.40)

Similar to the last example we complement this definition by a qualitative plot. It
is given in Figure 5.7 further below.

The continuity of the function η(b) and the estimate 0 < µmin
µmid
≤ η(b)(µ) ≤ 1 for

all µ ∈ [0,∞) are easily verified, so that ξ = ξ (s)η(b) satisfies the assumptions stated
in the theorem. Besides, note that

η(b)(µ) = η(a)(µ) for all µ /∈
( 3

4 µmin +
1
4 µmid, 1

4 µmin +
3
4 µmid

)
,

which allows us to deduce from earlier arguments (see (5.38) and the reasoning
below that equation) that for all k ∈ Bmax we have

λk,N(µ) = µ for all µ ∈
(
µmin, 3

4 µmin +
1
4 µmid

]
∪
[ 1

4 µmin +
3
4 µmid,µmid

]
.

In other words,(
µmin, 3

4 µmin +
1
4 µmid

]
∪
[ 1

4 µmin +
3
4 µmid,µmid

]
⊆ SN . (5.41)

Now, so as to find out whether there are any other elements of SN , we have to
consider the Nth eigenvalue of each operator Aµ,k for the remaining values of µ.
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FIGURE 5.7 — Qualitative plots of the functions η(b) and 1/η(b) defined in (5.40). For the
purpose of this illustration, we set µmin = 2 and µmax = 12. The tick marks between µmin
and µmid indicate the beginning and end of the subintervals of (µmin,µmid) in which the
definitions of the plotted functions change from one subfunction to another.

First, for all k ∈ Bmax we obtain from equation (5.32), the first equation in (5.35),
and the definition of the function η(b) that

λk,N(µ) =



3
4 µmin +

1
4 µmid, if µ ∈

( 3
4 µmin +

1
4 µmid, 1

2 µmin +
1
2 µmid

]
,

− 1
4 µmin − 3

4 µmid + 2µ, if µ ∈
( 1

2 µmin +
1
2 µmid, 1

4 µmin +
3
4 µmid

)
,

2µmid − µ, if µ ∈ (µmid,µmax),

µmin, if µ ∈ [0,µmin] ∪ [µmax,∞).

Two consequences of this equation are the relations

µmin ∈ SN and
( 3

4 µmin +
1
4 µmid, 1

2 µmin +
1
2 µmid

]
6⊆ SN , (5.42)

the latter of which holds true since for all µ in that set we have λk,N(µ) < µ. As
far as the remaining two µ-regions are concerned, we can deduce that they are
not subsets of SN from the equivalences

− 1
4 µmin − 3

4 µmid + 2µ < µ ⇐⇒ µ < 1
4 µmin +

3
4 µmid

and

2µmid − µ < µ ⇐⇒ µmid < µ.

It remains to show that the so far disregarded values of k, i.e., k ∈ B \ Bmax, cannot
account for further elements of SN . Regarding this, note that by definition of the
set Bmax we have

λ(s)
N (k′) < λ(s)

N (k) for all k′ ∈ B \ Bmax and all k ∈ Bmax.
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Hence, from equation (5.32) and our previous reasoning in this part of the proof
we obtain

λk′,N(µ) < λk,N(µ) ≤ µ for all k′ ∈ B \ Bmax, all k ∈ Bmax, and all µ ∈ [µmin,∞).

This allows us to finally conclude, by (5.41) and the relation on the left-hand side
of (5.42), that

SN =
[
µmin, 3

4 µmin +
1
4 µmid

]
∪
[ 1

4 µmin +
3
4 µmid,µmid

]
,

which is not an interval.

Ad (c): This third and final part of our proof is concerned with the existence of
an isolated point in the spectrum of the operator pencil A . A λ-nonlinearity
resulting in this phenomenon is given by that of the function η(c) : [0,∞)→ R

defined by

η(c)(µ) :=



[
1 + (µ−µmin)

2

µmin(µmid−µmin)

]−1
, if µ ∈ (µmin,µmid],

µmin
2µmid−µ , if µ ∈ (µmid,µmax),

1, otherwise,

(5.43)

where, as before, µmid = 1
2 (µmin + µmax). Note that this function is continuous

and satisfies the estimate 0 < µmin
µmid
≤ η(c)(µ) ≤ 1 for all µ ∈ [0,∞), meaning that

for ξ = ξ (s)η(c) the assumptions of the theorem are fulfilled. In the tradition of the
above, Figure 5.8 provides a qualitative plot of the functions η(c) and 1/η(c).
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FIGURE 5.8 — Qualitative plots of the functions η(c) and 1/η(c) defined in (5.43). For the
purpose of this illustration, we set µmin = 2 and µmax = 12.

As a first observation, we remark that an isolated point of σ(A ) cannot
lie in the region within which η(c) equals 1, i.e., [0,µmin] ∪ [µmax,∞), since it
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were then also an isolated point of σ(A), thereby contradicting the corollary to
Theorem 4.1.8. Furthermore, the equality

η(c)(µ) = η(a)(µ) for all µ ∈ (µmid,µmax), (5.44)

allows us to build upon the reasoning from the first part of this proof (see, in
particular, the inequalities (5.39) and their derivation) and implies that

(µmid,µmax) 6⊆ σ(Ak) ⊆ σ(A ) for all k ∈ B. (5.45)

Thus, it only remains to consider the interval (µmin,µmid] or rather the eigenvalues
of the operators Aµ,k for µ in this region. They are given by

λk,n(µ) =

[
1 +

(µ− µmin)
2

µmin(µmid − µmin)

]
λ(s)

k,n for all k ∈ B and all n ∈N, (5.46)

due to equation (5.32). This implies, in particular, that

λk,N(µ) = µmin +
(µ− µmin)

2

µmid − µmin
for all k ∈ Bmax, (5.47)

using the first equation in (5.35). Here, the segment of the rescaled parabola
µ 7→ (µ−µmin)

2

µmid−µmin
which is added to the constant µmin is precisely what is causing an

isolated point in σ(A ).
This can be seen as follows: First, for all k ∈ Bmax we have λk,N(µ) = µ if and

only if µ ∈ {µmin,µmid}, as an easy consequence of solving the corresponding
quadratic equation or directly from (5.47). This relation implies

{µmin,µmid} ⊂ σ(Ak) for all k ∈ Bmax

and thus, by the spectral equality (5.15),

{µmid} ∪ σ(A) ⊆ σ(A ) (5.48)

where we took into account that µmin is an element of σ(A) by virtue of it being
the lower bound of the (open) spectral gap GN .

Next, we show that the previous inclusion is in fact an equality and that
µmid is an isolated point in σ(A ). To prove the former, in view of (5.45), we
may restrict ourselves to looking for further spectrum of the operator pencils Ak
within the interval (µmin,µmid). In this µ-range, however, we have λk,N(µ) < µ

for all k ∈ Bmax by equation (5.47) and parabolicity. Therefore, we obtain from
equation (5.46) for all k ∈ B and all µ ∈ (µmin,µmid) the chain of inequalities

λk,1(µ) ≤ · · · ≤ λk,N(µ) < µ < µmax ≤ λ(s)
k,N+1 ≤ λk,N+1(µ) ≤ λk,N+2(µ) ≤ · · · ,

based on the very same reasoning that led to (5.39) in part (a) of this proof. Hence,
for no k ∈ B and no n ∈N does a mapping (µmin,µmid) 3 µ 7→ λk,n(µ) possess a
fixed point and we can conclude the asserted equality in (5.48), i.e.,

σ(A ) = σ(A) ∪ {µmid}. (5.49)
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This also implies that the point µmid is isolated in σ(A ) since, as it lies in the
open spectral gap of the operator A, for some δ > 0 we have Uδ(µmid) ⊂ ρ(A)

and thus, note the equality (5.49), Uδ(µmid) \ {µmid} 6⊂ σ(A ). This finishes our
consideration of the third example, and thereby completes the proof of Theo-
rem 5.3.1.

To close this section, we remark that more sophisticated examples than those
constructed above can also generate all three mentioned spectral phenomena
at once. Their exact configuration can be easily derived from the discussed
examples, but shall not be included here. Nevertheless, it surely became apparent
that a seemingly simple λ-nonlinearity of our eigenvalue problem (5.4) can result
in noticeable spectral consequences.

5.4 BASICITY AND COMPLETENESS OF THE EIGENFUNC-
TIONS IN CERTAIN SETTINGS

Thus far in this chapter we focused on studying the spectrum of the operator
pencils Ak. Knowing by now that they are purely discrete under appropriate
assumptions, we move our focus towards the corresponding eigenfunctions.
Specifically, we are interested in the question under what conditions their com-
pleteness or basicity in L2(Ω) can be shown. We remark that this is not only of
mathematical interest, but also important in applications. For instance, it allows
to efficiently deduce certain (local) density of states functions for the studied
photonic crystals (see [McP04] and the references therein).

In the two subsections that follow, we present different sets of assumptions on
the properties of the considered material that allow us to prove a completeness
result in one and even a basicity theorem in the other case. At this, unsurpris-
ingly, the dispersiveness of the λ-nonlinear Maxwell eigenvalue problem for
TM-polarized waves (5.4) generates difficulties. What both of these settings have
in common are the following basic assumptions which shall hold in the whole
of this section. We formulate them right below for the coefficient function ξ,
but remind the reader that the relation to the underlying physical quantity, the
relative permittivity εr, is given by

ξ(x,µ) = εr(x, c0
√

µ) for all x ∈R2 and all µ ∈ [0,∞),

where µ is the renamed spectral variable λ = ω2/c2
0 and incorporates the frequency

of the studied time-harmonic wave.

Assumptions 5.4.1 (Basic assumptions on ξ if eigenfunctions of Ak are studied).
We suppose that ξ ∈ C([0,∞); L∞(R2;R)) is such that

(a) for all µ ∈ [0,∞) the function ξ(·,µ) is Z2-periodic, i.e.,

ξ(x,µ) = ξ(x + a,µ) for a. a. x ∈R2 and all a ∈Z2;
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(b) for all µ ∈ [0,∞) and some positive constant ξmin we have

ξmin ≤ ξ(x,µ) ≤ ‖ξ(·,µ)‖L∞(R2) =: ξmax(µ) for a. a. x ∈R2;

(c) the function µ 7→ µξ(x,µ) is strictly monotonically increasing on (0,∞) for almost
all x ∈Ω.

Certainly, these are exactly the requirements of Theorem 5.2.6, so that, within
this section and for all k ∈ B, the spectrum of the operator pencil Ak is purely
discrete and consists of a sequence { ∗µk,n}n∈N of non-negative and increasingly
ordered λ-nonlinear eigenvalues tending to infinity. The corresponding sequence
{
∗

ψk,n}n∈N ⊂ H2
k-per(Ω) ⊂ H2

loc(R
2) of eigenfunctions, from now on also referred

to as λ-nonlinear Bloch waves, satisfies

0 = Ak(
∗
µk,n)

∗
ψk,n = −

1
ξ(·, ∗µk,n)

∆
∗

ψk,n −
∗
µk,n

∗
ψk,n for all n ∈N. (5.50)

Rephrasing the above, we are interested in finding out whether {
∗

ψk,n}n∈N is
complete in L2(Ω) or even a basis of that space. The only easily established result
in this direction is stated next.

Proposition 5.4.2. For all k ∈ B eigenfunctions of the operator pencil Ak which corre-
spond to different eigenvalues are pairwise linearly independent.

Proof. Let k ∈ B be fixed and consider for n,m ∈N the eigenvalues ∗
µk,n and ∗

µk,m

of Ak with associated eigenfunctions
∗

ψk,n and
∗

ψk,m. Without loss of generality
let ∗

µk,n <
∗
µk,m. Now, if 0 = αn

∗
ψk,n + αm

∗
ψk,m almost everywhere in Ω for some

αn,αm ∈C, not both being zero, then an application of the Laplace operator yields

0 = αn ∆
∗

ψk,n + αm ∆
∗

ψk,m

= −αn
∗
µk,n ξ(·, ∗µk,n)

∗
ψk,n − αm

∗
µk,m ξ(·, ∗µk,m)

∗
ψk,m

= −αn
∗

ψk,n
[ ∗
µk,n ξ(·, ∗µk,n)−

∗
µk,m ξ(·, ∗µk,m)

]
a. e. in Ω.

Hence,

αn = 0 or ∗
µk,n ξ(·, ∗µk,n) =

∗
µk,m ξ(·, ∗µk,m) a. e. in {x ∈Ω |

∗
ψk,n(x) 6= 0}.

Note that the equality on the right-hand side is supposed to hold on a set of
positive measure since

∗
ψk,n is an eigenfunction. Therefore, it contradicts the

monotonicity requirement stated in part (c) of Assumptions 5.4.1 in view of the
inequality ∗

µk,n <
∗
µk,m. This implies αn = 0, giving αm = 0 and thus the claim.

Pairwise linear independence of the λ-nonlinear Bloch waves is, of course,
still a lot less than what we are aiming for in this section. To understand what
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exactly is so complicated about our task, we rewrite, for k ∈ B and n ∈N, the
eigenvalue equation (5.50) as

− 1
ξ(·, ∗µk,n)

∆
∗

ψk,n =
∗
µk,n

∗
ψk,n.

This is clearly trivial, but reminds us that
∗

ψk,n is an eigenfunction of the operator
Aµ,k, where µ =

∗
µk,n, introduced in the beginning of this chapter (see (5.9)).

Therefore, by the λ-linear theory (see Lemma 5.2.1)
∗

ψk,n is an element of the
〈·, ·〉

ξ(·, ∗µk,n)
-orthonormal basis{
ψk,1(

∗
µk,n), ψk,2(

∗
µk,n), . . . , ψk,n−1(

∗
µk,n),

∗
ψk,n, ψk,n+1(

∗
µk,n), . . .

}
of L2(Ω). The important consequence here is that any other λ-nonlinear eigen-
function

∗
ψk,m, say, which corresponds to an eigenvalue ∗

µk,m 6=
∗
µk,n, is part of an

orthonormal basis with respect to a generally differently weighted inner product.
In particular,∥∥∥ ∗ψk,n

∥∥∥
ξ(·, ∗µk,n)

= 1 but, possibly,
∥∥∥ ∗ψk,n

∥∥∥
ξ(·, ∗µk,m)

6= 1.

Summing up, each λ-nonlinear eigenfunction is uniquely assigned an in-
tegration weight function, which depends itself on the particular λ-nonlinear
eigenvalue. Thus, in general, there is no a priori knowledge about terms such
as 〈

∗
ψk,n,

∗
ψk,m〉ξ(·, ∗µk,n)

or any differently weighted variant thereof. In view of
this, unsurprisingly, the arguments that allow us to conclude the basis prop-
erty of the eigenfunctions in the λ-linear setting1—heavily making use of their
orthonormality—are of no avail to us. For further restricted coefficient functions
ξ, and by means of more advanced techniques, however, we shall be successful
in spite of these obstacles. This is presented next within this section.

5.4.1 THE HIGH-FREQUENCY NONDISPERSIVE CASE (BASICITY)

The first class of λ-nonlinear problems whose eigenfunctions we shall analyze
model what we call high-frequency nondispersive media. This notion is motivated
by the underlying physics and expresses that the relative permittivity of the
studied dispersive photonic crystal has a frequency-dependence that is negligible
above a certain threshold. Hence, such a nanostructure can be considered as
nondispersive for high frequencies. Formally, i.e., translated into a requirement
on the coefficient function ξ, we thus demand the following:

Assumptions 5.4.3 (Entire assumptions on ξ in the high-frequency nondispersive
case). Let Assumptions 5.4.1 hold and suppose further that for some µ̃ > 0 we have

ξ(x,µ) = ξ(x, µ̃) =: ξ̃(x) for a. a. x ∈R2 and all µ ∈ [µ̃,∞). (5.51)
1Which is then, but not in the λ-nonlinear case, the same as their completeness (see the treatise

in the preliminaries; particularly Theorem 2.2.9).
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Remark. The above-mentioned threshold frequency is given by ω̃ = c0
√

µ̃, which
can be seen by recalling the definition of ξ (see (5.3)).

To begin our analysis of the high-frequency nondispersive case, we note that
only finitely many eigenvalues of any operator pencil Ak can be smaller than µ̃.
That is because they are of finite multiplicity and tend to infinity by Theorem 5.2.6.
Thus, for all k ∈ B there exists some Nk ∈N such that

∗
µk,1 ≤ · · · ≤

∗
µk,Nk ≤ µ̃ <

∗
µk,Nk+1 ≤

∗
µk,Nk+2 ≤ · · · . (5.52)

Note that this implicitly requires that µ̃ is sufficiently large, so that at least the
first λ-nonlinear eigenvalue is smaller than this threshold for all k ∈ B.1

An important fact to note here is that the eigenvalues which are greater than
or equal to µ̃ are, by our assumption (5.51), those of the λ-linear spectral problem
for the operator Ãk : D(Ãk)→ L2

ξ̃
(Ω) defined in L2

ξ̃
(Ω), and for all k ∈ B, by

D(Ãk) := H2
k-per(Ω), Ãku := −1

ξ̃
∆u. (5.53)

If we denote the eigenvalues and -functions of Ãk by {λ̃k,n}n∈N and {ψ̃k,n}n∈N,
respectively, we find

∗
µk,n = λ̃k,n and

∗
ψk,n = ψ̃k,n for all n ≥ Nk + 1. (5.54)

Observe also that the set {
∗

ψk,n}n∈N of λ-nonlinear eigenfunctions, for which we
aim to show the basis property, can be rewritten as

Wk := {
∗

ψk,n | 1≤ n ≤ Nk} ∪ {ψ̃k,n | n ≥ Nk + 1},

where we know from Theorem 4.1.5 that

〈ψ̃k,n, ψ̃k,m〉ξ̃ = δnm for all n,m ∈N. (5.55)

This orthonormality property shows that only finitely many elements of Wk,
namely those that are no eigenfunctions of Ãk, are not orthonormal with respect
to the inner product 〈·, ·〉ξ̃ . In other words, our assumption of a high-frequency
nondispersive behavior of the studied medium, i.e., (5.51), results in an only
finite-dimensional perturbation of the orthonormal basis {ψ̃k,n}n∈N of L2

ξ̃
(Ω).

So as to obtain a shorter and more comprehensible proof of our basicity
theorem further below, we next provide three important lemmata. The first of
them gives a characterization of the basis property of Wk.

Lemma 5.4.4. For all k ∈ B the λ-nonlinear eigenfunctions Wk of the operator pencil
Ak form an unconditional basis of L2

ξ̃
(Ω) if and only if the matrix

Mk :=
(
〈ψ̃k,n,

∗
ψk,m〉ξ̃

)Nk

n,m=1
(5.56)

is invertible.
1This assumption is justified, since otherwise the considered spectral problem is fully λ-linear

for some k ∈ B (see (5.54)) and not of interest to us.
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Proof. Let k ∈ B be fixed. To begin with, we address the “only if” part of the
statement. Thereto, let us suppose that Wk is an unconditional basis of the space
L2

ξ̃
(Ω). Then, any function u in that space can be expanded as

u =
Nk

∑
n=1

ck,n(u)
∗

ψk,n +
∞

∑
n=Nk+1

ck,n(u) ψ̃k,n,

where the sequence of coefficients {ck,n(u)}n∈N ⊂ C is unique and the conver-
gence of the series (in norm) is unconditional. An inner product multiplication
of this equation with the elements of the 〈·, ·〉ξ̃-orthonormal basis {ψ̃k,n}n∈N of
L2

ξ̃
(Ω) equivalently yields

〈
u, ψ̃k,m

〉
ξ̃
=

Nk

∑
n=1

ck,n(u)
〈 ∗

ψk,n, ψ̃k,m

〉
ξ̃
+

∞

∑
n=Nk+1

ck,n(u)δnm for all m ∈N

using the relation (5.55). In other words,

〈
u, ψ̃k,m

〉
ξ̃
=


Nk

∑
n=1

ck,n(u)
〈 ∗

ψk,n, ψ̃k,m

〉
ξ̃

, for 1≤ m ≤ Nk,

Nk

∑
n=1

ck,n(u)
〈 ∗

ψk,n, ψ̃k,m

〉
ξ̃
+ ck,m(u), for m ≥ Nk + 1.

(5.57)

The equations for 1≤ m ≤ Nk can equivalently be written as


〈
u, ψ̃k,1

〉
ξ̃

...〈
u, ψ̃k,Nk

〉
ξ̃

 =


〈ψ̃k,1,

∗
ψk,1〉ξ̃ . . . 〈ψ̃k,1,

∗
ψk,Nk〉ξ̃

...
. . .

...

〈ψ̃k,Nk ,
∗

ψk,1〉ξ̃ . . . 〈ψ̃k,Nk ,
∗

ψk,Nk〉ξ̃


 ck,1(u)

...
ck,Nk(u)

 . (5.58)

Hence, the coefficients ck,1(u), . . . , ck,Nk(u), and with them also the remaining ones
(see the second line of (5.57)), can only be uniquely determined if the matrix on
the right-hand side, which is precisely Mk, is invertible. This finishes the first
part of our proof.

Next, to show the “if” part of the assertion, we assume the invertibility of
Mk and denote again by u an arbitrary element of L2

ξ̃
(Ω). Then, there holds the

estimate

Nk

∑
n=1
|〈u,

∗
ψk,n〉ξ̃ |

2 +
∞

∑
n=Nk+1

|〈u, ψ̃k,n〉ξ̃ |
2 ≤

(
1 +

Nk

∑
n=1
‖
∗

ψk,n‖2
ξ̃

)
‖u‖2

ξ̃
,

using the Cauchy-Schwarz and the Bessel inequality. Therefore, the elements of
Wk form a Bessel sequence (see part (a) of Definition 2.2.7) and expansions in
these functions are unconditionally convergent for all coefficient sequences in
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l2(N) by Theorem 2.2.8 in the preliminaries. Keeping this in mind, we set

ck,n(u) :=


[

M−1
k

(〈
u, ψ̃k,m

〉
ξ̃

)Nk

m=1

]
n

, for 1≤ n ≤ Nk,

〈
u, ψ̃k,n

〉
ξ̃
−
〈

Nk

∑
m=1

ck,m(u)
∗

ψk,m, ψ̃k,n

〉
ξ̃

, for n ≥ Nk + 1,
(5.59)

where [v]n denotes the nth entry of the column vector v. Observe here that for
n ≥ Nk + 1 we defined ck,n(u) as the difference of the nth Fourier coefficients
of the functions u and ∑Nk

m=1 ck,m(u)
∗

ψk,m with respect to the orthonormal basis
{ψ̃k,n}n∈N. Therefore, by Parseval’s identity, we find {ck,n(u)}n∈N ∈ l2(N). This
allows us to make use of the above-mentioned theorem, which gives the uncon-
ditional norm-convergence of the series

Nk

∑
n=1

ck,n(u)
∗

ψk,n +
∞

∑
n=Nk+1

ck,n(u) ψ̃k,n. (5.60)

To see that this is really an expansion of u, call the limit of the series v. Then,
proceeding as in the first part of our proof we obtain equations for the Fourier
coefficients of v with respect to the orthonormal basis {ψ̃k,n}n∈N. They, however,
are then equal to the right-hand sides of (5.57) and therefore, by our defini-
tion of the coefficient sequence {ck,n(u)}n∈N, equal to the Fourier coefficients
{
〈
u, ψ̃k,n

〉
ξ̃
}n∈N of u. The basis property of {ψ̃k,n}n∈N then necessarily gives v = u.

Hence, (5.60) is an unconditionally convergent expansion of u and also unique,
which is again a consequence of the reasoning of the first part of our proof and
the invertibility of Mk (see (5.57) and (5.58)).

Our second preliminary lemma concerns the eigenvalues of the operators
Aµ,k defined earlier in this chapter (see (5.9)). To recall the employed notation,
see also Lemma 5.2.1, part (a) of the remark thereafter, and the line below (5.7).

Lemma 5.4.5 ([WS72, Thm. 1.3.1]). Let k ∈ B and µ ∈ [0,∞). Furthermore, define
Uk,0(µ) := H1

k-per(Ω) \ {0} and, for all n ∈N,

Uk,n(µ) :=
{

u ∈ H1
k-per(Ω) \ {0}

∣∣ 〈u,ψk,m(µ)〉ξµ
= 0 for 1≤ m ≤ n

}
.

Then the eigenvalues of the operator Aµ,k can be characterized as

λk,n(µ) = min
u∈Uk,n−1(µ)

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

for all n ∈N. (5.61)

Remark. A similar characterization of eigenvalues holds for a wide class of opera-
tors that are of interest in mathematical physics. In particular, it is valid for any
operator acting on functions in L2(Ω) (with arbitrary integration weight function)
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that we introduced so far. This is made precise in the first three chapters of the
cited source, which also contain interesting historical information. Note that
in contrast to the min-max principle presented as part of Theorem 4.1.5 (which
is, of course, also valid for the operators considered here), the equations (5.61)
characterize the nth eigenvalue explicitly in terms of the first n− 1 eigenfunctions.
This dependence can sometimes be disadvantageous, but we will benefit greatly
from it right below.

The third and final preparing lemma which we present in this subsection
links, in a sense, its two predecessors and provides us with an important integral
estimate to be used later on in our work. Besides, this result finds immediate
application in the proof of the main theorem of the high-frequency nondispersive
case presented thereafter.

Lemma 5.4.6. Let k ∈ B and denote by µ1,µ2, . . . ,µR,µR+1 all the different λ-nonlinear
eigenvalues of the operator pencil Ak within the interval [ ∗µk,1, ∗µk,Nk+1], i.e.,

∗
µk,1 =: µ1 < µ2 < · · · < µR := ∗

µk,Nk <
∗
µk,Nk+1 =: µR+1. (5.62)

Further, set S0 := 1 and, for 1≤ r ≤ R, let sr be the multiplicity of µr as well as

Sr :=
r

∑
ρ=1

sρ and Mk,r :=
(
〈ψk,n(µr+1),

∗
ψk,m〉ξµr+1

)Sr

n,m=1
.

Then, for 1≤ r ≤ R the matrix Mk,r is invertible and∫
Ω
|∇Ψ(x)|2 dx ≤ µr

∫
Ω

ξ(x,µr) |Ψ(x)|2 dx, (5.63)

where Ψ is an arbitrary linear combination of the functions
∗

ψk,1, . . . ,
∗

ψk,Sr .

Proof. We will show both assertions of the lemma with a single proof by induc-
tion on r. First, though, let us note that the strict ordering of the λ-nonlinear
eigenvalues in (5.62) and part (c) of Assumptions 5.4.1 imply

µ1 ξ(·,µ1) < µ2 ξ(·,µ2) < . . . < µR ξ(·,µR) < µR+1 ξ(·,µR+1) a. e. on Ω, (5.64)

which is crucial to this proof.
As for the induction basis, let r = 1 and suppose Mk,1 were singular, i.e.,

Mk,1c = 0 for some c = (c1, . . . , cS1)
T ∈ CS1 \ {0}. Then, using the notation of

Lemma 5.4.5,

Ψ :=
S1

∑
m=1

cm
∗

ψk,m ∈Uk,S1(µ2), (5.65)

which can be seen as follows: Firstly,
∗

ψk,m = ψk,m(µ1) for 1 ≤ m ≤ S1 and thus,
since the eigenfunctions ψk,1(µ1), . . . ,ψk,S1(µ1) are linearly independent, Ψ 6= 0.
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Secondly, Mk,1c = 0 implies 〈Ψ,ψk,n(µ2)〉ξµ2
for 1 ≤ n ≤ S1, giving, as claimed,

(5.65). Therefore, the just-mentioned lemma yields

µ2 =
∗
µk,S1+1 (5.66)

= λk,S1+1(
∗
µk,S1+1)

= λk,S1+1(µ2) = min
u∈Uk,S1

(µ2)

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ2)|u(x)|2 dx

≤

∫
Ω
|∇Ψ(x)|2 dx∫

Ω
ξ(x,µ2)|Ψ(x)|2 dx

.

On the other hand, by the eigenvalue equations for the λ-nonlinear eigenfunc-
tions we have

−∆Ψ =
S1

∑
m=1

cm(−∆
∗

ψk,m) =
S1

∑
m=1

cm
∗
µk,mξ(·, ∗µk,m)

∗
ψk,m

= µ1ξ(·,µ1)
S1

∑
m=1

cm
∗

ψk,m = µ1ξ(·,µ1)Ψ,

(5.67)

giving, by means of partial integration (compare to footnote 1 on p. 53 and to part
(b) of the remarks following Theorem 4.1.3 regarding the vanishing boundary
terms),∫

Ω
|∇Ψ(x)|2 dx =

∫
Ω

[
− ∆Ψ(x)

]
Ψ(x) dx

=
∫

Ω
µ1ξ(x,µ1)|Ψ(x)|2 dx < µ2

∫
Ω

ξ(x,µ2)|Ψ(x)|2 dx,
(5.68)

where the inequality is a consequence of (5.64) and Ψ 6= 0. This, however, contra-
dicts (5.66), meaning that Mk,1 is invertible. In addition, note that (5.67) and the
equalities in (5.68) still hold if Ψ is taken to be an arbitrary linear combination of
the functions

∗
ψk,1, . . . ,

∗
ψk,S1 instead of one having a coefficient vector in the kernel

of Mk,1. Hence, the induction basis for the second claim we intend to prove, i.e.,
(5.63) in the case r = 1, is also shown.

To proceed, we assume that both assertions of the lemma hold for some
r ∈ {1, . . . , R− 1} and first prove that

∗
ψk,1, . . . ,

∗
ψk,Sr+1 are linearly independent. (5.69)

Thereto, suppose ∑Sr+1
m=1 cm

∗
ψk,m = 0 for some c1, . . . , cSr+1 ∈ C. Then, we have

Sr

∑
m=1

cm
∗

ψk,m = −
Sr+1

∑
m=Sr+1

cm
∗

ψk,m = −
Sr+1

∑
m=Sr+1

cmψk,m(µr+1). (5.70)

Inner product multiplications of this equation with ψk,1(µr+1), . . . ,ψk,Sr(µr+1)

yield

Sr

∑
m=1

cm〈
∗

ψk,m,ψk,n(µr+1)〉ξµr+1
= 0 for 1≤ n ≤ Sr,
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using that {ψk,n(µr+1)}n∈N is an orthonormal system with respect to 〈·, ·〉ξµr+1
.

In other words, Mk,r(c1, . . . , cSr)
T = 0 and hence, by our induction hypothesis,

c1 = . . . = cSr = 0. The right-hand side of (5.70)—which is a linear combination
of linearly independent eigenfunctions—therefore vanishes so that we also get
cSr+1 = . . . = cSr+1 = 0 and, as a consequence, (5.69).

In order to show that Mk,r+1 is invertible, we proceed similar to the case
r = 1 and suppose that there were some c = (c1, . . . , cSr+1)

T ∈ CSr+1 \ {0} such that
Mk,r+1c = 0. Together with (5.69) this allows us to conclude that

Ψ :=
Sr+1

∑
m=1

cm
∗

ψk,m ∈Uk,Sr+1(µr+2). (5.71)

Hence, due to Lemma 5.4.5,

µr+2 =
∗
µk,Sr+1+1 = λk,Sr+1+1(

∗
µk,Sr+1+1)

= λk,Sr+1+1(µr+2)

= min
u∈Uk,Sr+1

(µr+2)

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µr+2)|u(x)|2 dx

≤

∫
Ω
|∇Ψ(x)|2 dx∫

Ω
ξ(x,µr+2)|Ψ(x)|2 dx

.

(5.72)

Just as in the first part of this proof, the last inequality will eventually result in a
contradiction. To see this, we first note that, as before, integration by parts gives∫

Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx

=
∫

Ω

[
− ∆

∗
ψk,n(x)

] ∗
ψk,m(x) dx

=
∗
µk,n

∫
Ω

ξ(x, ∗µk,n)
∗

ψk,n(x)
∗

ψk,m(x) dx

=
∗
µk,m

∫
Ω

ξ(x, ∗µk,m)
∗

ψk,n(x)
∗

ψk,m(x) dx for 1≤ n,m ≤ Sr+1.

(5.73)

Here, so as to arrive at the last equality, we used the symmetric structure of the
term on the left-hand side and the real-valuedness of both ξ and the λ-nonlinear
eigenvalues. Immediately utilizing (5.73), combined with the fact that ∗µk,m = µr+1

for Sr + 1≤ m ≤ Sr+1, we get∫
Ω
|∇Ψ(x)|2 dx =

Sr+1

∑
n,m=1

cncm

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx

=
Sr

∑
n,m=1

cncm

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx
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+
Sr+1

∑
n,m=1

n>Sr or m>Sr

cncm

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx

=
Sr

∑
n,m=1

cncm

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx

+
Sr+1

∑
n,m=1

n>Sr or m>Sr

cncm µr+1

∫
Ω

ξ(x,µr+1)
∗

ψk,n(x)
∗

ψk,m(x) dx.

(5.74)

Next, the so far unused part of our induction hypothesis, i.e., the validity
of (5.63), comes into play and allows us to estimate the first sum on the last
right-hand side as follows:

Sr

∑
n,m=1

cncm

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx =

∫
Ω

∣∣∣∣∇( Sr

∑
m=1

cm
∗

ψk,m(x)
)∣∣∣∣2 dx (5.75)

≤ µr

∫
Ω

ξ(x,µr)

∣∣∣∣ Sr

∑
m=1

cm
∗

ψk,m(x)
∣∣∣∣2 dx

≤ µr+1

∫
Ω

ξ(x,µr+1)

∣∣∣∣ Sr

∑
m=1

cm
∗

ψk,m(x)
∣∣∣∣2 dx,

the last inequality being a consequence of (5.64). Together with (5.74) we therefore
find∫

Ω
|∇Ψ(x)|2 dx ≤ µr+1

∫
Ω

ξ(x,µr+1)

∣∣∣∣ Sr

∑
m=1

cm
∗

ψk,m(x)
∣∣∣∣2 dx

+
Sr+1

∑
n,m=1

n>Sr or m>Sr

cncm µr+1

∫
Ω

ξ(x,µr+1)
∗

ψk,n(x)
∗

ψk,m(x) dx

= µr+1

∫
Ω

ξ(x,µr+1)

∣∣∣∣ Sr+1

∑
m=1

cm
∗

ψk,m(x)
∣∣∣∣2 dx (5.76)

< µr+2

∫
Ω

ξ(x,µr+2)|Ψ(x)|2 dx,

where, once more, (5.64) and Ψ 6= 0 have been used in the last step. This inequality
gives the desired contradiction to (5.72) and thus the invertibility of the matrix
Mk,r+1. Furthermore, similar to the case r = 1, from (5.73) onwards we nowhere
used the fact that the coefficient vector c of Ψ (see (5.71)) lies in the kernel of
Mk,r+1. Hence, all but the last line of (5.76) also hold if Ψ is replaced by an
arbitrary linear combination of the functions

∗
ψk,1, . . . ,

∗
ψk,Sr+1 , which finally yields

the asserted integral estimate (5.63). This closes the proof.

With the necessary auxiliary results at hand, we formulate our basicity theo-
rem for the λ-nonlinear Maxwell eigenvalue problem for TM-polarized waves.
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Theorem 5.4.7 (Riesz basicity in the high-frequency nondispersive case). For all
k ∈ B the λ-nonlinear eigenfunctions Wk = {

∗
ψk,n | 1≤ n≤ Nk} ∪ {ψ̃k,n | n≥ Nk + 1}

of the operator pencil Ak form a Riesz basis of L2
ξ̃
(Ω).

Proof. Let k ∈ B be fixed. By Theorem 2.2.12 the assertion follows if we can prove
that Wk is bounded in the sense of part (b) of Definition 2.2.2 and an unconditional
basis of L2

ξ̃
(Ω). The former property is readily seen to hold since firstly

0 <
ξmin

max
1≤n≤Nk

ξmax(
∗
µk,n)

≤
∥∥∥ ∗ψk,n

∥∥∥2

ξ̃
≤ ξmax(µ̃)

ξmin
for 1≤ n ≤ Nk

by part (b) of Assumptions 5.4.1, and secondly
∥∥ψ̃k,n

∥∥
ξ̃
= 1 for n ≥ Nk + 1 as the

latter functions are elements of an orthonormal basis with respect to 〈·, ·〉ξ̃ . Hence,
due to Lemma 5.4.4 it only remains to show that the matrix Mk is invertible. This,
however, is readily seen to be a consequence of Lemma 5.4.6. In its notation, and
by the definition of ξ̃ (see (5.51)), we find ξ̃ = ξ(·, µ̃) = ξ(·, ∗µk,Nk+1) = ξ(·,µR+1)

and therefore ψ̃k,n = ψk,n(µ̃) = ψk,n(µR+1) for all n ∈N. Hence, since furthermore
Nk = SR, it follows that

Mk =
(
〈ψ̃k,n,

∗
ψk,m〉ξ̃

)Nk

n,m=1
=
(
〈ψk,n(µR+1),

∗
ψk,m〉ξµR+1

)SR

n,m=1
= Mk,R

and, as was already suggested, this matrix is invertible on account of the last
lemma. Therewith, the proof is finished.

Remarks.

(a) Of course, by the equivalence of L2
ξ̃
(Ω) and L2(Ω) the λ-nonlinear eigenfunc-

tions of any operator pencil Ak also form a Riesz basis of the latter space.

(b) By the just proved result and the remark following Theorem 2.2.12 there
exists for all k ∈ B an isomorphism Tk : L2

ξ̃
(Ω)→ L2

ξ̃
(Ω) such that

Tk
∗

ψk,n = ψ̃k,n for 1≤ n ≤ Nk and Tkψ̃k,n = ψ̃k,n for n ≥ Nk + 1

as well as an inner product on L2(Ω), equivalent to 〈·, ·〉ξ̃ , with respect to
which the λ-nonlinear eigenfunctions Wk constitute an orthonormal basis.
Moreover, the unconditionally convergent and unique expansion of a func-
tion u ∈ L2

ξ̃
(Ω) in the Riesz basis Wk has the form

u =
Nk

∑
n=1
〈u, T∗k ψ̃k,n〉ξ̃

∗
ψk,n +

∞

∑
n=Nk+1

〈u, T∗k ψ̃k,n〉ξ̃ ψ̃k,n.

On the other hand, by means of the expansion coefficients which we derived
in the second part of the proof of Lemma 5.4.4 (see (5.59)),

u =
Nk

∑
n=1

ck,n(u)
∗

ψk,n +
∞

∑
n=Nk+1

ck,n(u)ψ̃k,n.
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Hence, ck,n(u) = 〈u, T∗k ψ̃k,n〉ξ̃ = 〈Tku, ψ̃k,n〉ξ̃ for all n ∈N and therefore, by
Parseval’s identity,

‖Tk‖B(L2
ξ̃
(Ω)) = sup

u∈L2(Ω)
‖u‖

ξ̃
=1

(
∞

∑
n=1
|〈Tku, ψ̃k,n〉ξ̃ |

2

)1/2

= sup
u∈L2(Ω)
‖u‖

ξ̃
=1

(
∞

∑
n=1
|ck,n(u)|2

)1/2

,

meaning that the coefficient functionals u 7→ ck,n(u), as expected, measure the
non-orthogonality of the Riesz basis {

∗
ψk,n | 1≤ n≤ Nk} ∪ {ψ̃k,n | n≥ Nk + 1}.

Having established the basis property of the λ-nonlinear Bloch waves in the
high-frequency nondispersive case, we close this subsection and move on to a
more general setting in which the last theorem shall play the role of an auxiliary
tool (see the proof of part (a) of Proposition 5.4.13).

5.4.2 THE ASYMPTOTICALLY NONDISPERSIVE CASE

(COMPLETENESS)

While the basicity result we have just proved is certainly of interest in its own
right, we are, of course, interested in obtaining similar results for more general
λ-nonlinear spectral problems for dispersive photonic crystals. A quite canonical
idea here is to essentially consider the limit µ̃→ ∞ in (5.51). In other words,
instead of assuming that a modeled structure is behaving nondispersively for
frequencies greater than a finite threshold, we impose such a behavior only in
the limit as the frequency tends to infinity. Expressed in terms of the coefficient
function ξ of the operator pencils Ak our precise requirements are stated right
below. If the relative permittivity of a given photonic crystal is such that these
assumptions are fulfilled, we call the medium asymptotically nondispersive.

Assumptions 5.4.8 (Basic assumptions on ξ in the asymptotically nondispersive
case). Let Assumptions 5.4.1 hold and suppose further that for some ξ̃ ∈ L∞(R2;R),
which shall satisfy Assumptions 4.1.1, we have∥∥∥∥1− ξ(·,µ)

ξ̃

∥∥∥∥
L∞(Ω)

→ 0 as µ→∞. (5.77)

Remark. The requirement on ξ̃ simply means that the spectral problem (4.3)
with this function in place of the relative permittivity is governed by the theory
presented in Chapter 4. In particular, ξ̃ is Z2-periodic and essentially bounded
below and above by positive constants ξ̃min and ξ̃max. Hence, the requirement
(5.77) and ‖ ξ̃ − ξ(·,µ)‖L∞(Ω) → 0 as µ → ∞ are equivalent, but we chose to
impose the stated condition as it appears more naturally in our analysis. Note
also that this is in line with the discussion presented in Section 3.3. Therein, we
argued on physical grounds that the relative permittivity εr, thus also ξ, converges
to the constant vacuum permittivity ε0 as the frequency tends to infinity (see
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(3.35)). Since ξ̃ is allowed to be a function of space, our model here is more
general, but clearly also more interesting mathematically.

As their name suggests, Assumptions 5.4.8 do not yet constitute the entire set
of restrictions which we impose on ξ in the course of the current subsection. In
order to successfully prove a completeness result for the λ-nonlinear eigenfunc-
tions of the operator pencils Ak, stronger assumptions, mostly on the rate of the
convergence in (5.77), will become necessary later on. Before we go into details,
we present in the subsequent paragraph important preliminary results.

5.4.2.1 AUXILIARIES AND AN ABSTRACT COMPLETENESS THEOREM

In properly asymptotically nondispersive cases no threshold µ̃ as in (5.51) exists.
Nevertheless, we shall reuse the corresponding “tilde-notation” introduced in
Subsection 5.4.1. This seems appropriate, since again all quantities that carry
such an accent mark stem from a λ-linear eigenvalue problem, namely that for
the operator Ãk : D(Ãk)→ L2

ξ̃
(Ω) in L2

ξ̃
(Ω) given for k ∈ B by

D(Ãk) := H2
k-per(Ω), Ãku := −1

ξ̃
∆u.

Clearly, this is formally the same operator as the equally denoted one in the
high-frequency nondispersive case (see (5.53)). However, for the eigenvalues and
-functions of this operator, in relation to those of the operator pencil Ak, we now
generally obtain

∗
µk,n 6= λ̃k,n and

∗
ψk,n 6= ψ̃k,n for all n ∈N,

in contrast to the equalities (5.54). This is, of course, complicating our analysis
and we cannot expect to address the question of completeness of the λ-nonlinear
Bloch waves {

∗
ψk,n}n∈N by similar means as in the previous subsection.

What we intend to do instead is based on the reasonable assumption that if µ

is sufficiently large, and thus the norm-distance between ξ(·,µ) and ξ̃ is small in
view of (5.77), then the same is expected to be true for large enough eigenvalues
∗
µk,n and λ̃k,n and the corresponding eigenfunctions. We postpone specifying the
rather vague terms “small” and “closeness of eigenfunctions” to further below.
The part of our conjecture that concerns eigenvalues, on the other hand, shall be
clarified just yet:

Lemma 5.4.9. For all k ∈ B the eigenvalues of Ak and Ãk satisfy

| ∗µk,n − λ̃k,n| ≤
∗
µk,n

∥∥∥∥1− ξ(·, ∗µk,n)

ξ̃

∥∥∥∥
L∞(Ω)

for all sufficiently large n ∈N in the sense that the norm on the right-hand side is less
than or equal to one.
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Proof. Let k ∈ B be fixed and let µ0 ∈ [0,∞) be such that∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

≤ 1 for all µ ∈ [µ0,∞). (5.78)

Note that such a number µ0 exists due to Assumptions 5.4.8 (see (5.77)). Now,
for all µ ∈ [0,∞) and all nonzero u ∈ H1

k-per(Ω) we have∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

−

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ̃(x)|u(x)|2 dx

=

∫
Ω
|∇u(x)|2 dx ·

∫
Ω

ξ̃(x)
(

1− ξ(x,µ)
ξ̃(x)

)
|u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx ·

∫
Ω

ξ̃(x)|u(x)|2 dx

≤
∥∥∥∥1− ξ(·,µ)

ξ̃

∥∥∥∥
L∞(Ω)

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

.

(5.79)

Hence, for µ and u unchanged,∫
Ω
|∇u(x)|2 dx∫

Ω
ξ(x,µ)|u(x)|2 dx

(
1−

∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

)
≤

∫
Ω
|∇u(x)|2 dx∫

Ω
ξ̃(x)|u(x)|2 dx

.

Restricting our considerations to µ ∈ [µ0,∞) from now on, the inequality (5.78)
implies that the term in round brackets on the left-hand side is non-negative.
Therefore, for these µ and all n ∈N the min-max-principles for the nth eigenval-
ues of the operators Aµ,k and Ãk (see (5.13) and Theorem 4.1.5, recalling that ξ̃

satisfies Assumptions 4.1.1) yield

λk,n(µ)

(
1−

∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

)
≤ λ̃k,n

or, equivalently,

λk,n(µ)− λ̃k,n ≤ λk,n(µ)

∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

.

In fact, starting again from the negative of the left-hand side of (5.79) and essen-
tially repeating our arguments so far, we even obtain

|λk,n(µ)− λ̃k,n| ≤ λk,n(µ)

∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

,
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which is, of course, only valid for µ ∈ [µ0,∞). Finally, if n ∈N is such that the
nth eigenvalue of the operator pencil Ak, i.e., the unique fixed point ∗

µk,n of the
mapping [0,∞) 3 µ 7→ λk,n(µ), satisfies ∗

µk,n ∈ [µ0,∞), then the last inequality
reads

| ∗µk,n − λ̃k,n| ≤
∗
µk,n

∥∥∥∥1− ξ(·, ∗µk,n)

ξ̃

∥∥∥∥
L∞(Ω)

,

which finishes the proof.

Recalling that ∗µk,n→∞ as n→∞ for all k ∈ B we have the following corollary
to the last result:

Corollary. Suppose ∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

∈ o
(

1
µ

)
as µ→∞. (5.80)

Then for all k ∈ B we have ∗
µk,n − λ̃k,n→ 0 as n→∞.

Remark. The importance of the previous statement will become apparent later on
when we prove our completeness theorem for the asymptotically nondispersive
case. By assumption the condition (5.80) on the rate of the convergence (5.77) will
then be satisfied (see part (c.iv) of Assumptions 5.4.25) and we will therefore be
able to satisfy a certain closeness requirement between large enough eigenvalues
of Ak and Ãk.

Whereas we were concerned with both the λ-nonlinear and the λ-linear eigen-
values simultaneously so far, we next provide additional information regarding
only the spectrum of the “limit problem” for the operator Ãk. It will only be used
rather late in this thesis, but it seems appropriate to include it already here so
that our preliminaries on eigenvalues and -functions are kept separate.

Lemma 5.4.10. For all k ∈ B, all η ∈ (0,4π ξ̃−1
max), and all M > 0 there exists some

ν ≥ M such that [ν,ν + η] ⊂ ρ(Ãk), i.e., there repeatedly occur gaps of width at least η

in the spectrum of any operator Ãk.

Proof. Let k ∈ B and η in the specified range be fixed. To perform an indirect
proof, we assume that there exists some M > 0 such that for all ν ≥ M we
have [ν,ν + η] ∩ σ(Ãk) 6= ∅. Then, as σ(Ãk) is purely discrete, we can find a
subsequence {λ̃k,nj}j∈N of the eigenvalues of Ãk such that

M + jη ≤ λ̃k,nj ≤ M + (j + 1)η for all j ∈N.

This easily implies

M
j
+ η ≤

λ̃k,nj

j
≤ M + η

j
+ η for all j ∈N and

λ̃k,nj

j
→ η as j→∞.
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The stated convergence will give a contradiction. To see this, we denote
for n ∈N the nth eigenvalue of the operator −∆ : H2

k-per(Ω)→ L2(Ω) in L2(Ω)

by λ1
k,n and similarly write λ1

N,n for that of the operator −∆ : H2(Ω)→ L2(Ω)

in L2(Ω) subject to vanishing Neumann boundary conditions.1 The associated
forms act in exactly the same way as that corresponding to the operator Ãk and
have domains H1

k-per(Ω) and H1(Ω), respectively (see [Dav96, Chapt. 7]). Hence,
we obtain from the min-max principle (see (4.21))

λ̃k,nj

j
≥

λ̃k,nj

nj
≥ 1

ξ̃max

λ1
k,nj

nj
≥ 1

ξ̃max

λ1
N,nj

nj
for all j ∈N, (5.81)

using j≤ nj for all j ∈ N and the inclusion H1
k-per(Ω)⊂ H1(Ω). These inequalities,

however, cannot hold since on the one hand

λ̃k,nj

j
→ η <

4π

ξ̃max
as j→∞

by our reasoning above, but on the other hand

1
ξ̃max

λ1
N,nj

nj
→ 4π

ξ̃max
> η as j→∞

as a consequence of the well-known Weyl asymptotics for Neumann eigenvalues
(see [CH04, Sect. VI.4.1] and the classical article [Wey12]). This gives the desired
contradiction and thereby closes the proof.

Remark. The lower bound on the eigenvalues of the operator Ãk used to derive
the inequalities (5.81) can be complemented by an upper one: Denote for n ∈N

the nth eigenvalue of the operator −∆ : H2(Ω)→ L2(Ω) in L2(Ω) subject to
vanishing Dirichlet boundary conditions by λ1

D,n. Then, again as a consequence
of the min-max principle,

1
ξ̃max

λ1
N,n ≤ λ̃k,n ≤

1
ξ̃min

λ1
D,n for all n ∈N,

since the form domain for the Dirichlet problem is H1
0(Ω) ⊂ H1

k-per(Ω) (see
[Dav96, Chapt. 6]). For obvious reasons, two-sided inequalities of this type
are called Dirichlet-Neumann-bracketings. In order to obtain valuable information
about eigenvalues of periodic problems these estimates are usually too rough.
They have, however, proved helpful for an asymptotic spectral analysis of certain
periodic media (see [HL00]).

Having discussed only eigenvalues so far, we now turn our attention to the
λ-nonlinear Bloch waves {

∗
ψk,n}n∈N. The abstract theorem which we prove next

1As before in this work, the superscript “1” reminds us that both operators have a coefficient
function identically equal to one.
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eventually allows us to show that they are complete in L2(Ω) and, in fact, even
in H1

k-per(Ω). We state this result in a form detached from our specific problem,
for it is also of interest in its own right.

Theorem 5.4.11. Let H be a Hilbert space with orthonormal basis {ψn}n∈N and let
{φn}n∈N be a sequence in H. For some N ∈N set V := span{φn | 1≤ n≤ N} as well
as U := span{φn | n ≥ N + 1} and suppose that

φ1, . . . ,φN are linearly independent and V ∩U = {0}. (5.82)

Further, let P(N) : H→ H be the orthogonal projection onto W := span{ψn | n ≥ N + 1}
and let Q(N) : H→ H be a linear operator such that

Ran Q(N) ⊆U and
∥∥P(N) −Q(N)

∥∥ < 1. (5.83)

Then H = V ⊕U. In particular, the sequence {φn}n∈N is then complete in H.

Proof. We first show that

Φ :

{
U⊥→RN

u 7→ (〈u,ψn〉)N
n=1

}
is injective. (5.84)

Thereto, let u ∈U⊥ with 〈u,ψn〉= 0 for n = 1, . . . , N. So, u ∈W⊥⊥ = W = Ran P(N)

and therefore u = P(N)u, since P(N) is a projection. Keeping this in mind, we
deduce U⊥=

(
U
)⊥⊆ (Ran Q(N))⊥=Ker (Q(N))∗ from the assumption on Ran Q(N)

and find (Q(N))∗ u = 0. Together with the self-adjointness of P(N) (as an orthogonal
projection onto a closed subspace of H) this implies

‖u‖ =
∥∥P(N)u

∥∥ = ∥∥∥(P(N)
)∗ u

∥∥∥ = ∥∥∥(P(N) −Q(N)
)∗ u

∥∥∥ (5.85)

≤
∥∥∥(P(N) −Q(N)

)∗∥∥∥‖u‖ = ∥∥P(N) −Q(N)
∥∥‖u‖ ,

giving u = 0 by the inequality in (5.83) and thus, as claimed, (5.84). As a con-
sequence of this property, we readily obtain dimU⊥ ≤ N so that U⊥ is a closed
subspace of H.

Next, let S denote the orthogonal projection onto U⊥. Then S|V : V→U⊥ is
likewise an injective mapping, since Sv = 0 for some v ∈ V gives v ∈U⊥⊥ = U,
i.e., v ∈ V ∩U, and therefore v = 0 due to the second statement in (5.82). As
before we now deduce dimV ≤ dimU⊥ ≤ N, which yields dimU⊥ = N by the
assumed linear independence of φ1, . . . ,φN (see, again, (5.82)). In view of this,
S|V : V→U⊥ is a bijection.

Finally, for an arbitrary w ∈ H set v := (S|V)−1 Sw ∈ V and u := w− v. Then
Su = Sw− Sv = 0, giving u ∈U⊥⊥ = U and w = v + u ∈ V ⊕U. This concludes
the proof.
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Remarks.

(a) The equality H = V ⊕U, which is the outcome of the last theorem, implies
that for all u ∈ H there exist coefficients c1(u), . . . , cN(u) ∈ C and c(s)

n (u) ∈ C,
where n = N + 1, . . . , Ms and s ∈N, such that

N

∑
n=1

cn(u)φn +
Ms

∑
n=N+1

c(s)
n (u)φn→ u as s→∞.

Note that this is stronger than the completeness of {φn}n∈N in H because the
first N coefficients do not depend on s.

(b) It is well-known that the projection P(N) of Theorem 5.4.11 is given by

P(N)u =
∞

∑
n=N+1

〈u,ψn〉ψn for all u ∈ H.

On the other hand, if {Jm}m∈N is a partition1 of the set {n ∈N | n ≥ N + 1},
then

P(N) =
∞

∑
m=1

Pm with Pmu := ∑
n∈Jm

〈u,ψn〉ψn for all u ∈ H. (5.86)

Here, the sequence of operators {Pm}m∈N consists of pairwise disjoint or-
thogonal projections with

Ran Pm = span{ψn | n ∈ Jm} for all m ∈N.

Motivated by (5.86), we will later on choose the operator Q(N) occurring in the
statement of Theorem 5.4.11 as a convergent series Q(N) = ∑∞

m=1 Qm, where
{Qm}m∈N is a sequence of linear operators on H such that

Ran Qm ⊆U for all m ∈N and

∥∥∥∥∥ ∞

∑
m=1

(Pm −Qm)

∥∥∥∥∥ < 1. (5.87)

Note that then Ran Q(N) = Ran (∑∞
m=1 Qm) ⊆U, as it is required by the result

we intend to apply (see (5.83)). The exact benefit of working with this form
of the operator Q(N) in the context of our specific problem shall soon become
apparent.

To proceed, we outline how we intend to apply Theorem 5.4.11 to show
the completeness of the λ-nonlinear eigenfunctions of the operator pencils Ak.
Furthermore, we provide preparatory results concerning the requirements (5.82).

Keeping k ∈ B fixed, the obvious choices for the sequences {φn}n∈N and
{ψn}n∈N introduced in the statement of the theorem are, in that order, the

1That is, pairwise disjoint, non-empty subsets of N such that ∪m∈N Jm = {n ∈N | n ≥ N + 1}.
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λ-nonlinear eigenfunctions {
∗

ψk,n}n∈N and the 〈·, ·〉ξ̃ -orthonormal basis {ψ̃k,n}n∈N

of L2(Ω). However, in the topology of the latter space we did not succeed in
verifying the second of the requirements (5.82), i.e., that for some N ∈N

span{
∗

ψk,n | 1≤ n ≤ N} ∩ span{
∗

ψk,n | n ≥ N + 1} = {0}.

Fortunately, though, by applying Theorem 5.4.11 in a smaller space, namely
H1

k-per(Ω), we can hold on to the just-mentioned canonical choices of the necessary
sequences and eventually even gain a stronger theorem. In order to be able to
follow this approach, we first have to establish that the eigenfunctions of the
operator Ãk actually form an orthonormal basis of H1

k-per(Ω). This is assured by
our next result.

Proposition 5.4.12. For all k∈ B the renormalized eigenfunctions
{

1/
√

1+λ̃k,n ψ̃k,n
}

n∈N

of the operator Ãk form an orthonormal basis of H1
k-per(Ω) with respect to the inner

product 〈·, ·〉H1
k , ξ̃ given by

〈u,v〉H1
k , ξ̃ := 〈∇u,∇v〉L2(Ω) + 〈u,v〉ξ̃ for all u,v ∈ H1

k-per(Ω). (5.88)

Proof. Let k ∈ B be fixed and u ∈ H1
k-per(Ω). Then

〈ψ̃k,n,u〉H1
k , ξ̃ = 〈∇ψ̃k,n,∇u〉L2(Ω) + 〈ψ̃k,n,u〉ξ̃

= 〈−∆ψ̃k,n,u〉L2(Ω) + 〈ψ̃k,n,u〉ξ̃
=
(
1 + λ̃k,n

)
〈ψ̃k,n,u〉ξ̃ for all n ∈N,

(5.89)

using integration by parts and the eigenvalue equation for ψ̃k,n ∈ H2
k-per(Ω).

Hence,〈
1√

1+λ̃k,n
ψ̃k,n, 1√

1+λ̃k,m
ψ̃k,m

〉
H1

k , ξ̃
=

√
1+λ̃k,n√
1+λ̃k,m

δnm = δnm for all n,m ∈N,

so that
{

1/
√

1+λ̃k,n ψ̃k,n
}

n∈N
is a 〈·, ·〉H1

k , ξ̃ -orthonormal sequence. By (5.89) it is

even a basis of H1
k-per(Ω), because 〈ψ̃k,n,u〉H1

k , ξ̃ = 0 for all n ∈N implies u = 0 as

a consequence of the orthonormal basis property of {ψ̃k,n}n∈N with respect to
the inner product 〈·, ·〉ξ̃ and the non-negativity of the corresponding eigenvalues.
This proves the claim.

Remarks.

(a) In view of the lower and upper boundedness of ξ̃ (see Assumptions 5.4.8)
the inner product in (5.88) is equivalent to the canonical one on H1

k-per(Ω). In
fact, for k 6= 0 the second summand in its definition could even be omitted,
whereas this is not possible if k = 0 since then 〈∇·,∇·〉L2(Ω) only induces a
seminorm.
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(b) Observe from (5.89) that for all k ∈ B and all u ∈ H1
k-per(Ω) we have〈

u, 1√
1+λ̃k,n

ψ̃k,n

〉
H1

k , ξ̃

1√
1+λ̃k,n

ψ̃k,n = 〈u, ψ̃k,n〉ξ̃ ψ̃k,n for all n ∈N.

Hence, given a finite index set J ⊂N the 〈·, ·〉H1
k , ξ̃ -orthogonal projection onto

span{1/
√

1+λ̃k,n ψ̃k,n | n ∈ J} in H1
k-per(Ω) and the restriction to H1

k-per(Ω) of
the 〈·, ·〉ξ̃ -orthogonal projection onto span{ψ̃k,n | n ∈ J} in L2(Ω) coincide.

While the last result allows us to choose H1
k-per(Ω) as the Hilbert space H and{

1/
√

1+λ̃k,n ψ̃k,n
}

n∈N
as the orthonormal basis {ψn}n∈N in Theorem 5.4.11, it still

remains to be shown that the requirements (5.82) can be fulfilled in the norm
‖·‖H1

k , ξ̃ . We do so by means of the following proposition:

Proposition 5.4.13.

(a) For all k∈ B and all N ∈N the λ-nonlinear eigenfunctions
∗

ψk,1, . . . ,
∗

ψk,N are linearly
independent.

(b) For all k ∈ B and all N ∈N such that ∗
µk,N <

∗
µk,N+1 we have

span{
∗

ψk,n | 1≤ n ≤ N} ∩ span{
∗

ψk,n | n ≥ N + 1} = {0},

the closure being taken in the norm ‖·‖H1
k , ξ̃ of H1

k-per(Ω).

Proof.

Ad (a): Let k ∈ B and N ∈N be fixed. For some µ̃ >
∗
µk,N set

Ξ(·,µ) :=

{
ξ(·,µ), if µ ∈ [0, µ̃),

ξ(·, µ̃), if µ ∈ [µ̃,∞).

Then Assumptions 5.4.1 on ξ ensure that Ξ is a coefficient function falling within
the scope of the high-frequency nondispersive case (see Assumptions 5.4.3). The
eigenfunctions of the corresponding operator pencil Ak are therefore linearly
independent by Theorem 5.4.7 (giving that they even form a Riesz basis of L2(Ω)).
However, owing to the choice of µ̃, the first N of these eigenfunctions are just
∗

ψk,1, . . . ,
∗

ψk,N , which gives the assertion.

Ad (b): Let k ∈ B and N ∈N with ∗
µk,N <

∗
µk,N+1 be fixed. Further, let

u ∈ span{
∗

ψk,n | 1≤ n ≤ N} ∩ span{
∗

ψk,n | n ≥ N + 1}.

Then there exist coefficients c1, . . . , cN ∈ C and c(s)
n ∈ C, where n = N + 1, . . . , Ms

and Ms ∈N for all s ∈N, such that

u =
N

∑
n=1

cn
∗

ψk,n and u(s) :=
Ms

∑
n=N+1

c(s)
n
∗

ψk,n→ u as s→∞,



5.4. BASICITY AND COMPLETENESS OF THE EIGENFUNCTIONS 109

the convergence being in the norm ‖·‖H1
k , ξ̃ . Therefore,∥∥∇u(s)

∥∥
L2(Ω)

→ ‖∇u‖L2(Ω) and
∥∥u(s)

∥∥
ξ̃
→ ‖u‖ξ̃ as s→∞. (5.90)

Next, we estimate the L2(Ω)-norm of the gradients of u and u(s). Given that
both of these functions are finite linear combinations of λ-nonlinear eigenfunc-
tions, we are reminded of the very same task we faced as part of the proof of
Lemma 5.4.6 (see (5.63)). By notationally adapting the arguments given there
(compare to (5.73)–(5.76)) we obtain

‖∇u‖2
L2(Ω) =

N

∑
n,m=1

cncm

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx

=
N

∑
n,m=1

cncm
∗
µk,max{n,m}

∫
Ω

ξ
(
x, ∗µk,max{n,m}

) ∗
ψk,n(x)

∗
ψk,m(x) dx (5.91)

≤ ∗
µk,N

∫
Ω

ξ(x, ∗µk,N)|u(x)|2 dx

and, similarly,

∥∥∇u(s)
∥∥2

L2(Ω)
=

Ms

∑
n,m=N+1

c(s)
n c(s)

m

∫
Ω
∇

∗
ψk,n(x) · ∇

∗
ψk,m(x) dx

=
Ms

∑
n,m=N+1

c(s)
n c(s)

m
∗
µk,min{n,m}

∫
Ω

ξ
(
x, ∗µk,min{n,m}

) ∗
ψk,n(x)

∗
ψk,m(x) dx

≥ ∗
µk,N+1

∫
Ω

ξ(x, ∗µk,N+1)|u(s)(x)|2 dx.

In the limit s→ ∞ the last inequality, (5.90), and the equivalence of the norms
‖·‖

ξ(·, ∗µk,N+1)
and ‖·‖ξ̃ on L2(Ω) give

‖∇u‖2
L2(Ω) ≥

∗
µk,N+1

∫
Ω

ξ(x, ∗µk,N+1)|u(x)|2 dx.

Hence, combining this with (5.91) we deduce that∫
Ω

[ ∗
µk,N+1 ξ(x, ∗µk,N+1)−

∗
µk,N ξ(x, ∗µk,N)

]
|u(x)|2 dx ≤ 0.

The latter inequality now implies u = 0, since the expression in square brackets is
positive almost everywhere on Ω as a consequence of the inequality ∗

µk,N <
∗
µk,N+1

and our monotonicity assumption on ξ (see Assumptions 5.4.1). The proof is
finished.

Our newly found knowledge, i.e., part (b) of the remarks following The-
orem 5.4.11, Proposition 5.4.12, part (b) of the remarks thereafter, and Propo-
sition 5.4.13, can now be incorporated into a restatement of Theorem 5.4.11.
Naturally, this is then a version specific to our problem.
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Theorem 5.4.14 (A problem-specific variant of Theorem 5.4.11). Let k ∈ B and
and let N ∈N be such that ∗

µk,N <
∗
µk,N+1. Further, let {Jm}m∈N be a partition of the

set {n ∈N | n ≥ N + 1}. For all m ∈N denote by Pm the orthogonal projection in
H1

k-per(Ω), equipped with the norm ‖·‖H1
k , ξ̃ , onto the subspace1 span{ψ̃k,n | n ∈ Jm}. If

{Qm}m∈N is a sequence of linear operators on H1
k-per(Ω) such that

Ran Qm ⊆ span{
∗

ψk,n | n ≥ N + 1} for all m ∈N (5.92)

and ∥∥∥∥∥ ∞

∑
m=1

(Pm −Qm)

∥∥∥∥∥
B(H1

k-per(Ω))

< 1, (5.93)

where, implicitly, the convergence of the series is demanded, then

H1
k-per(Ω) = span{

∗
ψk,n | 1≤ n ≤ N} ⊕ span{

∗
ψk,n | n ≥ N + 1}. (5.94)

In particular, the λ-nonlinear eigenfunctions {
∗

ψk,n}n∈N are then complete in H1
k-per(Ω).

Remark. Is is important to observe that the index N occurring in the statement of
the theorem can be chosen arbitrarily large, because the λ-nonlinear eigenvalues
{ ∗µk,n}n∈N are isolated and tend to infinity by Theorem 5.2.6. Clearly, this should
be of help in showing the inequality (5.93), since, intuitively, the λ-nonlinear
eigenfunctions {

∗
ψk,n | n ≥ N + 1}—which are the only ones of interest here

(see (5.92))—become ever closer to {ψ̃k,n | n ≥ N + 1} as N increases (note our
assumption (5.77)).

The following corollary is an easy consequence of the embedding of H1
k-per(Ω)

into L2(Ω) and the denseness of the former in the latter space.

Corollary. Under the conditions of Theorem 5.4.14, the λ-nonlinear eigenfunctions
{
∗

ψk,n}n∈N are complete in L2(Ω).

Next, let us analyze Theorem 5.4.14 concerning what is left to work out so
as to establish the completeness of the λ-nonlinear eigenfunctions as in (5.94).
Obviously, keeping k ∈ B fixed, this amounts to finding the linear operators Qm

and making sure that they are sufficiently close—in the sense that the estimate
(5.93) holds—to the orthogonal projections Pm. Since the latter operators map
onto subspaces spanned by eigenfunctions of Ãk, we are reminded of their rep-
resentation as Riesz projections (see Subsection 2.4.2). Here, two observations
are crucial: First, by part (b) of the remarks following Proposition 5.4.12, each
of the orthogonal projections Pm in H1

k-per(Ω) equals the restriction to H1
k-per(Ω)

of the 〈·, ·〉ξ̃ -orthogonal projection in L2(Ω) onto the same subspace. Second,

1Of course, span{ψ̃k,n | n ∈ Jm} = span{1/
√

1+λ̃k,n ψ̃k,n | n ∈ Jm} for all m ∈N.
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orthogonal projections are uniquely determined and thus, as anticipated, the op-
erators Pm can be represented by Riesz integrals for appropriately chosen Cauchy
contours.1,2 In view of this, the idea of choosing “λ-nonlinear Riesz projections”
for the operators Qm immediately comes to mind. However, a literature review
has shown that such a concept has not yet received any attention. Fortunately, we
are ourselves successful in contributing some results in this direction—at least for
our specific λ-nonlinear problem. This material is presented below and requires
our assumptions on ξ to be slightly strengthened.

5.4.2.2 A λ-NONLINEAR RIESZ PROJECTION AND RELATED OPERATORS

As was just outlined, we aim to construct operators that map H1
k-per(Ω), for k ∈ B,

into the span of all but the first finitely many λ-nonlinear eigenfunctions of the
operator pencil Ak. Further, we require these mappings to be close to certain
Riesz projections for the operator Ãk. Motivated by the results presented in
Subsection 2.4.2, a natural candidate is of the form

− 1
2πi

∫
Γ
RAk(ν) dν, (5.95)

where Γ is taken to be a suitable Cauchy contour in the complex plane that
encloses some of the (large) λ-nonlinear eigenvalues { ∗µk,n}n∈N. Obviously, in
order for this integral to be defined, requirements beyond those we so far imposed
on the coefficient function ξ have to be met. Note, however, that the application
we have in mind for such an operator, i.e., Theorem 5.4.14, does not require it
to be a projection. As we shall see further below, this is crucial to our success in
proving a completeness theorem in the asymptotically nondispersive case.

Initially, without commenting on their precise application just yet, we list our
extended assumptions on ξ. They are referred to as “high-frequency assump-
tions”, for, as the term suggests, they only have to hold for second arguments of
ξ larger than some threshold.

Assumptions 5.4.15 (High-frequency assumptions on ξ in the asymptotically
nondispersive case). Let Assumptions 5.4.8 hold and suppose further that there exist
µ̂ > 0 and κ > 0 such that (µ̂,∞) 3 µ 7→ ξ(·,µ)|Ω ∈ L∞(Ω;R) has a holomorphic
extension, which we again call ξ, to the semi-infinite strip

S := {µ + iτ ∈ C | µ > µ̂, |τ| < κ} (5.96)

with ξ(·,ν) ∈ L∞(Ω;C) for all ν ∈ S . Moreover, we require that

1Note that the operator Ãk is not self-adjoint in H1
k-per(Ω) so that we cannot simply employ a

〈·, ·〉H1
k , ξ̃ -orthogonal Riesz projection.

2This requires the partition {Jm}m∈N in Theorem 5.4.14 to be such that indices of any eigen-
value and, if any, its “copies” (accounting for a higher multiplicity) belong to the same set Jm.
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(a) for some q > 0 we have

µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,ν)]
∂ν

(·,µ)
∥∥∥∥

L∞(Ω)

≤ q < 1 for all µ > µ̂; (5.97)

(b) for some C > 0 we have

µ

∥∥∥∥∂2[ξ(·,ν)]
∂ν2 (·,µ + iτ)

∥∥∥∥
L∞(Ω)

≤ C for all µ + iτ ∈ S . (5.98)

Remark. Note that part (a) of these assumptions demands the convergence in (5.77)
of ξ(·,µ) to ξ̃ as µ→∞ to be sufficiently fast. It is equivalent to the requirement

limsup
µ→∞

(
µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,ν)]
∂ν

(·,µ)
∥∥∥∥

L∞(Ω)

)
< 1.

By definition the holomorphic extension of ξ to S in its second variable is
again a mapping into the essentially bounded functions on Ω. Off of the real axis,
though, it is not required to be nonzero anymore. Thus, we introduce for all k ∈ B
the operator pencil Lk : [0, µ̂] ∪ S → C(L2(Ω)) by

D(Lk(ν)) := H2
k-per(Ω) and Lk(ν) := −∆− νξ(·,ν)I, (5.99)

which is well-defined also if ξ(·,ν) vanishes (somewhere) on Ω for some (then
non-real) ν ∈ S . Obviously, we have1

Lk(µ) = ξ(·,µ)Ak for all µ ∈ [0,∞) (5.100)

and, in particular,

RLk(µ) = RAk(µ)
1

ξ(·,µ) I for all µ ∈ ρ(Lk) ∩ [0,∞) = ρ(Ak) (5.101)

as well as

σ(Lk) ∩ [0,∞) = σ(Ak). (5.102)

Hence, the eigenvalues and -functions of the pencils Lk and Ak corresponding to
real eigenvalues agree. However, we cannot a priori rule out that Lk has complex
spectrum, which, if existent, might even contain points that are no eigenvalues.

To obtain further insights in this direction, we recall Taylor’s theorem for
continuously differentiable Banach space-valued mappings from the literature.
As to that, note that the function S 3 ν 7→ ξ(·,ν) ∈ L∞(Ω) and therewith the
operator-valued variant S 3 ν 7→ ξ(·,ν)I ∈ B(L2(Ω)) are arbitrarily often contin-
uously differentiable in S as a consequence of our holomorphicity assumption
(see [GL09, Cor. 1.5.3] and Theorem 2.3.9).

1For consistency with our notation so far, and in order to avoid confusion, µ will always denote
a real number in [0,∞) in what follows.



5.4. BASICITY AND COMPLETENESS OF THE EIGENFUNCTIONS 113

Lemma 5.4.16 ([BT03, Thm. 3.3.1]1). Let X be a Banach space and let F ∈ Cn+1(S ; X),
where n ∈N0. Then, for any ν0 ∈ S there holds

F(ν) =
n

∑
j=0

(ν− ν0)j

j!
dj[F(ν′)]

dν′j
(ν0) + R(F)

n (ν,ν0) for all ν ∈ S . (5.103)

In addition, the convexity of S allows the remainder term to be bounded above as

∥∥R(F)
n (ν,ν0)

∥∥
X ≤
|ν− ν0|n+1

(n + 1)!
max
0≤t≤1

∥∥∥∥dn+1[F(ν′)]
dν′n+1 ((1− t)ν0 + tν)

∥∥∥∥
X

.

Remark. If in the last lemma F is even a holomorphic function (as it will be in our
applications), then so is R(F)

n (·,ν0) for all ν0 ∈ S and all n ∈N0. This can be seen
from (5.103), whereby the remainder can then be written as a difference of two
holomorphic functions on S .

Let us get back to the question whether the operator pencil Lk can have
complex spectrum. The next theorem shows that sufficiently close to the real axis
this is not possible.

Lemma 5.4.17. There exists some κ0 ∈ (0,κ] (with 2κ being the width of S as in (5.96))
such that for S0 := {µ + iτ ∈ C | µ > µ̂, |τ| < κ0} ⊆ S we have

(S0 \ σ(Ak)) ⊂ ρ(Lk) for all k ∈ B. (5.104)

Further, for some C > 0 there holds the estimate

‖RLk(ν)‖B(L2(Ω)) ≤
√

ξmax(µ)
C
|τ| for all non-real ν = µ + iτ ∈ S0 and all k ∈ B.

Proof. Let ν = µ + iτ ∈ S . Since R ∩ (S \ σ(Ak)) ⊂ ρ(Lk) by (5.101), we may
restrict ourselves to the case τ 6= 0 in the rest of this proof. For all k ∈ B, since µ

is real, the operator Aµ,k (see (5.9)) is self-adjoint on the weighted space L2
ξµ
(Ω).

Hence, its spectrum is real, ν ∈ ρ(Aµ,k), and∥∥∥RAµ,k(ν)
∥∥∥
B(L2

ξµ
(Ω))

=
1

dist(ν,σ(Aµ,k))
≤ 1
|ν− µ| =

1
|τ| for all k ∈ B (5.105)

by Theorem 2.4.6 in the preliminaries. With this at hand, we fix k ∈ B and re-
arrange:

Lk(ν) = −∆− νξ(·,µ)I −
(
νξ(·,ν)− νξ(·,µ)

)
I

=
(
− ∆− νξ(·,µ)I

)[
I −

(
− ∆− νξ(·,µ)I

)−1(
νξ(·,ν)− νξ(·,µ)

)
I
]

= ξ(·,µ)
(

Aµ,k − νI
)[

I − RAµ,k(ν)
ν

ξ(·,µ)
(
ξ(·,ν)− ξ(·,µ)

)
I
]

. (5.106)

1The cited theorem is more general in that it covers functions acting between two Banach spaces.
However, the there occurring Fréchet derivative is equivalent to the complex norm-derivative
which we work with here so that the result is applicable (see [Muj85, Prop. 13.7]).
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Denoting the operator in square brackets by I − Bµ(ν), we find, using (5.105) and
a Taylor expansion of the function S 3 ν 7→ ξ(·,ν) about µ as in Lemma 5.4.16,∥∥Bµ(ν)

∥∥
B(L2

ξµ
(Ω))
≤
∣∣∣∣ ν

ν− µ

∣∣∣∣ ∥∥∥∥ ξ(·,ν)− ξ(·,µ)
ξ(·,µ)

∥∥∥∥
L∞(Ω)

=

∣∣∣∣ ν

ν− µ

∣∣∣∣ ∥∥∥∥ 1
ξ(·,µ)

[
(ν− µ)

∂[ξ(·,µ′)]
∂µ′

(·,µ) + R(ξ)

1 (ν,µ)
]∥∥∥∥

L∞(Ω)

≤ |ν|
∥∥∥∥ 1

ξ(·,µ)
∂[ξ(·,µ′)]

∂µ′
(·,µ)

∥∥∥∥
L∞(Ω)

+
|ν||ν− µ|

2ξmin
max
0≤t≤1

∥∥∥∥∂2[ξ(·,ν′)]
∂ν′2

(·, (1− t)µ + tν)
∥∥∥∥

L∞(Ω)

≤
(

1 +
|τ|
µ

)
µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,µ′)]
∂µ′

(·,µ)
∥∥∥∥

L∞(Ω)

(5.107)

+
(µ + |τ|)|τ|

2ξmin
max
0≤t≤1

∥∥∥∥∂2[ξ(·,ν′)]
∂ν′2

(·, (1− t)µ + tν)
∥∥∥∥

L∞(Ω)

.

At this point both part (a) and (b) of our Assumptions 5.4.15 come into play.
With them and the inequality µ > µ̂ > 0 we get∥∥Bµ(ν)

∥∥
B(L2

ξµ
(Ω))
≤
(

1 +
|τ|
µ̂

)
q +

1
2ξmin

|τ|
(

1 +
|τ|
µ̂

)
C

= q + |τ|
[

q
µ̂
+

C
2ξmin

(
1 +
|τ|
µ̂

)] (5.108)

for some positive constants q and C where q < 1. Here it is important to note that
the holomorphicity of ξ in S implies the continuity of its second derivative. Thus,
the maximum on the right-hand side of (5.107) is attained on the compact line
segment connecting µ and ν, i.e., at a point having real part equal to µ. Eventually,
(5.108) shows that there is some positive κ0 ≤ κ, which is independent of both
Reν = µ and k, with∥∥Bµ(ν)

∥∥
B(L2

ξµ
(Ω))
≤ q0 < 1 for all ν = µ + iτ ∈ S such that 0 < |τ| < κ0.

Therefore, by the well-known theorem on the Neumann series,

I − Bµ(ν) : L2
ξµ
(Ω)→ L2

ξµ
(Ω) is bijective,

∥∥∥(I − Bµ(ν))
−1
∥∥∥
B(L2

ξµ
(Ω))
≤ 1

1− q0

for all ν = µ + iτ ∈ S such that 0 < |τ| < κ0. (5.109)

For the remainder of the proof we only consider ν as in the second line of
(5.109), i.e., non-real ν ∈ S0 (see the definition in the statement of the theorem we
just prove). In order to obtain the invertibility of Lk(ν), we first note that by defi-
nition Bµ(ν) is a mapping into D(Aµ,k) = H2

k-per(Ω) = D(Lk(ν)). Thus, we get
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from (5.109) that the restriction
(

I − Bµ(ν)
)
|D(Lk(ν)) : D(Lk(ν))→ D(Lk(ν)) is

bijective (for more detailed arguments, compare to the proof of Proposition 5.2.5).
Finally, due to (5.105), (5.106), (5.109), and the lower bound on ξ, we find that
Lk(ν) : D(Lk(ν))→ L2

ξµ
(Ω) = L2(Ω) is bijective and

‖RLk(ν)‖B(L2
ξµ
(Ω)) =

∥∥∥∥(I − Bµ(ν))
−1RAµ,k(ν)

1
ξ(·,µ)

∥∥∥∥
B(L2

ξµ
(Ω))

≤ 1
1− q0

1
ξmin

1
|τ|

Together with the upper bound on ξ(·,µ) this allows us to similarly estimate the
unweighted operator norm of RLk(ν) as

‖RLk(ν)‖B(L2(Ω)) ≤
√

ξmax(µ)√
ξmin

‖RLk(ν)‖B(L2
ξµ
(Ω)) ≤

√
ξmax(µ)

1
1− q0

1
ξ

3/2
min

1
|τ| ,

whereby our proof is complete.

The previous lemma provides an upper bound for the operator norm of the
resolvent of Lk at non-real points in the semi-infinite strip S0 ⊆ S . A slightly
different such estimate, namely one that is valid in neighborhoods of the (real)
λ-nonlinear eigenvalues of Lk (or Ak for that matter), is proved next.

Lemma 5.4.18. For all k ∈ B and all n ∈N such that ∗
µk,n > µ̂ there exists some θ > 0

with U̇θ(
∗
µk,n) ⊂ ρ(Lk). Moreover, for some C > 0 there holds the estimate

‖RLk(ν)‖B(L2(Ω)) ≤
√

ξmax(
∗
µk,n)

C
|ν− ∗

µk,n|
for all ν ∈ U̇θ(

∗
µk,n). (5.110)

Proof. Let k ∈ B and n ∈ N as specified in the statement be fixed. Then, in
particular, ∗

µk,n ∈ S . To simplify our notation and reveal parallels with how
we showed Lemma 5.4.17, we omit sub- and superscript(s) of the λ-nonlinear
eigenvalue and write µ instead of ∗

µk,n in the current proof. By its definition, µ is
an eigenvalue of the operator Aµ,k, which is self-adjoint in the weighted space
L2

ξµ
(Ω). Hence, similar to the previous proof we obtain∥∥∥RAµ,k(ν)

∥∥∥
B(L2

ξµ
(Ω))

=
1

dist(ν,σ(Aµ,k))
=

1
|ν− µ| for all ν ∈ U̇η(µ), (5.111)

where η > 0 is sufficiently small and particularly chosen less than µ. Observe that
this is qualitatively and even notationally the same as (5.105) and therefore allows
us to repeat our proof of Lemma 5.4.17 word-for-word to a great extent. First, for
all ν ∈ U̇η(µ) we readily recover the equality (5.106) and, setting τ := |ν− µ|, the
estimate (5.107), which reads∥∥Bµ(ν)

∥∥
B(L2

ξµ
(Ω))
≤
(

1 +
|τ|
µ

)
µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,µ′)]
∂µ′

(·,µ)
∥∥∥∥

L∞(Ω)

(5.112)

+
(µ + |τ|)|τ|

2ξmin
max
0≤t≤1

∥∥∥∥∂2[ξ(·,ν′)]
∂ν′2

(·, (1− t)µ + tν)
∥∥∥∥

L∞(Ω)

.
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As before, the first summand on the right-hand side can be bounded above as(
1 +
|τ|
µ

)
µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,µ′)]
∂µ′

(·,µ)
∥∥∥∥

L∞(Ω)

≤
(

1 +
|τ|
µ

)
q (5.113)

for some q < 1. However, in contrast to the situation in the proof of the last
lemma, we cannot conclude that the point at which the maximum in the second
summand on the right-hand side of (5.112) is attained has real part equal to µ.
Nevertheless, given that this point lies on the line segment connecting µ and
ν ∈ U̇η(µ), we know its real part to be in the interval (µ − η,µ + η). Hence,
likewise as before, we find

(µ + |τ|)|τ|
2ξmin

max
0≤t≤1

∥∥∥∥∂2[ξ(·,ν′)]
∂ν′2

(·, (1− t)µ + tν)
∥∥∥∥

L∞(Ω)

≤ (µ + |τ|)|τ|
2ξmin

C
µ− η

,

recalling that µ− η is positive. Together with the inequalities (5.112), (5.113), and
τ < η this yields

∥∥Bµ(ν)
∥∥
B(L2

ξµ
(Ω))
≤
(

1 +
|τ|
µ

)
q +

(µ + |τ|)|τ|
2ξmin

C
µ− η

≤ q + η

[
q
µ
+

C
2ξmin

µ + η

µ− η

]
.

Note here that the right-hand side converges to q < 1 as η → 0 (compare to
(5.108)). Continuing to follow our previous arguments, we therefore eventually
find some positive θ ≤ η such that RLk(ν) exists for all ν ∈ U̇θ(µ) = U̇θ(

∗
µk,n) and

satisfies the estimate (5.110). This closes the proof.

Remark. The radius θ appearing in the last lemma generally depends on the
considered λ-nonlinear eigenvalue, i.e., on both k ∈ B and n ∈N, since η (see
(5.111)) does so. Furthermore, it is not necessarily less than or equal to κ0 (which
is independent of any parameters; see Lemma 5.4.17). Hence, locally an operator
pencil Lk may be invertible in a region that even overlaps the complement of the
semi-infinite strip S0 in the imaginary direction.

As a consequence of Lemma 5.4.17 we are able to find Cauchy contours in
the complex plane that lie entirely in the resolvent set of an operator pencil
Lk. Calling such a path Γ, this is certainly a prerequisite for the existence of an
operator of the form

− 1
2πi

∫
Γ
RLk(ν) dν, (5.114)

which we similarly proposed before (see (5.95)).1 In addition, it is of course
important to verify that the appearing integrand is indeed holomorphic on

1Note that compared with the referenced operator we replaced RAk with RLk here. This is
due to the reasoning presented on p. 112.
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the chosen contour and also in its interior.1 This issue shall be discussed next,
beginning with the proofs of an important identity and a series representation
for the resolvents we are concerned with. Therein and in the following we set

Sk := S0 \ σ(Ak) ⊂ ρ(Lk) for all k ∈ B, (5.115)

where the inclusion holds on account of Lemma 5.4.17.

Proposition 5.4.19. For all k ∈ B and all ν,ν0 ∈ Sk there holds

RLk(ν)−RLk(ν0) = RLk(ν)
(
νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0), (5.116)

which we refer to as the first resolvent identity for the operator pencil Lk. Moreover, if

‖νξ(·,ν)− ν0ξ(·,ν0)‖L∞(Ω) < ‖RLk(ν0)‖−1
B(L2(Ω)) , (5.117)

then

RLk(ν) = RLk(ν0)

{
I +

∞

∑
n=1

[(
νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0)

]n
}

. (5.118)

Proof. First, the identity (5.116) follows readily from the equality

Lk(ν0)−Lk(ν) =
(
νξ(·,ν)− ν0ξ(·,ν0)

)
I

by applying the operators RLk(ν) and RLk(ν0) from the left and from the right,
respectively. Therefore,

RLk(ν0) = RLk(ν)
[

I −
(
νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0)

]
.

If |ν − ν0| satisfies the smallness condition mentioned in the statement of the
proposition, the last equality can be rewritten as

RLk(ν) = RLk(ν0)
[

I −
(
νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0)

]−1
,

giving (5.118) by a Neumann series expansion of the inverse on the right-hand
side. This finishes the proof.

Remark. Note that the last result does not allow us to conclude that the two
resolvents RLk(ν) and RLk(ν0) commute. This is clearly different from the
λ-linear case, in which the commutativity of two resolvents at different points in
the resolvent set is an immediate consequence of part (b) of Proposition 2.4.4.

With the just proved resolvent identity at hand, we are able to show the
desired holomorphicity of the associated resolvent mappings.

1In fact, the integral (5.114) exists if the mapping Γ 3 ν 7→RLk (ν) is merely continuous, but
only the outlined holomorphicity allows us to establish the desired mapping properties of the
operator.
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Proposition 5.4.20. For all k ∈ B the mapping Sk 3 ν 7→ RLk(ν) ∈ B(L2(Ω)) is
holomorphic with norm-derivative given by

dRLk

dν
(ν0) = RLk(ν0)

[
∂[νξ(·,ν)]

∂ν
(·,ν0)

]
RLk(ν0) for all ν0 ∈ Sk.

Proof. Let k ∈ B be fixed and let ν0 ∈ Sk. We first show the norm-continuity of
RLk at ν0. Thereto, let ν ∈ Sk be sufficiently close to ν0 in the sense that the
inequality (5.117) holds. Such ν exist, since the mapping Sk 3 ν 7→ νξ(·,ν) is
continuous by our holomorphicity assumption on ξ. This also implies, using the
series representation (5.118),

‖RLk(ν)−RLk(ν0)‖B(L2(Ω))

=

∥∥∥∥∥RLk(ν0)
∞

∑
n=1

[(
νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0)

]n
∥∥∥∥∥
B(L2(Ω))

≤ ‖RLk(ν0)‖B(L2(Ω))

[
1

1−
∥∥(νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0)

∥∥
B(L2(Ω))

− 1

]
→ 0 as ν→ ν0.

Hence, RLk is norm-continuous at ν0 and thus everywhere in Sk since that point
was arbitrary. To see that the resolvent mapping is even holomorphic, we use the
first resolvent identity (5.116) for Lk and rearrange, for ν ∈ Sk,

RLk(ν)−RLk(ν0)

ν− ν0
−RLk(ν0)

[
∂[νξ(·,ν)]

∂ν
(·,ν0)

]
RLk(ν0)

=
RLk(ν)

(
νξ(·,ν)− ν0ξ(·,ν0)

)
RLk(ν0)

ν− ν0
−RLk(ν0)

[
∂[νξ(·,ν)]

∂ν
(·,ν0)

]
RLk(ν0)

=

{
RLk(ν)

[
νξ(·,ν)− ν0ξ(·,ν0)

ν− ν0

]
I −RLk(ν0)

[
∂[νξ(·,ν)]

∂ν
(·,ν0)

]
I
}

RLk(ν0)

=

{
RLk(ν)

[
νξ(·,ν)− ν0ξ(·,ν0)

ν− ν0

]
I

−
(
RLk(ν0) +RLk(ν)−RLk(ν)

)[∂[νξ(·,ν)]
∂ν

(·,ν0)

]
I
}

RLk(ν0).

Therefore, taking the operator norm yields∥∥∥∥RLk(ν)−RLk(ν0)

ν− ν0
−RLk(ν0)

[
∂[νξ(·,ν)]

∂ν
(·,ν0)

]
RLk(ν0)

∥∥∥∥
B(L2(Ω))

≤
[
‖RLk(ν)‖B(L2(Ω))

∥∥∥∥νξ(·,ν)− ν0ξ(·,ν0)

ν− ν0
− ∂[νξ(·,ν)]

∂ν
(·,ν0)

∥∥∥∥
L∞(Ω)
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+ ‖RLk(ν)−RLk(ν0)‖B(L2(Ω))

∥∥∥∥∂[νξ(·,ν)]
∂ν

(·,ν0)

∥∥∥∥
L∞(Ω)

]
‖RLk(ν0)‖B(L2(Ω))

→ 0 as ν→ ν0.

Here, the convergence to zero of both summands follows from the holomorphicity
of ξ in the second variable and the already established norm-continuity of RLk .
Note in this respect that the latter property and the reverse triangle inequality
imply that also Sk 3 ν 7→ ‖RLk(ν)‖B(L2(Ω)) is continuous. Again, the considered
point was arbitrary so that the proof is complete.

The results proved so far in this paragraph now finally allow us to address the
mapping properties of our candidate for a λ-nonlinear Riesz projection specified
in (5.114). As a preliminary, we adapt the definitions known from the Riesz projec-
tion of a closed operator to our purpose (compare to Definitions 2.4.7 and 2.4.8).

Definition 5.4.21. Let k ∈ B and let σ0 be a set of finitely many λ-nonlinear
eigenvalues of Lk (and thus of Ak; see (5.102)) each being greater than µ̂ (with µ̂

as in Assumptions 5.4.15).

(a) We call a Cauchy contour Γ (see Definition 2.3.7) admissible for Lk and σ0 if
Γ ⊂ Sk and the winding number n(Γ,z) of Γ, for z ∈ C \ Γ, satisfies

n(Γ,z) =

{
1, if z ∈ σ0,

0, if z ∈ σ(Lk) \ σ0.

(b) Given an admissible contour Γ for Lk and σ0 and a holomorphic operator-
valued function F : S0→B(L2(Ω)) we call the bounded operator

Q(F)
k,σ0

:= − 1
2πi

∫
Γ
RLk(ν)F(ν) dν : L2(Ω)→ L2(Ω) (5.119)

a λ-nonlinear Riesz integral for Lk and σ0.

(c) Given an admissible contour Γ for Lk and σ0, where the latter set only con-
tains a single λ-nonlinear eigenvalue of Lk, i.e., σ0 = {

∗
µk,n} for some ∗

µk,n > µ̂,
we call the bounded operator

P∗
µk,n

:= − 1
2πi

∫
Γ
RLk(ν)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν)

]
I dν : L2(Ω)→ L2(Ω) (5.120)

the λ-nonlinear Riesz projection for Lk and ∗
µk,n.

Remarks.

(a) Similar to the Riesz projection for a closed operator, the integrals in both
part (b) and (c) of the last definition are understood as Riemann integrals in
the sense of Definition 2.3.4. By the holomorphicity of the respective inte-
grands (see Assumptions 5.4.15 and Proposition 5.4.20), the Cauchy integral



120 A SPECTRAL PROBLEM FOR DISPERSIVE PHOTONIC CRYSTALS

theorem in the form of Theorem 2.3.8, and a standard argument of com-
plex function theory they are independent of the chosen admissible contour
(compare to [HS96, Lem. 6.1]).

(b) From part (b) of the remarks following Definition 2.3.4 we know that when
applied to a function in u ∈ L2(Ω) the operators Q(F)

k,σ0
and P∗

µk,n
satisfy

Q(F)
k,σ0

u = − 1
2πi

∫
Γ
RLk(ν)F(ν)u dν,

P∗
µk,n

u = − 1
2πi

∫
Γ
RLk(ν)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν)

]
u dν.

That is, u may be taken under the integral sign.

(c) Note that our definition of a λ-nonlinear Riesz projection really generalizes
the respective λ-linear operator. For if ξ is an only spatially-dependent
function satisfying Assumptions 4.1.1 of the nondispersive case, then

RLk(ν)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν)

]
I =

(
− ∆− νξ I

)−1
ξ I =

(
−1

ξ
∆− νI

)−1

and thus P∗
µk,n

is the λ-linear Riesz projection for the operator Ak (as in (4.13)
with εr replaced by ξ) and its nth eigenvalue.

Our next theorem provides important information concerning the mapping
properties of the λ-nonlinear Riesz integrals.

Theorem 5.4.22. Let k ∈ B and let Q(F)
k,σ0

be a λ-nonlinear Riesz integral for Lk and σ0

as in part (b) of Definition 5.4.21.

(a) We have

Ran Q(F)
k,σ0
⊆
⊕
µ∈σ0

Ker(Lk(µ)) =
⊕
µ∈σ0

Ker(Ak(µ)).

(b) If σ0 consists of a single λ-nonlinear eigenvalue, i.e., σ0 = {
∗
µk,n} for some n ∈N

such that ∗
µk,n > µ̂, and if the operator F( ∗µk,n) is invertible, then the inclusion stated

in part (a) is an equality, i.e.,

Ran Q(F)
k,σ0

= Ker(Lk(
∗
µk,n)) = Ker(Ak(

∗
µk,n)).

Proof.

Ad (a): After a renumbering, thereby abusing our notation for the rest of this
proof, we may assume that σ0 contains the λ-nonlinear eigenvalues ∗

µk,1, . . . , ∗µk,N .
By Lemma 5.4.18 there exist corresponding radii θk,1, . . . ,θk,N and constants
Ck,1, . . . Ck,N , all being positive, such that

‖RLk(ν)‖B(L2(Ω)) ≤
Ck,n

|ν− ∗
µk,n|

for all ν ∈ U̇θk,n(
∗
µk,n) and 1≤ n ≤ N. (5.121)
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Now let r < min{θk,n | 1≤ n ≤ N} be so small that Γ := ∪N
n=1Γn, where Γn is

a circular contour around ∗
µk,n with radius r for 1≤ n ≤ N, is admissible for σ0.

Then for u ∈ Ran Q(F)
k,σ0

there is some w ∈ L2(Ω) such that

u = − 1
2πi

∫
Γ
RLk(ν)F(ν)w dν =

N

∑
n=1
− 1

2πi

∫
Γn

RLk(ν)F(ν)w dν =:
N

∑
n=1

un,

taking parts (a) and (b) of our previous remarks into account. Since RLk(ν)F(ν)w
is an element of D(Lk(ν)) = H2

k-per(Ω) for all v ∈ Γ, and since the operator
pencil Lk maps into the closed operators on L2(Ω), we obtain from part (b) of
Proposition 2.3.6 and the remark thereafter

Lk(
∗
µk,n)un = −

1
2πi

∫
Γn

Lk(
∗
µk,n)RLk(ν)F(ν)w dν for 1≤ n ≤ N, (5.122)

i.e., the operators on the left-hand side may be taken under the integral sign here.
To rearrange this further, note that

Lk(
∗
µk,n)RLk(ν)F(ν)w

=
(
− ∆− ∗

µk,nξ(·, ∗µk,n)I
)(
− ∆− νξ(·,ν)I

)−1F(ν)w

= F(ν)w +
(
νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)(
− ∆− νξ(·,ν)I

)−1F(ν)w

= F(ν)w +
(
νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)
RLk(ν)F(ν)w

for all ν ∈ Γn and 1≤ n ≤ N. Therefore, the equations (5.122) can be rewritten as

Lk(
∗
µk,n)un (5.123)

= − 1
2πi

∫
Γn

F(ν)w dν− 1
2πi

∫
Γn

(
νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)
RLk(ν)F(ν)w dν

= − 1
2πi

∫
Γn

(
νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)
RLk(ν)F(ν)w dν for 1≤ n ≤ N,

where the last equality follows from the holomorphicity of F and Theorem 2.3.8
(Cauchy’s integral theorem).

Next, we intend to show that the integrals on the right-hand side of (5.123)
all vanish. To see this, we estimate the norm of the operators in the respective
integrands. By a Taylor expansion of the function S 3 ν 7→ νξ(·,ν) about ∗

µk,n
and the estimate for the remainder term R(νξ)

0 (ν, ∗µk,n) provided by Lemma 5.4.16,
together with the estimates (5.121), we find, for all ν ∈ U̇r(

∗
µk,n) and 1≤ n ≤ N,∥∥(νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)
RLk(ν)F(ν)

∥∥
B(L2(Ω))

≤
∥∥R(νξ)

0 (ν, ∗µk,n)
∥∥

L∞(Ω) ‖RLk(ν)‖B(L2(Ω)) ‖F(ν)‖B(L2(Ω))
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≤ |ν− ∗
µk,n| max

0≤t≤1

∥∥∥∥∂[ν′ξ(·,ν′)]
∂ν′

(·, (1− t) ∗µk,n + tν)
∥∥∥∥

L∞(Ω)

· Ck,n

|ν− ∗
µk,n|

‖F(ν)‖B(L2(Ω))

≤ Ck,n max
0≤|ν− ∗µk,n|≤r

∥∥∥∥∂[ν′ξ(·,ν′)]
∂ν′

(·,ν)
∥∥∥∥

L∞(Ω)

· max
0≤|ν− ∗µk,n|≤r

‖F(ν)‖B(L2(Ω)) = const.,

(5.124)

using also the continuity of the involved functions. Hence, on the punctured
disk U̇r(

∗
µk,n) the holomorphic function ν 7→

(
νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)
RLk(ν)F(ν)

is bounded for 1≤ n ≤ N. Riemann’s theorem on removable singularities and
the residue theorem (see Theorem 2.3.12 and the corollary to Theorem 2.3.14)
therefore imply that the integrals on the right-hand side of (5.123) are equal to
zero, giving, as desired, Lk(

∗
µk,n)un = 0 for 1 ≤ n ≤ N. This finishes our proof,

since we now obtain

u =
N

∑
n=1

un ∈
N⊕

n=1

Ker(Lk(
∗
µk,n)) =

⊕
µ∈σ0

Ker(Lk(µ)) =
⊕
µ∈σ0

Ker(Ak(µ)),

as it is asserted in part (a) of the theorem. Note here that the last equality is a
consequence of the definition of the operator pencil Lk (see (5.100) and (5.102)).

Ad (b): Similar to what we did right above, we renumber the λ-nonlinear eigen-
value contained in σ0 as ∗

µk,1. Besides, we reuse the radii 0 < r < θk,1, the constant
Ck,1, and the admissible circular contour Γ for Lk and σ0 = {

∗
µk,1}, which we

introduced in the first part of this proof (just set N := 1 there). In particular, we
may employ the estimate (5.121) for n = 1.

In view of what we established in part (a), it remains to show the inclusion
Ker(Lk(

∗
µk,1))⊆ Ran Q(F)

k,σ0
. Thereto, let

∗
ψ ∈ Ker(Lk(

∗
µk,1)). For this eigenfunction

we have

Lk(ν)
∗

ψ =
(
− ∆− νξ(·,ν)

) ∗
ψ

=
(
− ∆− ∗

µk,1ξ(·, ∗µk,1) +
∗
µk,1ξ(·, ∗µk,1)− νξ(·,ν)

) ∗
ψ

=
( ∗
µk,1ξ(·, ∗µk,1)− νξ(·,ν)

) ∗
ψ for all ν ∈ Γ,

giving, since F( ∗µk,1) is invertible by assumption,

1
ν− ∗

µk,1

∗
ψ = −RLk(ν)F( ∗µk,1)F( ∗µk,1)

−1 νξ(·,ν)− ∗
µk,1ξ(·, ∗µk,1)

ν− ∗
µk,1

∗
ψ for all ν ∈ Γ.

Dividing both sides of this equality by 2πi and integrating counterclockwise
along Γ, we obtain from Cauchy’s integral formula

∗
ψ = − 1

2πi

∫
Γ
RLk(ν)F( ∗µk,1)F( ∗µk,1)

−1 νξ(·,ν)− ∗
µk,1ξ(·, ∗µk,1)

ν− ∗
µk,1

∗
ψ dν. (5.125)
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To proceed, we make use of the identities

νξ(·,ν)− ∗
µk,1ξ(·, ∗µk,1)

ν− ∗
µk,1

=
∂[ν′ξ(·,ν′)]

∂ν′
(·, ∗µk,1) +

R(νξ)

1 (ν, ∗µk,1)

ν− ∗
µk,1

for all ν ∈ Γ,

F( ∗µk,1) = F(ν) + R(F)
0 (

∗
µk,1,ν) for all ν ∈ Γ,

which both follow from Lemma 5.4.16 on Taylor expansions of holomorphic
Banach space-valued functions. Utilizing them, (5.125) reads

∗
ψ = − 1

2πi

∫
Γ
RLk(ν)F(ν)F( ∗µk,1)

−1 ∂[ν′ξ(·,ν′)]
∂ν′

(·, ∗µk,1)
∗

ψ dν

− 1
2πi

∫
Γ
RLk(ν)F(ν)F( ∗µk,1)

−1 R(νξ)

1 (ν, ∗µk,1)

ν− ∗
µk,1

∗
ψ dν (5.126)

− 1
2πi

∫
Γ
RLk(ν)R(F)

0 (
∗
µk,1,ν)F( ∗µk,1)

−1 ∂[ν′ξ(·,ν′)]
∂ν′

(·, ∗µk,1)
∗

ψ dν

− 1
2πi

∫
Γ
RLk(ν)R(F)

0 (
∗
µk,1,ν)F( ∗µk,1)

−1 R(νξ)

1 (ν, ∗µk,1)

ν− ∗
µk,1

∗
ψ dν

=: I1 + I2 + I3 + I4.

Let us now show that the integrals I2, I3, and I4 in fact vanish. To do so,
we argue in the exact same way as in part (a) of this proof, namely by showing
that the operator-valued functions in the integrands are uniformly bounded
on U̇r(

∗
µk,1) (see our precise reasoning above and note the remark following

Lemma 5.4.16). As this is essentially the same as (5.124), we are a bit brief.
First, by the estimate (5.121) for n = 1 and that proved as part of Lemma 5.4.16

we obtain for the integrand of I2∥∥∥∥∥RLk(ν)F(ν)F( ∗µk,1)
−1 R(νξ)

1 (ν, ∗µk,1)

ν− ∗
µk,1

I

∥∥∥∥∥
B(L2(Ω))

≤ Ck,1

|ν− ∗
µk,1|
‖F(ν)‖B(L2(Ω))

∥∥∥F( ∗µk,1)
−1
∥∥∥
B(L2(Ω))

· |ν−
∗
µk,1|

2
max
0≤t≤1

∥∥∥∥∂2[ν′ξ(·,ν′)]
∂ν′2

(·, (1− t) ∗µk,1 + tν)
∥∥∥∥

L∞(Ω)

≤ Ck,1

2

∥∥∥F( ∗µk,1)
−1
∥∥∥
B(L2(Ω))

max
0≤|ν− ∗µk,1|≤r

‖F(ν)‖B(L2(Ω))

· max
0≤|ν− ∗µk,1|≤r

∥∥∥∥∂2[ν′ξ(·,ν′)]
∂ν′2

(·,ν)
∥∥∥∥

L∞(Ω)

= const. for all ν ∈ U̇r(
∗
µk,1),

where, again, the continuity of the involved functions comes into play. This
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implies I2 = 0. Similarly, we deduce I3 = I4 = 0, since we have∥∥∥∥RLk(ν)R(F)
0 (

∗
µk,1,ν)F( ∗µk,1)

−1 ∂[ν′ξ(·,ν′)]
∂ν′

(·, ∗µk,1)I
∥∥∥∥
B(L2(Ω))

≤ Ck,1

|ν− ∗
µk,1|
| ∗µk,1 − ν| max

0≤t≤1

∥∥∥∥∂[F(ν′)]
∂ν′

((1− t)ν + t ∗µk,1)

∥∥∥∥
L∞(Ω)

·
∥∥∥F( ∗µk,1)

−1
∥∥∥
B(L2(Ω))

∥∥∥∥∂[ν′ξ(·,ν′)]
∂ν′

(·, ∗µk,1)

∥∥∥∥
L∞(Ω)

≤ Ck,1

∥∥∥F( ∗µk,1)
−1
∥∥∥
B(L2(Ω))

∥∥∥∥∂[ν′ξ(·,ν′)]
∂ν′

(·, ∗µk,1)

∥∥∥∥
L∞(Ω)

· max
0≤|ν− ∗µk,1|≤r

∥∥∥∥∂[F(ν′)]
∂ν′

(ν)

∥∥∥∥
L∞(Ω)

= const. for all ν ∈ U̇r(
∗
µk,1),

as well as∥∥∥∥∥RLk(ν)R(F)
0 (

∗
µk,1,ν)F( ∗µk,1)

−1 R(νξ)

1 (ν, ∗µk,1)

ν− ∗
µk,1

I

∥∥∥∥∥
B(L2(Ω))

≤ Ck,1

|ν− ∗
µk,1|
| ∗µk,1 − ν| max

0≤t≤1

∥∥∥∥∂[F(ν′)]
∂ν′

((1− t)ν + t ∗µk,1)

∥∥∥∥
L∞(Ω)

∥∥∥F( ∗µk,1)
−1
∥∥∥
B(L2(Ω))

· |ν−
∗
µk,1|

2
max
0≤t≤1

∥∥∥∥∂2[ν′ξ(·,ν′)]
∂ν′2

(·, (1− t) ∗µk,1 + tν)
∥∥∥∥

L∞(Ω)

≤ Ck,1
r
2

∥∥∥F( ∗µk,1)
−1
∥∥∥
B(L2(Ω))

max
0≤|ν− ∗µk,1|≤r

∥∥∥∥∂[F(ν′)]
∂ν′

(ν)

∥∥∥∥
L∞(Ω)

· max
0≤|ν− ∗µk,1|≤r

∥∥∥∥∂2[ν′ξ(·,ν′)]
∂ν′2

(·,ν)
∥∥∥∥

L∞(Ω)

= const. for all ν ∈ U̇r(
∗
µk,1).

All in all, equation (5.126) now reads

∗
ψ = − 1

2πi

∫
Γ
RLk(ν)F(ν)F( ∗µk,1)

−1 ∂[ν′ξ(·,ν′)]
∂ν′

(·, ∗µk,1)
∗

ψ dν

= Q(F)
k,σ0

F( ∗µk,1)
−1 ∂[ν′ξ(·,ν′)]

∂ν′
(·, ∗µk,1)

∗
ψ.

Hence,
∗

ψ ∈ Ran Q(F)
k,σ0

with preimage F( ∗µk,1)
−1 ∂[ν′ξ(·,ν′)]

∂ν′ (·, ∗µk,1)
∗

ψ ∈ L2(Ω) and the
proof is finished.

Part (a) of the just proved result suggests to choose a sequence of λ-nonlinear
Riesz integrals as {Qm}m∈N in our abstract completeness theorem (see Theo-
rem 5.4.14 and our discussion on p. 110f.). Most importantly, in order to fulfill the
closeness requirement (5.93) for this sequence, we are still free in choosing the
operator-valued function F appearing in the corresponding integrands. However,
we shall see later that even the constant mapping S0 3 ν 7→ F(ν) := ξ̃ I is sufficient
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here. Nevertheless, we decided to include Theorem 5.4.22 in its given form, i.e.,
for general holomorphic functions F and with the additional part (b), since it
is, to the best of our knowledge, a new contribution and should be of interest
when other λ-nonlinear spectral problems are studied. This likewise applies to
the result hereafter, which is solely provided for the interest of the reader and
will not be applied in the remainder of this thesis. It addresses the mapping
properties of the λ-nonlinear Riesz projections and also shows that their naming
is justified.

Theorem 5.4.23. Let k ∈ B and let P∗
µk,n

be the λ-nonlinear Riesz projection for Ak and
∗
µk,n as in part (c) of Definition 2.4.7. Then

P2
∗
µk,n

= P∗
µk,n

and Ran P∗
µk,n

= Ker(Lk(
∗
µk,n)) = Ker(Ak(

∗
µk,n)).

Remark. Note carefully that the first of the equalities concerning the range of the
λ-nonlinear Riesz projection is not a consequence of part (b) of Theorem 5.4.22.
This is due the invertibility requirement in the statement of said result, which is
not necessarily satisfied here.

Proof of Theorem 5.4.23. We first show the asserted projection property. Let Γ1 and
Γ2 be two admissible circular contours for Lk and σ0 = {

∗
µk,n}with corresponding

radii 0 < r1 < r2 < θk,n (with θk,n = θ as in Lemma 5.4.18), both being centered
at ∗

µk,n. Then, since the operator P∗
µk,n

does not depend on the chosen admissible
contour (see part (a) of the remarks following Definition 5.4.21),

P∗
µk,n

= − 1
2πi

∫
Γ1

RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I dν1

= − 1
2πi

∫
Γ2

RLk(ν2)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν2)

]
I dν2.

(5.127)

A Taylor expansion as we used it several times before (see Lemma 5.4.16) yields

Lk(ν2)−Lk(ν1) =
(
ν1ξ(·,ν1)− ν2ξ(·,ν2)

)
I

= (ν1 − ν2)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν2)

]
I + R(νξ)

1 (ν1,ν2)I

for all ν1 ∈ Γ1 and all ν2 ∈ Γ2. Therefore, by applying RLk(ν2) from the left and

RLk(ν1)
[

∂[ν′ξ(·,ν′)]
∂ν′ (·,ν1)

]
I from the right, we find, for these ν1 and ν2,

RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I −RLk(ν2)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I

= (ν1 − ν2)

{
RLk(ν2)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν2)

]
I
}{

RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I
}

+RLk(ν2)R(νξ)

1 (ν1,ν2)RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I.
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Dividing both sides of the last equality by ν1 − ν2 and integrating counterclock-
wise along Γ1 and Γ2, we obtain with the help of Fubini’s theorem (note that all
integrands are continuous on Γ1 × Γ2)

∫
Γ1

RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

](∫
Γ2

1
ν1 − ν2

dν2

)
I dν1

−
∫

Γ2

RLk(ν2)

(∫
Γ1

1
ν1 − ν2

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I dν1

)
dν2

=

{∫
Γ2

RLk(ν2)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν2)

]
I dν2

}
(5.128)

·
{∫

Γ1

RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I dν1

}

+
∫

Γ1

(∫
Γ2

RLk(ν2)
R(νξ)

1 (ν1,ν2)

ν1 − ν2
I dν2

)
RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I dν1.

We now consider the two integrals in round brackets on the left-hand side.
First, Cauchy’s integral formula yields

∫
Γ2

1
ν1 − ν2

dν2 = −2πi for all ν1 ∈ Γ1,

since Γ1 is in the inner domain of Γ2. Similarly, Cauchy’s integral theorem (as it is
given in Theorem 2.3.8) implies

∫
Γ1

1
ν1 − ν2

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I dν1 = 0 for all ν2 ∈ Γ2,

since Γ2 is in the outer domain of Γ1. The latter two identities and (5.127) allow
us to rewrite equation (5.128), divided by (−2πi)2, as

P∗
µk,n

= P2
∗
µk,n

+
∫

Γ1

(∫
Γ2

RLk(ν2)
R(νξ)

1 (ν1,ν2)

ν1 − ν2
I dν2

)

·RLk(ν1)

[
∂[ν′ξ(·,ν′)]

∂ν′
(·,ν1)

]
I dν1.

(5.129)

Hence, in order to establish the claimed projection property, we have to show
that the double integral on the right-hand side vanishes. This is once more an
outcome of Riemann’s theorem on removable singularities (Theorem 2.3.12) and
a consequence—by the same arguments and estimates employed in the prior
proof—of the following: Choose some r < min{r1,θk,n − r1}. Then, there holds
Ur(ν1) ⊂ Uθk,n(

∗
µk,n) for all ν1 ∈ Γ1, which allows us to make use of the estimate

provided by Lemma 5.4.18 hereinafter. Furthermore, keeping ν1 ∈ Γ1 fixed we
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have |ν− ∗
µk,n| ≥ r1 − r > 0 for all ν ∈Ur(ν1). With this at hand, we estimate∥∥∥∥∥RLk(ν)

R(νξ)

1 (ν1,ν)
ν1 − ν

I

∥∥∥∥∥
B(L2(Ω))

≤ Ck,n

|ν− ∗
µk,n|

|ν1 − ν|
2

max
0≤t≤1

∥∥∥∥∂2[ν′ξ(·,ν′)]
∂ν′2

(·, (1− t)ν + tν1)

∥∥∥∥
L∞(Ω)

≤ Ck,n

r1 − r
r
2

max
0≤|ν−ν1|≤r

∥∥∥∥∂2[ν′ξ(·,ν′)]
∂ν′2

(·,ν)
∥∥∥∥

L∞(Ω)

= const.

for all ν ∈ U̇r(ν1).

Since ν1 ∈ Γ1 was arbitrary, this implies that the integral in round brackets on the
right-hand side of (5.129) always vanishes and thus P∗

µk,n
= P2

∗
µk,n

.

Regarding the second assertion of the theorem, i.e.,

Ran P∗
µk,n

= Ker(Lk(
∗
µk,n)) = Ker(Ak(

∗
µk,n)),

we only have to show the inclusion Ker(Lk(
∗
µk,n))⊆ Ran P∗

µk,n
. That is because the

equality of the two kernels follows from the definition of the respective operator
pencils and furthermore because Ran P∗

µk,n
⊆ Ker(Lk(

∗
µk,n)) is a consequence of

part (a) of Theorem 5.4.22. Note in this respect that for σ0 = {
∗
µk,n} and

F(ν) :=
[

∂[ν′ξ(·,ν′)]
∂ν′

(·,ν)
]

I for all ν ∈ S0

we have Q(F)
k,σ0

= P∗
µk,n

. So as to complete the proof, let
∗

ψ ∈ Ker(Lk(
∗
µk,n)) and

set Γ := Γ1. Then, repeating our arguments given in the proof of part (b) of
Theorem 5.4.22, we find

∗
ψ = − 1

2πi

∫
Γ
RLk(ν)

νξ(·,ν)− ∗
µk,nξ(·, ∗µk,n)

ν− ∗
µk,n

∗
ψ dν

= − 1
2πi

∫
Γ
RLk(ν)

∂[ν′ξ(·,ν′)]
∂ν′

(·,ν)
∗

ψ dν

+
1

2πi

∫
Γ
RLk(ν)

R(νξ)

1 (
∗
µk,n,ν)

ν− ∗
µk,n

∗
ψ dν

= P∗
µk,n

∗
ψ +

1
2πi

∫
Γ
RLk(ν)

R(νξ)

1 (
∗
µk,n,ν)

ν− ∗
µk,n

∗
ψ dν

(5.130)

(compare to (5.125), (5.126), and the surroundings). We remark that the identity
obtained by Taylor’s theorem which we used here reads

νξ(·,ν)− ∗
µk,1ξ(·, ∗µk,1)

ν− ∗
µk,1

=
∂[ν′ξ(·,ν′)]

∂ν′
(ν)−

R(νξ)

1 (
∗
µk,1,ν)

ν− ∗
µk,1

for all ν ∈ Γ
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and is thus slightly different, namely with ν and ∗
µk,n interchanged, than what we

just referenced. Nevertheless, our by now well-known arguments imply that the
second summand on the right-hand side of (5.130) vanishes, giving the desired
equality

∗
ψ = P∗

µk,n

∗
ψ and thereby the completion of the proof.

Remarks.

(a) In the previous two proofs we showed, always by means of the same method,
that several contour integrals of holomorphic operator-valued functions
vanish. This could also have been conducted differently and without the
theorems from Subsection 2.3.2. For instance, so as to show that Lk(

∗
µk,n)un =

0 for 1≤ n≤ N in the proof of part (a) of Theorem 5.4.22, we can make use of
the estimate stated as part (a) of Proposition 2.3.6 and otherwise proceed as
before to obtain from equation (5.123) that∥∥Lk(

∗
µk,n)un

∥∥
L2(Ω)

=

∥∥∥∥ 1
2πi

∫
Γn

(
νξ(·,ν)− ∗

µk,nξ(·, ∗µk,n)
)
RLk(ν)F(ν)w dν

∥∥∥∥
L2(Ω)

≤ l(Γn)

2π
max
ν∈Γn

∥∥(νξ(·,ν)− ∗
µk,nξ(·, ∗µk,n)

)
RLk(ν)F(ν)w

∥∥
L2(Ω)

≤ rCr
Ck,n

r
max
ν∈Γn
‖F(ν)w‖L2(Ω) ∈ O(r) as r→ 0 for 1≤ n ≤ N.

Since the right-hand side here can be made arbitrarily small by choosing
r sufficiently small, we obtain, as desired, Lk(

∗
µk,n)un = 0 for 1 ≤ n ≤ N.

Clearly, the independence of the λ-nonlinear Riesz integral on the chosen
admissible contour is crucial for this argumentation to be valid.

(b) Under certain assumptions it is possible to generalize the λ-nonlinear Riesz
projection addressed in the last theorem to eigenvalue problems of the form
Au = B(λ)u. Here, A denotes a closed operator between Banach spaces and
U 3 λ 7→ B(λ) is a bounded-operator-valued function which is holomorphic
on some open set U ⊆ C. For a λ-nonlinear eigenvalue λ0 of this problem
and a suitable surrounding contour Γ ⊂U, the operator

Pλ0 := − 1
2πi

∫
Γ
(A− B(λ))−1B′(λ) dλ

is then a projection onto Ker
(

A− B(λ0)
)
, as it is to be expected from our

own result. This is joint work with Prof. Dr. Michael Plum and a publication
is in preparation as of this writing.

(c) It is easy to see that the Riesz projection of a closed operator deserves that
name, i.e., is a projection, even for admissible contours that surround more
than one eigenvalue (see Proposition 2.4.9). However, for the λ-nonlinear
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counterpart as in the previous part of this remark (and also for our problem-
specific variant) this is not the case. In fact, even an eigenvalue equation on a
two-dimensional space suffices to demonstrate this phenomenon:

Let a,b ∈ C \ {0} and set

A :=
(

a2 0
0 b2

)
and B(λ) :=

(
λ2 0
0 λ2

)
for all λ ∈ C.

Then, the eigenvalues of the spectral problem Au = B(λ)u for u ∈ C2 are
given by

λ1 = −a, λ2 = +a, λ3 = −b, λ4 = +b

with corresponding eigenvectors

u1 =

(
1
0

)
, u2 =

(
1
0

)
, u3 =

(
0
1

)
, u4 =

(
0
1

)
.

Notably, there are different eigenvalues having the same eigenvector, which
is clearly a consequence of the λ-nonlinear nature of the problem. Now, it is
readily calculated that

(
A− (B(λ)

)−1B′(λ) =

(
2λ

a2−λ2 0
0 2λ

b2−λ2

)
for all λ ∈ C

and an integration of this function along a Cauchy contour Γ1, surrounding
λ1 once and no other eigenvalue, yields

P1 := − 1
2πi

∫
Γ1

(
A− (B(λ)

)−1B′(λ) dλ =

(
1 0
0 0

)
.

Hence, P1 is a projection onto the eigenspace spanned by the eigenvector u1.
Similarly, with the obvious definitions of the occurring operators, we obtain

P2 =

(
1 0
0 0

)
, P3 =

(
0 0
0 1

)
, P4 =

(
0 0
0 1

)
,

where, as expected, Pn is a projection onto the eigenspace spanned by the
eigenvector un for n = 2,3,4. However, for a Cauchy contour Γσ surrounding
the whole spectrum, i.e., all four eigenvalues λ1, . . . ,λ4, once, we find

Pσ := − 1
2πi

∫
Γσ

(
A− (B(λ)

)−1B′(λ) dλ =
4

∑
n=1

Pn =

(
2 0
0 2

)
,

which is not a projection. In particular, Pσ is not the identity, which is in
contrast to what holds for a λ-linear problem.

With these remarks we end our discussion of the generalization of the Riesz
projection to the λ-nonlinear Maxwell eigenvalue problem for TM-polarized
waves. Right below, we move our considerations to the question of the complete-
ness of the corresponding eigenfunctions again.
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5.4.2.3 STATEMENT AND PROOF OF THE COMPLETENESS THEOREM

Since it was nearly 20 pages earlier that we outlined our strategy for proving the
completeness of the λ-nonlinear Bloch waves in the asymptotically nondispersive
case, we first repeat the essentials here. We do so by utilizing the newly found
information from the previous paragraph and the discussion on p. 110f. to once
more reformulate the theorem we intend to apply (Theorem 5.4.14) as follows:

Theorem 5.4.24 (An updated problem-specific variant of Theorem 5.4.11). Let
k ∈ B and let N ∈N be such that ∗

µk,N <
∗
µk,N+1. Further, let {Jm}m∈N be a partition

of the set {n ∈N | n ≥ N + 1} such that {λ̃k,n | n ∈ Jm1} ∩ {λ̃k,n | n ∈ Jm2} = ∅ for
all m1,m2 ∈N.1 For all m ∈N denote moreover by Pm the orthogonal projection in
H1

k-per(Ω), equipped with the norm ‖·‖H1
k , ξ̃ , onto the subspace span{ψ̃k,n | n ∈ Jm}, i.e.,

Pm := − 1
2πi

∫
Γ(P)

m

RÃk
(ν) dν

∣∣∣
H1

k-per(Ω)
: H1

k-per(Ω)→
⊕
n∈Jm

Ker(Ãk − λ̃k,n I)

with an admissible contour Γ(P)
m for Ãk and {λ̃k,n | n ∈ Jm}. Finally, for all m ∈N let Qm

be the λ-nonlinear Riesz integral mapping into the subspace span{
∗

ψk,n | n ≥ N + 1}
given by

Qm := − 1
2πi

∫
Γ(Q)

m

RLk(ν)ξ̃ I dν
∣∣∣

H1
k-per(Ω)

: H1
k-per(Ω)→

⊕
n∈Jm

Ker(Lk(
∗
µn,k))

with an admissible contour Γ(Q)
m for Lk and { ∗µk,n | n ∈ Jm}. If∥∥∥∥∥ ∞

∑
m=1

(Pm −Qm)

∥∥∥∥∥
B(H1

k-per(Ω))

< 1, (5.131)

where, implicitly, the convergence of the series is demanded, then

H1
k-per(Ω) = span{

∗
ψk,n | 1≤ n ≤ N} ⊕ span{

∗
ψk,n | n ≥ N + 1}.

In particular, the λ-nonlinear eigenfunctions {
∗

ψk,n}n∈N are then complete in H1
k-per(Ω).

When we apply the just stated result shortly afterwards, we only have to
verify the closeness requirement (5.131), since our knowledge about the mapping
properties of λ-nonlinear Riesz integrals, i.e., Theorem 5.4.22, has already been
accounted for. Thereby, we are still free in choosing an arbitrarily large index
N (see the remark following Theorem 5.4.14), the partition {Jm}m∈N, and the
sequences {Γ(P)

m }m∈N and {Γ(Q)
m }m∈N of admissible contours. While these are a

lot of parameters to work with, we will nevertheless have to further restrict the
properties of the coefficient function ξ of our problem to be successful.

1If this were not required there could hold span{ψ̃k,n | n ∈ Jm} (
⊕

n∈Jm
Ker(Ãk − λ̃k,n I) for

some m ∈N, meaning that the orthogonal projection onto the left subspace would then not equal
the Riesz projection Pm.
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For our full assumptions on ξ are by now widely spread over the current
section, we collect them conveniently in one place below. Note here that only
parts (c.iv) and (c.v) have been newly added, whereas everything else is a plain
word-by-word repetition of aforementioned requirements.

Assumptions 5.4.25 (Entire assumptions on ξ in the asymptotically nondispersive
case). We suppose that ξ ∈ C([0,∞); L∞(R2;R)) is such that

(a) the following physically-motivated assumptions hold:

(a.i) For all µ ∈ [0,∞) the function ξ(·,µ) is Z2-periodic, i.e.,

ξ(x,µ) = ξ(x + a,µ) for a. a. x ∈R2 and all a ∈Z2.

(a.ii) For all µ ∈ [0,∞) and some positive constant ξmin we have

ξmin ≤ ξ(x,µ) ≤ ‖ξ(·,µ)‖L∞(Ω) =: ξmax(µ) for a. a. x ∈R2.

(a.iii) The function µ 7→ µξ(x,µ) is strictly monotonically increasing on (0,∞) for
almost all x ∈Ω.

(b) the following name-giving assumption of the asymptotically nondispersive
case holds:

For some ξ̃ ∈ L∞(R2;R) with

ξ̃(x) = ξ̃(x + a) for a. a. x ∈R2 and all a ∈Z2

and, for some positive constant ξ̃min,

ξ̃min ≤ ξ̃(x) ≤ ‖ξ̃‖L∞(Ω) =: ξ̃max for a. a. x ∈R2

we have ∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

→ 0 as µ→∞.

(c) there exist µ̂ > 0 and κ > 0 such that the following high-frequency assumptions
hold:

(c.i) The function (µ̂,∞) 3 µ 7→ ξ(·,µ)|Ω ∈ L∞(Ω;R) has a holomorphic exten-
sion, which we again call ξ, to the semi-infinite strip

S := {µ + iτ ∈ C | µ > µ̂, |τ| < κ}

with ξ(·,ν) ∈ L∞(Ω;C) for all ν ∈ S .

(c.ii) For some q > 0 we have

µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,ν)]
∂ν

(·,µ)
∥∥∥∥

L∞(Ω)

≤ q < 1 for all µ > µ̂.
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(c.iii) For some C > 0 we have

µ

∥∥∥∥∂2[ξ(·,ν)]
∂ν2 (·,µ + iτ)

∥∥∥∥
L∞(Ω)

≤ C for all µ + iτ ∈ S .

(c.iv) For some D > 0 we have

|ν|3/2

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥
L∞(Ω)

≤ D for all ν ∈ S .

(c.v) There holds

∫ ∞

µ̂
sup

0<τ<κ

(
|µ + iτ|3/2

∥∥∥∥1− ξ (·,µ + iτ)
ξ̃

∥∥∥∥
L∞(Ω)

)
dµ < ∞.

Remarks.

(a) An easy example of a function satisfying the entire assumptions of the asymp-
totically nondispersive case is given by

ξ(x,µ) := ξ̃(x)
(

1− e−µ

2

)
for all x ∈R2 and all µ ∈ [0,∞) (5.132)

where ξ̃ ∈ L∞(R2;R) is Z2-periodic as well as bounded away from zero and
from above by positive constants ξmin and ξmax, respectively. This is readily
seen as follows:

For all µ∈ [0,∞) the function ξ(·,µ) is Z2-periodic and 1
2 ξ̃min≤ ξ(x,µ)≤ ξ̃max

for almost all x ∈R2. Furthermore, the dependence of ξ on µ is continuous,
the mapping µ 7→ µξ(x,µ) is strictly monotonically increasing on (0,∞) for
all x ∈R2, and ∥∥∥∥1− ξ(·,µ)

ξ̃

∥∥∥∥
L∞(Ω)

=
e−µ

2
→ 0 as µ→∞.

Hence, parts (a) and (b) of Assumptions 5.4.25 hold. Besides, a holomorphic
extension of ξ clearly exists—even to the whole complex plane—and retains
the form (5.132) where the non-spatial argument can now be taken as an
arbitrary complex number. For simplicity, and since this is all that is required,
we nevertheless consider this extended function only on a semi-infinite strip
S of width 2κ as before. With κ := 1 and µ̂ > 0 sufficiently large we find
ξ(·,ν) ∈ L∞(Ω;C) for all ν ∈ S and furthermore

µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,ν)]
∂ν

(·,µ)
∥∥∥∥

L∞(Ω)

≤ 2ξ̃max

ξ̃min
µ

e−µ

2
≤ 1

2
< 1 for all µ > µ̂
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as well as

µ

∥∥∥∥∂2[ξ(·,ν)]
∂ν2 (·,µ + iτ)

∥∥∥∥
L∞(Ω)

≤ ξ̃max

2
µ
∣∣∣e−(µ+iτ)

∣∣∣ = ξ̃max

2
µe−µ ≤ ξ̃max

2
µ̂e−µ̂ =: C for all µ + iτ ∈ S .

Finally, there holds

|ν|3/2

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥
L∞(Ω)

≤ |ν|3/2 |e−ν|
2
≤ (Reν + 1)3/2 e−Reν

2
≤ (µ̂ + 1)3/2 e−µ̂

2
=: D for all ν ∈ S ,

meaning that all but part (c.v) of the assumptions have now been verified.
This remaining requirement, however, follows from

|µ + iτ|3/2

∥∥∥∥1− ξ (·,µ + iτ)
ξ̃

∥∥∥∥
L∞(Ω)

≤ (µ + κ)
3/2

∣∣∣e−(µ+iτ)
∣∣∣

2
≤ (2µ)

3/2 e−µ

2
for all µ ≥ µ̂ and all τ ∈ (0,κ)

together with the existence of the improper integral
∫ ∞

µ̂ µ3/2e−µ dµ and thereby
concludes our example.

(b) It is by no means necessary that a function satisfying Assumptions 5.4.25 is as
simple as that presented in the previous part of this remark, i.e., of a product
form, entire, and exponentially converging in the non-spatial variable. For
instance, take for some M ∈ N functions ξ̃,ξ1, . . . ,ξM ∈ L∞(R2;R) which
are Z2-periodic and bounded away from zero and from above by positive
constants ξ̃min, ξn,min and ξ̃max, ξn,max, respectively, where n = 1, . . . , M. In
certain cases, which we shall specify in the course of this part of our remark,
a function of the form

ξ(x,µ) := ξ̃(x)−
M

∑
n=1

Sn(µ)

Tn(µ)
ξn(x) for all x ∈R2 and all µ ∈ [0,∞), (5.133)

where Sn and Tn are real-valued polynomials on [0,∞) for n = 1, . . . , M, does
then satisfy the entire assumptions of the asymptotically nondispersive case.1

Sufficient conditions for this to be true can be derived as follows:

Obviously, for all µ ∈ [0,∞) the function ξ(·,µ) is Z2-periodic and its depen-
dence on µ is continuous as long as we require the polynomials Tn in the

1An important example of this type of function is given for the choice ξ̃ ≡ ε0 (the vacuum
permittivity) andξn|Ω(x) = χΩn for n = 1, . . . , M, where Ω = ∪M

n=1Ωn is a partition of the primitive
cell Ω of a given photonic crystal (see Section 5.5). This spatially piecewise constant form accounts
for the way in which the materials are usually built in practice (see Section 3.1).
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denominators to have no zeros in [0,∞). The lower boundedness of ξ as in
part (a.ii) of our assumptions has to be checked in concrete cases since it can
only be satisfied for certain coefficients, signs, and degrees of the involved
polynomials. The respective µ-dependent upper bounds, however, are easily
seen to be themselves less than or equal to

ξ̃max + M max
1≤n≤M

(
Sn(µ)

Tn(µ)
ξn,max

)
.

Now, stating general conditions leading to a strictly monotonic dependence
as it is required in part (a.iii) of Assumptions 5.4.25 is again not possible. In
view of the differentiability of the involved polynomials, though, it has to be
verified that

ξ̃(x) >
M

∑
n=1

[
Sn(µ)

Tn(µ)
+ µ

(
Sn

Tn

)′
(µ)

]
ξn(x) for all µ ∈ (0,∞) and a. a. x ∈R2.

Supposing that so far all requirements can be satisfied (see our specific ex-
ample at the end of this remark), we turn our attention to the name-giving
assumption of the asymptotically nondispersive case. For all µ ∈ [0,∞) we
have ∥∥∥∥1− ξ(·,µ)

ξ̃

∥∥∥∥
L∞(Ω)

≤
M

∑
n=1

∣∣∣∣Sn(µ)

Tn(µ)

∣∣∣∣ ∥∥∥∥ ξn

ξ̃

∥∥∥∥
L∞(Ω)

≤ 1
ξ̃min

M max
1≤n≤M

(∣∣∣∣Sn(µ)

Tn(µ)

∣∣∣∣ ξn,max

)
.

(5.134)

Therefore, a sufficient condition for the left-hand side to converge to zero as
µ→∞ is

Sn(µ)

Tn(µ)
→ 0 as µ→∞ for 1≤ n ≤ M.

Of course, this is equivalent to requiring that the degrees of the involved
polynomials satisfy degSn < deg Tn for 1 ≤ n ≤ M. While this finishes our
discussion of parts (a) and (b) of our assumptions, part (c) remains. Note in
this respect that real and imaginary parts of complex zeros of the polynomials
Tn in the right half-plane determine the constants µ̂ and κ that define the semi-
infinite strip S . In any case, it exists and (µ̂,∞) 3 µ 7→ ξ(·,µ)|Ω ∈ L∞(Ω;R)

has an equally named extension, still of the form given in (5.133), satisfying
ξ(·,ν) ∈ L∞(Ω;C) for all ν ∈ S . With this, let us address the requirements
(c.ii)–(c.v) of our assumptions. First, for all µ > µ̂,

µ

∥∥∥∥ 1
ξ(·,µ)

∂[ξ(·,ν)]
∂ν

(·,µ)
∥∥∥∥

L∞(Ω)

≤ 1
ξmin

Mµ max
1≤n≤M

(∣∣∣∣∣
(

Sn

Tn

)′
(µ)

∣∣∣∣∣ ξn,max

)
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and the right-hand side is required to be bounded by a constant less than 1.
Potentially enlarging µ̂, this is particularly possible if

µ

(
Sn

Tn

)′
(µ) =

µS′n(µ)
Tn(µ)

− µT′n(µ)
Tn(µ)

Sn(µ)

Tn(µ)
→ 0 as µ→∞ for 1≤ n ≤ M,

which holds under the same degree condition already derived above. This is
likewise true in case of the requirement (c.iii), i.e.,

µ

∣∣∣∣∣
(

Sn

Tn

)′′
(µ + iτ)

∣∣∣∣∣ ≤ Cn for all µ + iτ ∈ S and 1≤ n ≤ M,

where Cn, for n = 1, . . . , M, are constants. To see this, note that

ν

(
Sn

Tn

)′′
(ν) =

νS′′n(ν)
Tn(ν)

− 2
νS′n(ν)T′n(ν)

T2
n(ν)

− νT′′n (ν)Sn(ν)

T2
n(ν)

+ 2
ν(T′n)2(ν)Sn(ν)

T3
n(ν)

for all ν ∈ S and 1≤ n ≤ M

and carefully compare the degrees of the occurring polynomials. Next, so
as to satisfy part (c.iv) of Assumptions 5.4.25, the so far strongest condition
degSn ≤ deg Tn − 2 for 1≤ n ≤ M has to be imposed. Then, obviously,

|ν|3/2

∣∣∣∣Sn(ν)

Tn(ν)

∣∣∣∣ ≤ Dn for all ν ∈ S and 1≤ n ≤ M,

where Dn, for n = 1, . . . , M, are constants. Finally, regarding the integrability
condition in part (c.v) of Assumptions 5.4.25 we note that for all µ > µ̂

sup
0<τ<κ

(
|µ + iτ|3/2

∥∥∥∥1− ξ (·,µ + iτ)
ξ̃

∥∥∥∥
L∞(Ω)

)

≤ 1
ξ̃min

M(µ + κ)
3/2 sup

0<τ<κ

max
1≤n≤M

(∣∣∣∣Sn(µ + iτ)
Tn(µ + iτ)

∣∣∣∣ ξn,max

)

≤ Cµ
3/2 max

1≤n≤M

(
ξn,max sup

0<τ<κ

∣∣∣∣Sn(µ + iτ)
Tn(µ + iτ)

∣∣∣∣)
for some positive constant C and sufficiently small κ (compare to (5.134)).
Hence, in order for the left-hand side to be integrable over [µ̂,∞), a fast
enough decrease of the suprema on the right-hand side is sufficient, i.e.,

sup
0<τ<κ

∣∣∣∣Sn(µ + iτ)
Tn(µ + iτ)

∣∣∣∣ ∈ O( 1
µ3

)
as µ→∞ for 1≤ n ≤ M. (5.135)

Here, as with all other requirements of part (c), it is important to remark that
µ̂ can be increased and κ can be decreased if need be. On account of (5.135),
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we see that the principal conditions that need to be satisfied such that a func-
tion of the form (5.133) fulfills the entire assumptions of the asymptotically
nondispersive case read

degSn ≤ deg Tn − 3 and Tn 6= 0 on [0,∞) for 1≤ n ≤ M.

For instance, a very simple suitable example is given by

ξ(x,µ) := ξ̃(x)
(

1− 1
2 + µ3

)
for all x ∈R2 and all µ ∈ [0,∞),

which is readily checked with the help of the comments made before. This
shall close our remark.

Having clarified that Assumptions 5.4.25 are not too strong, we move on to
state and proof the main theorem of this thesis.

Theorem 5.4.26 (Completeness in the asymptotically nondispersive case). Let
Assumptions 5.4.25 hold. Then for all k ∈ B the λ-nonlinear eigenfunctions {

∗
ψk,n}n∈N

of the operator pencil Ak are complete in H1
k-per(Ω).

Proof. Let k ∈ B be fixed and, for a more readable notation in what follows, set

K1 :=
√

3E
ξ̃ 2

max

ξ̃min

√
ξ̃max +

π

2
and K2 :=

√√√√ 4
π3

ξ̃
17/2
max

ξ̃
11/2
min

+
8

π4
ξ̃ 11

max

ξ̃ 7
min

(5.136)

with E denoting the positive constant appearing on the right-hand side of the
inequality in Lemma 5.4.17. In addition, define ηm := η

2m for all m ∈N and a fixed
number η such that

0 < η < min
{

1, κ0,
π

4K2D

}
, (5.137)

where 2κ0 is the width of S0 as in Lemma 5.4.17 (in particular, κ0 ≤ κ) and the
remaining constants stem from Assumptions 5.4.25. Finally, without loss of
generality, we suppose

µ̂ ≥max

{
1, D2/3,

4D2

π2 ξ̃2
max,

4D2

π2
ξ̃ 5

max

ξ̃ 3
min

}
. (5.138)

Keeping these preliminaries in mind, we employ Lemma 5.4.10 to obtain a
sequence {Gm}m∈N of intervals such that

Gm = [gm,0, gm,1] ⊂ ρ(Ãk), gm,1 − gm,0 ≥
2π

ξ̃max
, gm+1,0 > gm,1 for all m ∈N,

gm,0→∞ as m→∞. (5.139)
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Here we may assume that these spectral gaps are maximally extended in the
sense that a gap of width 5πξ̃−1

max, say, is considered as a single gap and not
broken up into two neighboring ones. In particular, this allows us to infer that
there is always at least one eigenvalue of Ãk between two of these intervals.

Setting hm := 1
2 (gm,0 + gm,1) for all m ∈N we now choose a subsequence of

{Gm}m∈N, denoted the same, with g1,0 > µ̂ such that the corresponding midpoints
satisfy∫ ∞

hm

|t + iηm|
3/2

∥∥∥∥1− ξ (·, t + iηm)

ξ̃

∥∥∥∥
L∞(Ω)

dt ≤ πη2

8K1

1
6m for all m ∈N. (5.140)

Note that this is possible by part (c.v) of Assumptions 5.4.25 and the Cauchy
criterion for improper integrals. By possibly dropping the first finitely many
gaps in this subsequence (and renaming the rest so as to start with G1 again),
we may furthermore assume that for some N ∈N there holds µ̂ <

∗
µk,N , λ̃k,N and

λ̃k,N < g1,0 < g1,1 < λ̃k,N+1. Recall in this respect that all eigenvalues in this proof
are isolated, have finite multiplicities, and tend to infinity by Theorem 4.1.5 (with
εr replaced by ξ̃) and Theorem 5.2.6, respectively.

Keeping the gaps and the index N fixed for the rest of the proof, we first
obtain by part (c.iv) of our assumptions and (5.138) that

µ

∥∥∥∥1− ξ(·,µ)
ξ̃

∥∥∥∥
L∞(Ω)

≤ D
√

µ
<

D√
µ̂
≤ π

2ξ̃max
for all µ ≥ ∗

µk,N . (5.141)

In particular, since ∗
µk,N > µ̂ ≥ D2/3, the norm on the left-hand side of (5.141) is

less than or equal to one for all µ ≥ ∗
µk,N . This implies, using Lemma 5.4.9, that

the considered eigenvalues of the operator pencil Ak are close to those of the
operator Ãk. More precisely,

| ∗µk,n − λ̃k,n| ≤
π

2ξ̃max
≤ gm,1 − gm,0

4
for all n ≥ N and all m ∈N, (5.142)

using the intermediate statement in (5.139). Since λ̃k,N and λ̃k,N+1 are separated
by the gap G1 (as per our above choice), this yields ∗

µk,N <
∗
µk,N+1 and thereby the

first of the assumptions of Theorem 5.4.24 which we intend to apply.
To proceed, we outline our selection of the partition and the sequences of

admissible contours occurring in the statement of said theorem. In the associated
notation, we put Jm := {n ∈N | gm,1 < λ̃k,n < gm+1,0} for all m ∈N. In other
words, Jm contains the indices of all eigenvalues of the operator Ãk which lie
between the spectral gaps Gm and Gm+1. By the assumption mentioned right
below (5.139) we have Jm 6= ∅ for all m ∈N, where these sets are finite, pairwise
disjoint, and contain only eigenvalues greater than λ̃k,N . Furthermore, there
holds ∪∞

m=1 Jm = {n ∈N | n ≥ N + 1} in view of the above-mentioned fact that
gm,0→∞ as m→∞. Clearly, we also have {λ̃k,n | n ∈ Jm1} ∩ {λ̃k,n | n ∈ Jm2} = ∅
for all m1,m2 ∈N, meaning that the partition {Jm}m∈N fulfills the requirements
of Theorem 5.4.24.



138 A SPECTRAL PROBLEM FOR DISPERSIVE PHOTONIC CRYSTALS

Regarding the necessary sequences of admissible contours, we introduce for
all m ∈N the parametrizations

γm,1(t) := hm − it for all t ∈ [−ηm,ηm],

γm,2(t) := t− iηm for all t ∈ [hm, hm+1],

γm,3(t) := hm+1 + it for all t ∈ [−ηm,ηm],

γm,4(t) := hm+1 + hm − t + iηm for all t ∈ [hm, hm+1]

(5.143)

and denote the associated rectangular Cauchy contours by Γm := ∪4
l=1Γm,l ⊂ Sk.

As is indicated, the latter all lie in the region Sk, which follows from our above
choice of η (see (5.137)) and the evident inequality ηm < η for all m ∈N. For
further clarification, we also provide a schematic illustration of Γ1 and (partly) Γ2

together with information on the adjacent eigenvalues in Figure 5.9 below.

0 R

η1

−η1

η2

−η2

κ

−κ

κ0

−κ0

iR

µ̂ λ̃k,N λ̃k,N+1 λ̃k,L

λ̃k,L+1

⊂ S0

⊂ S

Γ1

Γ2

G1 G2

> 2π
ξ̃max

> 2π
ξ̃max

3 ∗
µk,N+1, . . . , ∗µk,L

FIGURE 5.9 — A schematic illustration of the setting in the proof of Theorem 5.4.26. It
depicts the first two spectral gaps as in (5.139) after the renumbering explained in the
proof and also shows the corresponding contours Γ1 and (partly) Γ2, which overlap along
the dashed line. In the region between the midpoints h1 and h2 of the marked spectral
gaps G1 and G2 there are one or more eigenvalues of Ãk, i.e., L ≥ N + 2, and just as many
of Lk (and thus of Ak).

Obviously, the just introduced parametrizations satisfy, for all m ∈N,

γ′m,1(t) = −i, γ′m,3(t) = i for all t ∈ [−ηm,ηm],

γ′m,2(t) = 1, γ′m,4(t) = −1 for all t ∈ [hm, hm+1].
(5.144)

Furthermore, the contour Γm is admissible for Ãk and {λ̃k,n | n ∈ Jm} and, in fact,
likewise admissible for Lk and { ∗µk,n | n ∈ Jm}, both for all m ∈N. That is, any of
these contours encloses λ-linear and λ-nonlinear eigenvalues carrying the same
indices n. To see this, it suffices to observe that (5.142) and

dist
(
hm,σ(Ãk)

)
>

π

ξ̃max
for all m ∈N (5.145)
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imply that hm < λ̃k,n < hm+1 if and only if hm <
∗
µk,n < hm+1 for all n ≥ N and all

m ∈N. Hence, still in the notation of Theorem 5.4.24, the therein employed Riesz
projections and λ-nonlinear Riesz integrals take the form

Pm = − 1
2πi

∫
Γm

RÃk
(ν) dν,

Qm = − 1
2πi

∫
Γm

RLk(ν)ξ̃ I dν,
for all m ∈N,

where these operators are defined on H1
k-per(Ω) equipped with the norm ‖·‖H1

k , ξ̃ .
With these extensive preparations at hand, it remains to show the closeness

requirement (5.131), i.e., as we repeat,∥∥∥∥∥ ∞

∑
m=1

(Pm −Qm)

∥∥∥∥∥
B(H1

k-per(Ω))

< 1. (5.146)

In fact, we will even prove that the series is absolutely convergent, wherefore the
fact that we were able to choose just one sequence of admissible contours for both
the λ-linear and the λ-nonlinear problem is of great help. Before we come to this
point, however, we introduce for all m ∈N the abbreviations Γ⊥m := Γm,1 ∪ Γm,3 as
well as Γ‖m := Γm,2 ∪ Γm,4 and furthermore set

Γ∞ :=
⋃

m∈N

Γm, Γ⊥∞ :=
⋃

m∈N

Γ⊥m , and Γ‖∞ :=
⋃

m∈N

Γ‖m,

thereby splitting the set of all points on the admissible contours Γm into two
(non-disjoint) subsets: One containing the points on the line segments parallel to
the real axis and the other containing the points on the (open) line segments of
length 2ηm perpendicular to the real axis. We shall see below why this separation
is necessary and for now only note that (5.145) and σ(Ãk) ⊂R imply

dist
(
ν,σ(Ãk)

)
≥ ηm for all ν ∈ Γ‖m and all m ∈N,

dist
(
ν,σ(Ãk)

)
>

π

ξ̃max
for all ν ∈ Γ⊥m and all m ∈N.

(5.147)

To begin with our estimation of the norm in (5.146), we put

W(ν) := RÃk
(ν)−RLk(ν)ξ̃ I for all ν ∈ Γ∞

and use the properties (5.144) of the parametrizations defined in (5.143) to deduce
that for all m ∈N

Pm −Qm = − 1
2πi

4

∑
l=1

∫
Γm,l

W(ν) dν

= − 1
2πi

[∫ ηm

−ηm

γ′m,1(t)W(γm,1(t)) dt +
∫ hm+1

hm

γ′m,2(t)W(γm,2(t)) dt
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+
∫ ηm

−ηm

γ′m,3(t)W(γm,3(t)) dt +
∫ hm+1

hm

γ′m,4(t)W(γm,4(t)) dt
]

=
1

2π

(∫ ηm

−ηm

W(hm − it) dt−
∫ ηm

−ηm

W(hm+1 + it) dt
)

− 1
2πi

(∫ hm+1

hm

W(t− iηm) dt−
∫ hm+1

hm

W(t + iηm) dt
)

.

Here, the very last integral is obtained by means of a simple substitution of the
integration variable. From this it follows, again for all m ∈N,

‖Pm −Qm‖B(H1
k-per(Ω))

≤ 1
2π

(∫ ηm

−ηm

‖W(hm − it)‖B(H1
k-per(Ω)) dt +

∫ ηm

−ηm

‖W(hm+1 + it)‖B(H1
k-per(Ω)) dt

+
∫ hm+1

hm

‖W(t− iηm)‖B(H1
k-per(Ω)) dt +

∫ hm+1

hm

‖W(t + iηm)‖B(H1
k-per(Ω)) dt

)
≤ 1

2π

[
2ηm

(
max
ν∈Γm,1

‖W(ν)‖B(H1
k-per(Ω)) + max

ν∈Γm,3
‖W(ν)‖B(H1

k-per(Ω))

)
(5.148)

+
∫ hm+1

hm

‖W(t− iηm)‖B(H1
k-per(Ω)) dt +

∫ hm+1

hm

‖W(t + iηm)‖B(H1
k-per(Ω)) dt

]
,

owing to part (a) of Proposition 2.3.6. In order to further estimate the right-hand
side, we note that for all ν ∈ Γ∞ the identity(

− ∆− νξ(·,ν)I
)
−
(
−∆− νξ̃ I

)
=
(
νξ̃ − νξ(·,ν)

)
I,

which is valid on H2
k-per(Ω), gives(

−∆− νξ̃ I
)−1
−
(
− ∆− νξ(·,ν)I

)−1

=
(
−∆− νξ̃ I

)−1 (
νξ̃ − νξ(·,ν)

)(
− ∆− νξ(·,ν)I

)−1

by an application of the operators
(
−∆− νξ̃ I

)−1
and

(
− ∆− νξ(·,ν)I

)−1 from
the left and from the right, respectively. This yields

W(ν) = RÃk
(ν)−RLk(ν)ξ̃ I

=

[(
−∆− νξ̃ I

)−1
−
(
− ∆− νξ(·,ν)I

)−1
]

ξ̃ I

=
(
−∆− νξ̃ I

)−1 (
νξ̃ − νξ(·,ν)

)(
− ∆− νξ(·,ν)I

)−1
ξ̃ I

= RÃk
(ν)

[
ν

(
1− ξ(·,ν)

ξ̃

)]
RLk(ν)ξ̃ I for all ν ∈ Γ∞.

(5.149)
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While, as stated, this chain of equalities is valid for all points in Γ∞, we will not
make use of it on the subset Γ⊥∞, the precise reason for this becoming apparent
further below.1

Either way, the following preliminary information regarding the operator
norm in H1

k-per(Ω) is important: We obtain by means of partial integration that

‖u‖2
H1

k , ξ̃ = 〈∇u,∇u〉L2(Ω) + 〈u,u〉ξ̃

= 〈−∆u,u〉L2(Ω) −
〈

νξ̃u− νξ̃u,u
〉

L2(Ω)
+
〈

ξ̃u,u
〉

L2(Ω)

=
〈(
− ∆− νξ̃ I

)
u,u
〉

L2(Ω)
+
〈
(1 + ν)ξ̃u,u

〉
L2(Ω)

for all u ∈ H2
k-per(Ω) and all ν ∈ Γ∞.

(5.150)

Now, for all u ∈ H1
k-per(Ω) (in fact, even for all u ∈ L2(Ω)) and all ν ∈ Γ∞ we have

W(ν)u ∈ H2
k-per(Ω) by the mapping properties of the involved operators (see

(5.149)). Hence, using the last-mentioned identity we obtain

‖W(ν)u‖2
H1

k , ξ̃ (5.151)

=
〈
(−∆− νξ̃ I)W(ν)u,W(ν)u

〉
L2(Ω)

+
〈
(1 + ν)ξ̃W(ν)u,W(ν)u

〉
L2(Ω)

≤
(∥∥∥(−∆− νξ̃ I)W(ν)u

∥∥∥
L2(Ω)

+ |1 + ν|
∥∥∥ξ̃W(ν)u

∥∥∥
L2(Ω)

)
‖W(ν)u‖L2(Ω) .

for all u ∈ H1
k-per(Ω) and all ν ∈ Γ∞.

Let us use the right-hand side of (5.149) to address the three occurring norms
separately. There holds, for u and ν as in the line above,∥∥∥(−∆− νξ̃ I)W(ν)u

∥∥∥
L2(Ω)

=

∥∥∥∥(−∆− νξ̃ I)RÃk
(ν)

[
ν

(
1− ξ(·,ν)

ξ̃

)]
RLk(ν)ξ̃u

∥∥∥∥
L2(Ω)

=

∥∥∥∥ξ̃

[
ν

(
1− ξ(·,ν)

ξ̃

)]
RLk(ν)ξ̃u

∥∥∥∥
L2(Ω)

≤ ξ̃ 2
max|ν|

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥
L∞(Ω)

‖RLk(ν)‖B(L2(Ω)) ‖u‖L2(Ω)

as well as∥∥∥ξ̃W(ν)u
∥∥∥

L2(Ω)
≤ ξ̃ 2

max|ν|
∥∥∥∥1− ξ(·,ν)

ξ̃

∥∥∥∥
L∞(Ω)

∥∥∥RÃk
(ν)
∥∥∥
B(L2(Ω))

· ‖RLk(ν)‖B(L2(Ω)) ‖u‖L2(Ω)

1Strictly speaking, we will not make use of it on the subset Γ⊥∞ \ Γ‖∞ (recall that these sets are
not disjoint).
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and, finally,

‖W(ν)u‖L2(Ω) ≤ ξ̃max|ν|
∥∥∥∥1− ξ(·,ν)

ξ̃

∥∥∥∥
L∞(Ω)

∥∥∥RÃk
(ν)
∥∥∥
B(L2(Ω))

· ‖RLk(ν)‖B(L2(Ω)) ‖u‖L2(Ω) .

Combining the latter three estimates with (5.151) and∥∥∥RÃk
(ν)
∥∥∥
B(L2(Ω))

≤

√
ξ̃max

ξ̃min

∥∥∥RÃk
(ν)
∥∥∥
B(L2

ξ̃
(Ω))

=

√
ξ̃max

ξ̃min

1
dist(ν,σ(Ãk))

for all ν ∈ Γ∞,

(5.152)

which is a consequence of Theorem 2.4.6, the self-adjointness of Ãk on the
weighted space L2

ξ̃
(Ω), and the upper and lower bounds on ξ̃, yields

‖W(ν)u‖2
H1

k , ξ̃

≤ ξ̃ 3
max|ν|2

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥2

L∞(Ω)

‖RLk(ν)‖
2
B(L2(Ω))

∥∥∥RÃk
(ν)
∥∥∥
B(L2(Ω))

·
(

1 + |1 + ν|
∥∥∥RÃk

(ν)
∥∥∥
B(L2(Ω))

)
‖u‖2

L2(Ω)

≤ ξ̃ 3
max

√
ξ̃max

ξ̃min

1
dist(ν,σ(Ãk))

|ν|2
∥∥∥∥1− ξ(·,ν)

ξ̃

∥∥∥∥2

L∞(Ω)

‖RLk(ν)‖
2
B(L2(Ω))

·
(

1 + |1 + ν|

√
ξ̃max

ξ̃min

1
dist(ν,σ(Ãk))

)
‖u‖2

L2(Ω) (5.153)

for all u ∈ H1
k-per(Ω) and all ν ∈ Γ∞.

As a next step, we restrict our considerations to ν ∈ Γ‖∞. Using the first line of
(5.147) as well as the obvious inequalities ξ̃min ≤ ξ̃max, ηm < 1 for all m ∈N, and
|ν| ≥ Reν > µ̂ > 1 for all ν ∈ Γ∞ (note the inequality (5.138)) we get for all ν ∈ Γ‖m
and all m ∈N(

1 + |1 + ν|

√
ξ̃max

ξ̃min

1
dist(ν,σ(Ãk))

)
≤
(

1 + |1 + ν|

√
ξ̃max

ξ̃min

1
ηm

)

≤ (2 + |ν|)

√
ξ̃max

ξ̃min

1
ηm
≤ 3|ν|

√
ξ̃max

ξ̃min

1
ηm

.

Along with

‖u‖2
L2(Ω) ≤

1
ξ̃min
‖u‖2

ξ̃
≤ 1

ξ̃min
‖u‖2

H1
k , ξ̃ for all u ∈ H1

k-per(Ω) (5.154)
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we thus deduce from (5.153), again employing the first line of (5.147),

‖W(ν)u‖2
H1

k , ξ̃ ≤ 3
ξ̃ 4

max

ξ̃ 2
min

1
η2

m
|ν|3

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥2

L∞(Ω)

‖RLk(ν)‖
2
B(L2(Ω)) ‖u‖

2
H1

k , ξ̃

for all u ∈ H1
k-per(Ω), all ν ∈ Γ‖m, and all m ∈N. (5.155)

A similar estimate holds likewise for all ν ∈ Γ⊥∞, where only the constant
differs due to the second line of (5.147). This, however, is of no use to us since
for the yet to be estimated operator norm of RLk(ν) we unfortunately cannot go
back to an upper bound in terms of the distance of ν to the spectrum of Lk. More
precisely, we cannot assure that the estimate provided by Lemma 5.4.18, which
is in fact of the mentioned form, is applicable for ν ∈ Γ∞, as it only holds locally
around λ-nonlinear eigenvalues. Nevertheless, what we do have at our disposal
is Lemma 5.4.17, which states that for the positive constant E appearing in (5.136)
we have

‖RLk(ν)‖B(L2(Ω)) ≤
√

ξmax(Reν)
E
|Imν| for all non-real ν ∈ Γ∞. (5.156)

Of course, on Γ‖∞ this estimate is employable. For such ν we have by (5.141)

ξmax(Reν) = ‖ξ(·,Reν)‖L∞(Ω) =

∥∥∥∥ξ̃ − ξ̃

(
1− ξ(·,Reν)

ξ̃

)∥∥∥∥
L∞(Ω)

≤ ξ̃max + ξ̃max

∥∥∥∥1− ξ(·,Reν)

ξ̃

∥∥∥∥
L∞(Ω)

≤ ξ̃max +
π

2Reν
≤ ξ̃max +

π

2
,

using, as on the previous page, Reν > 1 for all ν ∈ Γ∞. Hence,

‖RLk(ν)‖B(L2(Ω)) ≤
√

ξ̃max +
π

2
E

ηm
for all ν ∈ Γ‖m and all m ∈N,

which implies, together with (5.155),

‖W(ν)‖B(H1
k-per(Ω))

≤
√

3E
ξ̃ 2

max

ξ̃min

√
ξ̃max +

π

2
1

η2
m
|ν|3/2

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥
L∞(Ω)

= K1
1

η2
m
|ν|3/2

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥
L∞(Ω)

for all ν ∈ Γ‖m and all m ∈N, (5.157)

where we remind the reader of the definition of the constant K1 in (5.136).
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With this, let us get back to our previous estimate (5.148) for the norm-
difference between the mth Riesz projection and the mth λ-nonlinear Riesz inte-
gral. Upon using (5.157) and the definition of the sequence {ηm}m∈N, we find,
for all m ∈N,

‖Pm −Qm‖B(H1
k-per(Ω))

≤ ηm

π
max
ν∈Γm,1

‖W(ν)‖B(H1
k-per(Ω)) +

ηm

π
max
ν∈Γm,3

‖W(ν)‖B(H1
k-per(Ω))

+
K1

2π

1
η2

m

∫ hm+1

hm

|t− iηm|
3/2

∥∥∥∥1− ξ (·, t− iηm)

ξ̃

∥∥∥∥
L∞(Ω)

dt

+
K1

2π

1
η2

m

∫ hm+1

hm

|t + iηm|
3/2

∥∥∥∥1− ξ (·, t + iηm)

ξ̃

∥∥∥∥
L∞(Ω)

dt

≤ η

π

1
2m max

ν∈Γm,1
‖W(ν)‖B(H1

k-per(Ω)) +
η

π

1
2m max

ν∈Γm,3
‖W(ν)‖B(H1

k-per(Ω))

+
K1

2πη2 4m
∫ ∞

hm

|t− iηm|
3/2

∥∥∥∥1− ξ (·, t− iηm)

ξ̃

∥∥∥∥
L∞(Ω)

dt

+
K1

2πη2 4m
∫ ∞

hm

|t + iηm|
3/2

∥∥∥∥1− ξ (·, t + iηm)

ξ̃

∥∥∥∥
L∞(Ω)

dt.

(5.158)

To proceed, we note that, obviously, |t− iηm|
3/2 = |t + iηm|

3/2 for all t ∈ [hm,∞)

and all m ∈N as well as, likewise for these t and m,∥∥∥∥1− ξ (·, t− iηm)

ξ̃

∥∥∥∥
L∞(Ω)

=

∥∥∥∥∥1− ξ (·, t− iηm)

ξ̃

∥∥∥∥∥
L∞(Ω)

=

∥∥∥∥1− ξ (·, t + iηm)

ξ̃

∥∥∥∥
L∞(Ω)

.

These equalities hold since ξ̃ is a real-valued function and since ξ(·,ν) = ξ(·,ν)

for all ν ∈ S as a consequence of ξ(·,µ) ∈ L∞(R2;R) for all µ ∈ R.1 Therefore,
both last-mentioned integrals are equal and can be bounded from above with the
help of (5.140), i.e., our choice of the sequence {Gm}m∈N of spectral gaps. With
the just referenced inequality we get from (5.158), for all m ∈N,

‖Pm −Qm‖B(H1
k-per(Ω))

≤ η

π

1
2m max

ν∈Γm,1
‖W(ν)‖B(H1

k-per(Ω)) +
η

π

1
2m max

ν∈Γm,3
‖W(ν)‖B(H1

k-per(Ω))

+
K1

πη2 4m
∫ ∞

hm

|t + iηm|
3/2

∥∥∥∥1− ξ (·, t + iηm)

ξ̃

∥∥∥∥
L∞(Ω)

dt (5.159)

≤ η

π

1
2m max

ν∈Γm,1
‖W(ν)‖B(H1

k-per(Ω)) +
η

π

1
2m max

ν∈Γm,3
‖W(ν)‖B(H1

k-per(Ω)) +
1
8

(
2
3

)m

.

1Note that Uη(µ) ⊂ S for all µ ∈ S ∩R and consider the power series expansion (having
real-valued coefficients) of ξ(·,ν) about Reν.
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Next, we devote ourselves to the yet untouched first two terms on the right-
hand side of the last inequality. Here we are concerned with ν ∈ Γ⊥∞, meaning, as
outlined before, that our previous estimate of the operator norm of W(ν) is of no
help here (note the right-hand side of (5.156)). Instead, we have to reconsider the
operator itself, which requires some preliminary considerations: With the help of
the upper and lower bounds on ξ̃ and the estimate

∥∥∥RÃk
(ν)
∥∥∥
B(L2(Ω))

≤ 1
π

ξ̃ 3/2
max√
ξ̃min

for all ν ∈ Γ⊥∞, (5.160)

which is a consequence of (5.152) and the second line of (5.147), we arrive at

∥∥∥∥ν
(
ξ(·,ν)− ξ̃

)
RÃk

(ν)
1
ξ̃

I
∥∥∥∥
B(L2(Ω))

≤ 1
ξ̃min
|ν|
∥∥∥ξ(·,ν)− ξ̃

∥∥∥
L∞(Ω)

∥∥∥RÃk
(ν)
∥∥∥
B(L2(Ω))

≤ 1
π

ξ̃ 5/2
max

ξ̃
3/2
min

|ν|
∥∥∥∥1− ξ(·,ν)

ξ̃

∥∥∥∥
L∞(Ω)

≤ 1
π

ξ̃ 5/2
max

ξ̃
3/2
min

D√
|ν|
≤ 1

2
for all ν ∈ Γ⊥∞,

(5.161)

where the last line is due to part (c.iv) of Assumptions 5.4.25, |ν|> µ̂ for all ν ∈ Γ⊥∞,
and the lower bound for µ̂ on the right-hand side of (5.138).

The just derived inequality justifies the expansion in a Neumann series right
below. Starting from the second line of (5.149), we find

W(ν)

=

[(
−∆− νξ̃ I

)−1
−
(
− ∆− νξ(·,ν)I

)−1
]

ξ̃ I

=

{(
−∆− νξ̃ I

)−1
−
(
−∆− νξ̃ I

)−1
[

I − ν
(
ξ(·,ν)− ξ̃

)(
−∆− νξ̃ I

)−1
]−1
}

ξ̃ I

=

{(
−∆− νξ̃ I

)−1
−
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−∆− νξ̃ I

)−1
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I − ν
(
ξ(·,ν)− ξ̃

)
RÃk

(ν)
1
ξ̃

I
]−1
}

ξ̃ I

=

{(
−∆− νξ̃ I

)−1
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−∆− νξ̃ I

)−1 ∞

∑
j=0

[
ν
(
ξ(·,ν)− ξ̃

)
RÃk

(ν)
1
ξ̃

I
]j
}

ξ̃ I

= −RÃk
(ν)

1
ξ̃

∞

∑
j=1

[
ν
(
ξ(·,ν)− ξ̃

)
RÃk

(ν)
1
ξ̃

I
]j

ξ̃ I for all ν ∈ Γ⊥∞.
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An upper bound for the operator norm of the series on the right-hand side shall
be important for us. Using (5.160) and (5.161), it can be obtained as follows:∥∥∥∥∥ ∞

∑
j=1

[
ν
(
ξ(·,ν)− ξ̃

)
RÃk

(ν)
1
ξ̃

I
]j
∥∥∥∥∥
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∥∥∥∥ν
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=
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(
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∥∥∥RÃk
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≤ 2
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∥∥∥∥1− ξ(·,ν)

ξ̃
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L∞(Ω)

for all ν ∈ Γ⊥∞.

The last estimate is helpful in order to bound images of functions in H1
k-per(Ω)

under W(ν) in norm. Together with (5.151) and (5.160) it allows us to deduce an
important estimate:

‖W(ν)u‖2
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RÃk

(ν)
1
ξ̃

I
]j

ξ̃u

∥∥∥∥∥
L2(Ω)

+ |1 + ν|
∥∥∥∥∥ξ̃RÃk

(ν)
1
ξ̃

∞

∑
j=1

[
ν
(
ξ(·,ν)− ξ̃

)
RÃk
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≤ 4
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4
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‖u‖2
H1

k , ξ̃

for all u ∈ H1
k-per(Ω) and all ν ∈ Γ⊥∞,

employing (5.154) and |ν|> 1 for all ν∈ Γ⊥∞ so as to obtain the last two inequalities.
Moreover, on the very right-hand side we recognize the constant K2 defined at
the beginning of our proof (see (5.136)) and therefore find, by part (c.iv) of our
assumptions,

‖W(ν)‖B(H1
k-per(Ω)) ≤ K2|ν|3/2

∥∥∥∥1− ξ(·,ν)
ξ̃

∥∥∥∥
L∞(Ω)

≤ K2D for all ν ∈ Γ⊥∞.

Finally, by applying the latter estimate to the right-hand side of (5.159) it
follows

‖Pm −Qm‖B(H1
k-per(Ω)) ≤ 2K2D

η

π

1
2m +

1
8

(
2
3

)m

for all m ∈N.

Hence, by our choice of η (see (5.137)),
∞
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η

π
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1
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1
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∞
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(
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= 2K2D
η

π
+

1
4
≤ 3

4
< 1,

giving ∥∥∥∥∥ ∞

∑
m=1

(Pm −Qm)

∥∥∥∥∥
B(H1

k-per(Ω))

< 1.

As outlined before, this finishes our proof with the help of Theorem 5.4.24.

By means of the corollary to Theorem 5.4.14 and its surrounding arguments,
we readily obtain the final result in this work.

Corollary. Let Assumptions 5.4.25 hold. Then for all k ∈ B the λ-nonlinear eigenfunc-
tions {

∗
ψk,n}n∈N of the operator pencil Ak are complete in L2(Ω).

With our completeness theorem for the λ-nonlinear Bloch waves in certain
asymptotically nondispersive cases we end our discussion of the eigenfunctions
of the λ-nonlinear Maxwell eigenvalue problem. A brief literature review on
spectral problems for dispersive photonic crystals in general shall round out this
dissertation.
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5.5 RELATED WORK IN THE LITERATURE

Contrary to the λ-linear eigenvalue problem (4.3) for a nondispersive photonic
crystal, its λ-nonlinear counterpart (5.4) has not received considerable attention
in the literature to date. While this makes for an excellent starting point of a
dissertation discussing the basic properties of this spectral problem, an extensive
literature review can naturally not be given. Nevertheless, some few related
publications exist and shall be addressed in the current section. However, before
we discuss these articles we note that the questions posed in Section 4.2 (see p. 59)
are likewise worthwhile to be asked in the dispersive case. More precisely, under
assumptions such as those of Theorem 5.2.6 it is clearly interesting to know if
the then-existing spectral band-gap structure of the operator pencil A actually
features any gaps and, if so, whether there are finitely or infinitely many of them.
Besides, it remains to be examined under what assumptions on the λ-nonlinearity
of the problem spectral gaps of A can be guaranteed. Both these issues are highly
important to applications and have to be addressed in further research.

Regarding the relevant contributions that do already exist in the literature it
stands out that often frequency-dependencies of the relative permittivity εr (and
thus of its rescaled variant ξ we worked with), which are not covered by what
we discussed above, are assumed. In mathematical as well as physical texts this
usually means that the Lorentz model discussed in Subsection 3.3.3 is applied in
a spatially piecewise constant form. More precisely, the corresponding authors
use the ansatz

εr(x,ω) := 1 +
C
ε0

N

∑
n=1

(
Mn

∑
m=1

fnm

ω2
nm −ω2 − iωγnm

)
χΩn(x) (5.162)

for all ω in a considered range of frequencies and all x ∈ Ω = ∪N
n=0Ωn ⊆ Rd,

which is the partitioned underlying d-dimensional primitive cell. Here, the set Ω0

models air or vacuum, i.e., εr(x, ·)≡ 1 for x therein, and the real-valued constants
C, fnm, ωnm, and γnm are material-dependent (see the paragraph right below (3.41)
for further details). In fact, this is often even further simplified by restricting the
analysis to two-component media having one reasonance frequency only, i.e.,
N = M1 = 1. In any case, this function does not fall within the scope of our model,
since it is either complex-valued, or, if all γij vanish and the studied material is
lossless, it has singularities contradicting our boundedness assumption on εr.

A Lorentzian permittivity of the just-mentioned form is, in particular, consid-
ered in the articles [EHS09], [EW10], [EEK12], [ER09], and [Eng10]—all authored
by C. Engström and collaborators. The first three of these papers focus solely on
suitable numerical approaches to calculate approximate eigenvalues and shall
thus not be covered in our review here. The remaining two publications, on the
other hand, also provide analytical insights, which we now briefly summarize.
We remark that, to the best of our knowledge, there exist no other non-numerical
studies concerning an eigenvalue problem of the form (5.4) in the mathematical
literature as of this writing.
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In both [ER09] and [Eng10] it attracts attention that the spectrum of the
λ-nonlinear problem (5.4) is said to equal the union of parameter-dependent
spectra of corresponding problems posed on the primitive cell. In other words,
the validity of Proposition 5.1.2 is assumed, but instead of a proof it is referred to
[Kuc93, Thm. 4.5.1], which actually only applies to λ-linear problems and cannot
be simply adapted to the generalized case. It is unclear whether the authors
overlooked this subtlety or deemed the transfer of the presumed spectral equality
to the λ-nonlinear setting obvious.1 In any case, in view of our own result we
know that their reduction of the problem to the family of equations

−(∇+ ik) · (∇+ ik)u = ω2εr(·,ω)u in Ω, (5.163)

where k ∈ B and a solution is supposed to be in H2
per(Ω), is valid.2 However, the

papers differ in the way that these equations are approached:
In [ER09] a rather novel way of studying (5.163) is pursued by understanding

the equation as being parametrized by the time frequency ω and not by the
quasimomentum vector k. So as to work with a scalar spectral variable, the
authors introduce the amplitude λ of k, i.e., k = λk0 for some unit vector k0 ∈R2,
and readily reformulate the problem as[

λ2 I − λ(2ik0 · ∇)−
(
∆ + ω2εr(·,ω)I

)]
u = 0.

Hence, regardless of the actual frequency-dependence of the relative permittiv-
ity, eigenvalue problems for a family of quadratic operator pencils arise as a
result. The main theorem in [ER09] states that their spectrum is purely discrete,
provided that the coefficient function εr satisfies slightly more than our basic
Assumptions 5.1.1.3 In addition, it is explained in the article how the particular
choice of the spectral variable can provide information about spectral gaps (as
per the common definition) and the mentioned theoretical findings are backed
up by numerical results for a simple real-valued permittivity of the form (5.162)
with N = M1 = 1.

Finally, in the remaining of the above-mentioned papers, [Eng10], the choice
of the spectral variable again agrees with ours, i.e., λ = ω2/c2

0. On the other hand,
the restrictions on εr are a lot stronger. The function is assumed to fulfill our basic
Assumptions 5.1.1, has to be holomorphic for fixed x ∈R2 in some domain of the
complex plane, and needs to be spatially piecewise constant. It is important to
remark that the holomorphicity requirement is crucial to the arguments presented
in the article. With its help, the author models the weak formulation of the
problem by a family of operators depending holomorphically on the frequency

1After all, the proof is not that hard (see the referenced proposition on p. 67).
2Note that the occurring operators are k-dependent while the boundary conditions are not. In

the λ-linear setting of Chapter 4 we also briefly discussed such an equivalent formulation (see
(4.18) and the surrounding discussion).

3Due to the difference in the studied spectral variable this result is not connected to Theo-
rem 5.2.6 (which gives the discreteness of the spectrum of the operator pencils Ak).
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and deduces the discreteness of their spectra using a Fredholm-type theorem
from the literature. This result is complemented by an interesting lemma giving
the physically reasonable absence of nonzero real eigenvalues whenever the
material is absorptive on a set of positive measure, i.e., the imaginary part of εr is
positive there. Similar to [ER09] the paper concludes with a section in which the
permittivity is further restricted to the form (5.162) with N = M1 = 1. In contrast,
though, both the real- and the complex-valued case are analyzed. Since the focus
of said section lies on certain numerical aspects again, we refer the reader to the
original source for further details.

While our review shows that a few results concerning the spectral structure of
the eigenvalue problem (5.4)—or rather of special cases of the related problems
on the primitive cell—existed before we started working on this topic ourselves,
we did not comment on studies discussing the eigenfunctions. This is simply due
to the fact that nothing related seems to have been published yet. The general
treatises of the properties of eigenfunctions of polynomial, rational, and holomor-
phic operator pencils in [Rod89] and [Mar88] might be applicable for permittivity
functions of the above-mentioned Lorentzian form. However, this has likewise
not been rigorously analyzed and thus remains an open problem. Similarly, noth-
ing is known so far regarding a completeness result for the λ-nonlinear Bloch
waves in L2(R2), which would generalize Theorem 4.1.9 to the dispersive case.
All in all, there remain several interesting problems to hopefully be tackled in
further research on the spectral properties of dispersive photonic crystals.



BIBLIOGRAPHY

[AF03] R. A. Adams and J. J. F. Fournier. Sobolev Spaces. 2nd ed. Pure and
Applied Mathematics 140. Amsterdam: Academic Press, 2003 (cit. on
p. 5).

[AM76] N. W. Ashcroft and N. D. Mermin. Solid State Physics. New York, NY:
Brooks/Cole, 1976 (cit. on p. 27).

[AS04] H. Ammari and F. Santosa. “Guided Waves in a Photonic Bandgap
Structure with a Line Defect”. In: SIAM J. Appl. Math. 64.6 (2004),
pp. 2018–2033 (cit. on pp. 2, 62).

[Bab48] K. I. Babenko. “On Conjugate Functions”. Russian. In: Dokl. Akad.
Nauk SSSR 62.2 (1948), pp. 157–160 (cit. on p. 12).

[Blo29] F. Bloch. “Über die Quantenmechanik der Elektronen in Kristallgit-
tern”. In: Z. Phys. A 52.7-8 (1929), pp. 555–600 (cit. on pp. 40, 50).

[Bor12] W. Borchardt-Ott. Crystallography: An Introduction. 3rd ed. Berlin:
Springer, 2012 (cit. on p. 29).

[Bor46] G. Borg. “Eine Umkehrung der Sturm-Liouvilleschen Eigenwertauf-
gabe”. In: Acta Math. 78.1 (1946), pp. 1–96 (cit. on p. 60).

[Bro09] M. B. Brown, V. Hoang, M. Plum, and I. G. Wood. “On Spectral
Bounds for Photonic Crystal Waveguides”. In: Inequalities and Ap-
plications. International Series of Numerical Mathematics 157. Basel:
Birkhäuser, 2009, pp. 23–30 (cit. on p. 62).

[Bro11] M. B. Brown, V. Hoang, M. Plum, and I. G. Wood. “Floquet-Bloch
Theory for Elliptic Problems with Discontinuous Coefficients”. In:
Spectral Theory and Analysis. Operator Theory: Advances and Applica-
tions 214. Basel: Springer, 2011, pp. 1–20 (cit. on p. 59).

[Bro12] M. B. Brown, V. Hoang, M. Plum, and I. G. Wood. On the Spectrum
of Waveguides in Planar Photonic Bandgap Structures. To appear. 2012.
arXiv: 1204.0998v1 [math-ph]. (Accessed 23 Dec 2012) (cit. on p. 62).

151

http://arxiv.org/abs/1204.0998v1


152 BIBLIOGRAPHY

[BS67] H. A. Bethe and A. Sommerfeld. Elektronentheorie der Metalle. Heidel-
berger Taschenbücher 19. Berlin: Springer, 1967 (cit. on p. 60).

[BT03] B. Buffoni and J. Toland. Analytic Theory of Global Bifurcation. Princeton
Series in Applied Mathematics. Princeton, NJ: Princeton University
Press, 2003 (cit. on p. 113).

[CH04] R. Courant and D. Hilbert. Methods of Mathematical Physics. Vol. 1.
Weinheim: Wiley-VCH, 2004 (cit. on p. 104).

[Chr03] O. Christensen. An Introduction to Frames and Riesz Bases. Applied and
Numerical Harmonic Analysis. Boston, MA: Birkhäuser, 2003 (cit. on
pp. 8–11).

[Dav96] E. B. Davies. Spectral Theory and Differential Operators. Cambridge
Studies in Advanced Mathematics 42. Cambridge: Cambridge Uni-
versity Press, 1996 (cit. on pp. 19, 104).

[DM07] M. De Graef and M. E. McHenry. Structure of Materials: An Introduction
to Crystallography, Diffraction and Symmetry. Cambridge: Cambridge
University Press, 2007 (cit. on p. 29).

[Dör11] W. Dörfler, A. Lechleiter, M. Plum, G. Schneider, and C. Wieners.
Photonic Crystals: Mathematical Analysis and Numerical Approximation.
Oberwolfach Seminars 42. Basel: Birkhäuser, 2011 (cit. on pp. 1, 47,
51, 55, 58, 59, 62).

[Eas73] M. S. P. Eastham. The Spectral Theory of Periodic Differential Equations.
Texts in Mathematics. Edinburgh: Scottish Academic Press, 1973 (cit.
on p. 58).

[EEK12] C. Effenberger, C. Engström, and D. Kressner. “Linearization Tech-
niques for Band Structure Calculations in Absorbing Photonic Crys-
tals”. In: Int. J. Numer. Meth. Eng. 89.2 (2012), pp. 180–191 (cit. on
p. 148).

[EHS09] C. Engström, C. Hafner, and K. Schmidt. “Computations of Lossy
Bloch Waves in Two-Dimensional Photonic Crystals”. In: J. Comp.
Theor. Nanos. 6.3 (2009), pp. 775–783 (cit. on p. 148).

[Eng10] C. Engström. “On the Spectrum of a Holomorphic Operator-Valued
Function with Applications to Absorptive Photonic Crystals”. In:
Math. Models Methods Appl. Sci. 20.8 (2010), pp. 1319–1341 (cit. on
pp. 46, 148, 149).

[ER09] C. Engström and M. Richter. “On the Spectrum of an Operator Pencil
with Applications to Wave Propagation in Periodic and Frequency
Dependent Materials”. In: SIAM J. Appl. Math. 70.1 (2009), pp. 231–247
(cit. on pp. 46, 148–150).



BIBLIOGRAPHY 153

[EW10] C. Engström and M. Wang. “Complex Dispersion Relation Calcula-
tions with the Symmetric Interior Penalty Method”. In: Int. J. Numer.
Meth. Eng. 84.7 (2010), pp. 849–863 (cit. on p. 148).

[Fig99] A. Figotin. “High-Contrast Photonic Crystals”. In: NATO Adv. Sci. I.
Ser. C 531 (1999), pp. 109–136 (cit. on p. 61).

[Fil03] N. Filonov. “Gaps in the Spectrum of the Maxwell Operator with
Periodic Coefficients”. In: Commun. Math. Phys. 240.1-2 (2003), pp. 161–
170 (cit. on p. 61).

[FK96a] A. Figotin and P. Kuchment. “Band-Gap Structure of Spectra of Pe-
riodic Dielectric and Acoustic Media. I. Scalar Model”. In: SIAM J.
Appl. Math. 56.1 (1996), pp. 68–88 (cit. on pp. 60, 61).

[FK96b] A. Figotin and P. Kuchment. “Band-Gap Structure of Spectra of Pe-
riodic Dielectric and Acoustic Media. II. Two-Dimensional Photonic
Crystals”. In: SIAM J. Appl. Math. 56.6 (1996), pp. 1561–1620 (cit. on
pp. 60, 61).

[FK98] A. Figotin and P. Kuchment. “Spectral Properties of Classical Waves
in High-Contrast Periodic Media”. In: SIAM J. Appl. Math. 58.2 (1998),
pp. 683–702 (cit. on p. 61).

[Flo83] G. Floquet. “Sur les équations différentielles linéaires à coefficients
périodiques”. In: Ann. Sci. École Norm. Sup. 2nd ser. 12 (1883), pp. 47–
88 (cit. on p. 50).

[Fri03] L. Friedlander. “Absolute Continuity of the Spectra of Periodic Waveg-
uides”. In: Contemp. Math. 339 (2003), pp. 37–42 (cit. on p. 62).

[GG81] I. Gohberg and S. Goldberg. Basic Operator Theory. Boston, MA: Birk-
häuser, 1981 (cit. on p. 17).

[GGK93] I. Gohberg, S. Goldberg, and M. A. Kaashoek. Classes of Linear Opera-
tors. Vol. 1. Operator Theory: Advances and Applications 49. Basel:
Birkhäuser, 1993 (cit. on pp. 20, 21).

[GK69] I. Gohberg and M. G. Kreı̆n. Introduction to the Theory of Linear Non-
selfadjoint Operators. Translations of Mathematical Monographs 18.
Providence, RI: American Mathematical Society, 1969 (cit. on pp. 8,
20, 21).

[GL09] I. Gohberg and J. Leiterer. Holomorphic Operator Functions of one Vari-
able and Applications: Methods from Complex Analysis in Several Variables.
Operator Theory: Advances and Applications 192. Basel: Birkhäuser,
2009 (cit. on pp. 12, 15–17, 112).

[Gri99] D. J. Griffiths. Introduction to Electrodynamics. 3rd ed. Upper Saddle
River, NJ: Prentice Hall, 1999 (cit. on p. 31).



154 BIBLIOGRAPHY

[Hac95] W. Hackbusch. Integral Equations: Theory and Numerical Treatment.
International Series of Numerical Mathematics 120. Basel: Birkhäuser,
1995 (cit. on p. 44).

[Hei11] C. Heil. A Basis Theory Primer. Applied and Numerical Harmonic
Analysis. Boston: Birkhäuser, 2011 (cit. on pp. 8–11).

[HL00] R. Hempel and K. Lienau. “Spectral Properties of Periodic Media in
the Large Coupling Limit”. In: Commun. Part. Diff. Eq. 25.7-8 (2000),
pp. 1445–1470 (cit. on p. 104).

[HP57] E. Hille and R. S. Phillips. Functional Analysis and Semi-Groups. Col-
loquium Publications 31. Providence, RI: American Mathematical
Society, 1957 (cit. on pp. 12, 14).

[HPW09] V. Hoang, M. Plum, and C. Wieners. “A Computer-Assisted Proof for
Photonic Band Gaps”. In: Z. angew. Math. Phys. 60.6 (2009), pp. 1035–
1052 (cit. on p. 62).

[HR11] V. Hoang and M. Radosz. Absence of Bound States for Waveguides in 2D
Periodic Structures. To appear. 2011. arXiv: 1111.4578v1 [math.SP].
(Accessed 23 Dec 2012) (cit. on p. 62).

[HS96] P. D. Hislop and I. M. Sigal. Introduction to Spectral Theory: With Appli-
cations to Schrödinger Operators. Applied Mathematical Sciences 113.
New York, NY: Springer, 1996 (cit. on pp. 19–21, 58, 120).

[Jac99] J. D. Jackson. Classical Electrodynamics. 3rd ed. Hoboken, NJ: Wiley,
1999 (cit. on pp. 31, 32, 34, 35, 42–45).

[Joa08] J. D. Joannopoulos, S. G. Johnson, J. N. Winn, and R. D. Meade. Pho-
tonic Crystals: Molding the Flow of Light. 2nd ed. Princeton, NJ: Prince-
ton University Press, 2008 (cit. on pp. 1, 25, 31, 33, 34, 44, 60).

[Joh87] S. John. “Strong Localization of Photons in Certain Disordered Di-
electric Superlattices”. In: Phys. Rev. Lett. 58.23 (1987), pp. 2486–2489
(cit. on p. 26).

[Kat95] T. Kato. Perturbation Theory for Linear Operators. Reprint of the 1980
2nd ed. Classics in Mathematics. New York, NY: Springer, 1995 (cit.
on pp. 5, 12, 17, 19, 21, 49, 54, 56, 58, 71).

[Kit04] C. Kittel. Introduction to Solid State Physics. 8th ed. Hoboken, NJ: Wiley,
2004 (cit. on pp. 26, 27, 30).

[KL02] P. Kuchment and S. Levendorskiî. “On the Structure of Spectra of
Periodic Elliptic Operators”. In: T. Am. Math. Soc. 354.2 (2002), pp. 537–
569 (cit. on pp. 61, 62).

[KL99] P. Kuchment and S. Levendorskiî. “On absolute continuity of spectra
of periodic elliptic operators”. In: Mathematical Results in Quantum
Mechanics. Operator Theory: Advances and Applications 108. Basel:
Birkhäuser, 1999, pp. 291–297 (cit. on p. 62).

http://arxiv.org/abs/1111.4578v1


BIBLIOGRAPHY 155

[KO10] P. Kuchment and B. S. Ong. “On Guided Electromagnetic Waves in
Photonic Crystal Waveguides”. In: Operator Theory and Its Applications.
American Mathematical Society Translations: Series 2 231. Providence,
RI: American Mathematical Society, 2010, pp. 99–108 (cit. on p. 62).

[Kra27] H. A. Kramers. “La Diffusion de la Lumière par les Atomes”. In: Atti
Cong. Intern. Fis Como 2 (1927), pp. 545–557 (cit. on p. 44).

[Kro26] R. Kronig. “On the Theory of Dispersion of X-Rays”. In: J. Opt. Soc.
Am. 12.6 (1926), pp. 547–556 (cit. on p. 44).

[Kuc01] P. Kuchment. “The Mathematics of Photonic Crystals”. In: Mathemati-
cal Modeling in Optical Science. Frontiers in Applied Mathematics 22.
Philadelphia, PA: Society for Industrial and Applied Mathematics,
2001, pp. 207–272 (cit. on pp. 1, 37, 38, 47, 51, 52, 54, 58, 60–62).

[Kuc04] P. Kuchment. “On Some Spectral Problems of Mathematical Physics”.
In: Partial Differential Equations and Inverse Problems. Contemporary
Mathematics 362. Providence, RI: American Mathematical Society,
2004, pp. 241–276 (cit. on p. 62).

[Kuc93] P. Kuchment. Floquet Theory for Partial Differential Equations. Operator
Theory: Advances and Applications 60. Basel: Birkhäuser, 1993 (cit.
on pp. 2, 47, 51, 52, 56, 59–61, 149).

[LLP84] L. D. Landau, E. M. Lifshits, and L. P. Pitaevskiı̆. Electrodynamics
of Continuous Media (Vol. 8 of Course of Theoretical Physics). 2nd ed.
Oxford: Pergamon Press, 1984 (cit. on pp. 42–45).

[Loc00] J. Locker. Spectral Theory of Non-Self-Adjoint Two-Point Differential
Operators. Mathematical Surveys and Monographs 73. Providence, RI:
American Mathematical Society, 2000 (cit. on p. 12).

[Mar88] A. S. Markus. Introduction to the Spectral Theory of Polynomial Operator
Pencils. Translations of Mathematical Monographs 71. Providence, RI:
American Mathematical Society, 1988 (cit. on pp. 22, 150).

[McP04] R. C. McPhedran, L. C. Botten, J. McOrist, A. A. Asatryan, C. M.
de Sterke, and N. A. Nicorovici. “Density of States Functions for
Photonic Crystals”. In: Phys. Rev. E 69.1 (2004), pp. 1–16 (cit. on p. 89).

[Mek96] A. Mekis, J. C. Chen, I. Kurland, S. Fan, P. R. Villeneuve, and J. D.
Joannopoulos. “High Transmission Through Sharp Bends in Photonic
Crystal Waveguides”. In: Phys. Rev. Lett. 77 (18 1996), pp. 3787–3790
(cit. on p. 1).

[Mon03] P. Monk. Finite Element Methods for Maxwell’s Equations. Numerical
Mathematics and Scientific Computation. Oxford: Oxford University
Press, 2003 (cit. on pp. 31, 33).



156 BIBLIOGRAPHY

[Mor00] A. Morame. “The Absolute Continuity of the Spectrum of Maxwell
operator in a Periodic Media”. In: J. Math. Phys. 41.10 (2000), pp. 7099–
7108 (cit. on p. 61).

[Muj85] J. Mujica. Complex Analysis in Banach Spaces: Holomorphic Functions and
Domains of Holomorphy in Finite and Infinite Dimensions. North-Holland
Mathematics Studies 120. Amsterdam: North-Holland, 1985 (cit. on
p. 113).

[Pow10] R. C. Powell. Symmetry, Group Theory, and the Physical Properties of
Crystals. Lecture Notes in Physics 824. New York, NY: Springer, 2010
(cit. on p. 29).

[Pra09] D. W. Prather, A. Sharkawy, S. Shi, J. Muakowski, and G. Schneider.
Photonic Crystals: Theory, Applications, and Fabrication. Wiley Series in
Pure and Applied Optics. Hoboken, NJ: Wiley, 2009 (cit. on pp. 25,
30).

[PS10] L. Parnovski and A. Sobolev. “Bethe-Conjecture for Periodic Opera-
tors with Strong Perturbations”. In: Invent. Math. 181.3 (2010), pp. 467–
540 (cit. on p. 60).

[Ric10] M. Richter. “Optimization of Photonic Band Structures”. Doctoral
Dissertation. Karlsruhe: Karlsruhe Institute of Technologie (KIT), 2010.
Published online only at http://digbib.ubka.uni-karlsruhe.de/
volltexte/1000021317 (Accessed 23 Dec 2012) (cit. on p. 62).

[Rod89] L. Rodman. An Introduction to Operator Polynomials. Operator Theory:
Advances and Applications 38. Basel: Birkhäuser, 1989 (cit. on pp. 22,
150).

[RS78] M. Reed and B. Simon. Methods of Modern Mathematical Physics. IV:
Analysis of Operators. San Diego, CA: Academic Press, 1978 (cit. on
pp. 12, 47, 52–54, 72).

[RS80] M. Reed and B. Simon. Methods of Modern Mathematical Physics. I:
Functional Analysis. San Diego, CA: Academic Press, 1980 (cit. on
pp. 5, 17, 19).

[Sin70] I. Singer. Bases in Banach Spaces I. Die Grundlehren der mathema-
tischen Wissenschaften in Einzeldarstellungen 154. Berlin: Springer,
1970 (cit. on p. 8).

[Sin81] I. Singer. Bases in Banach Spaces II. Berlin: Springer, 1981 (cit. on p. 8).

[Sob07] A. V. Sobolev. “Recent Results on the Bethe-Sommerfeld Conjecture”.
In: Spectral Theory and Mathematical Physics: A Festschrift in Honor of
Barry Simon’s 60th Birthday. Proceedings of Symposia in Pure Math-
ematics 76.1. Providence, RI: American Mathematical Society, 2007,
pp. 383–400 (cit. on p. 60).

http://digbib.ubka.uni-karlsruhe.de/volltexte/1000021317
http://digbib.ubka.uni-karlsruhe.de/volltexte/1000021317


BIBLIOGRAPHY 157

[ST07] B. E. A. Saleh and M. C. Teich. Fundamentals of Photonics. 2nd ed. Wiley
Series in Pure and Applied Optics. Hoboken, NJ: Wiley, 2007 (cit. on
pp. 33, 42).

[Str17] J. W. Strutt (Lord Rayleigh). “On the Reflection of Light from a Regu-
larly Stratified Medium”. In: Proc. Roy. Soc. A 93.655 (1917), pp. 565–
577 (cit. on p. 26).

[Str87] J. W. Strutt (Lord Rayleigh). “On the Maintenance of Vibrations
by Forces of Double Frequency, and on the Propagation of Waves
through a Medium Endowed with a Periodic Structure”. In: Philos.
Mag. A 24.147 (1887), pp. 145–159 (cit. on p. 26).

[Sus00] T. Suslina. “Absolute Continuity of the Spectrum of Periodic Oper-
ators of Mathematical Physics”. In: Journ. Équ. Dériv. Part. 18 (2000),
pp. 1–13 (cit. on p. 62).

[SW02] A. V. Sobolev and J. Walthoe. “Absolute Continuity in Periodic Waveg-
uides”. In: Proc. London Math. Soc. 85.3 (2002), pp. 717–741 (cit. on
p. 62).

[Tho73] L. E. Thomas. “Time Dependent Approach to Scattering from Impu-
rities in a Crystal”. In: Commun. Math. Phys. 33.4 (1973), pp. 335–343
(cit. on p. 61).

[Vor11] M. Vorobets. “On the Bethe–Sommerfeld Conjecture for Certain Peri-
odic Maxwell Operators”. In: J. Math. Anal. Appl. 377.1 (2011), pp. 370–
383 (cit. on p. 60).

[Wey12] H. Weyl. “Das asymptotische Verteilungsgesetz der Eigenwerte lin-
earer partieller Differentialgleichungen (mit einer Anwendung auf
die Theorie der Hohlraumstrahlung)”. In: Math. Ann. 71.4 (1912),
pp. 441–479 (cit. on p. 104).

[WS72] A. Weinstein and W. Stenger. Methods of Intermediate Problems for
Eigenvalues: Theory and Ramifications. Mathematics in Science and
Engineering. New York, NY: Academic Press, 1972 (cit. on pp. 55, 75,
94).

[Yab01] E. Yablonovitch. “Photonic Crystals: Semiconductors of Light”. In:
Sci. Am. 285.6 (2001), pp. 46–55 (cit. on pp. 26, 27).

[Yab87] E. Yablonovitch. “Inhibited Spontaneous Emission in Solid-State
Physics and Electronics”. In: Phys. Rev. Lett. 58.20 (1987), pp. 2059–
2062 (cit. on p. 26).

[Yos95] K. Yoshida. Functional Analysis. Reprint of the 1980 6th ed. Classics in
Mathematics. New York, NY: Springer, 1995 (cit. on p. 19).





SYMBOLIC NOTATIONS

In the table below we list (mostly) nonstandard symbols which are used through-
out this work. The indicated page and equation numbers guide the reader as
close as possible to a suitable explanation or a formal definition of a symbol, but
not necessarily to the place of its first usage.1 The parameters appearing below
satisfy s ∈ {1,2}, n ∈N, k ∈ [−π,π]2, and µ ∈ [0,∞).

A The operator realizing the spectral problem for nondis-
persive photonic crystals on R2

see (4.5) on p. 49

Ak The operator realizing the spectral problem for nondis-
persive photonic crystals on the primitive cell with
k-quasi periodic boundary conditions

see (4.13) on p. 52

Ãk The operator realizing the spectral problem for nondis-
persive photonic crystals on the primitive cell with
coefficient function ξ̃ and k-quasi periodic boundary
conditions

see (5.53) on p. 92

Âk The “k-shifted” variant of the operator Ak which acts
on periodic functions

see (4.18) on p. 54

Aµ The operator realizing the spectral problem for disper-
sive photonic crystals on R2 with coefficient function
ξ(·,µ)

see (5.7) on p. 65

Aµ,k The operator realizing the spectral problem for nondis-
persive photonic crystals on the primitive cell with
coefficient function ξ(·,µ) and k-quasi periodic bound-
ary conditions

see (5.9) on p. 66

1This is particularly important in the case of A and A , since these two symbols are only fixed
in their meaning from Chapter 4 onwards.
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A The operator pencil realizing the spectral
problem for dispersive photonic crystals on
R2

see (5.8) on p. 66

Ak The operator pencil realizing the spectral
problem for dispersive photonic crystals on
the primitive cell with k-quasi periodic bound-
ary conditions

see (5.11) on p. 67

a The sesquilinear form associated with the op-
erator A

see (4.6) on p. 49

ak The sesquilinear form associated with the op-
erator Ak

see (4.17) on p. 53

âk The sesquilinear form associated with the op-
erator Âk

see (4.19) on p. 54

B The Brillouin zone [−π,π]2 of the reciprocal
lattice corresponding to the Bravais lattice Z2

see (4.10) on p. 50

BΘ∗ The Brillouin zone of a reciprocal lattice Θ∗ see (3.5) on p. 31

Hs
per(Ω) The Sobolev space of functions in Hs

loc(R
2)

which satisfy periodic boundary conditions
on ∂Ω

see (4.18) on p. 54

Hs
k-per(Ω) The Sobolev space of functions in Hs

loc(R
2)

which satisfy k-quasi-periodic boundary con-
ditions on ∂Ω

see (4.13) on p. 52

L2
w(O) The space L2(O) with inner product weighted

by w (O ∈ {Ω,R2} and w ∈ {εr,ξ, ξ̃,ξ(·,µ)})
see (2.1) on p. 7

Lk The variant of the operator pencil Ak defined
upon holomorphically extending the coeffi-
cient function ξ

see (5.99) on p. 112

n(Γ,z) The winding number of a Cauchy contour Γ
for z ∈ C \ Γ

see (2.5) on p. 20

Pσ0 The Riesz projection for a subset σ0 of the spec-
trum of a closed operator

see (2.6) on p. 20

P∗
µk,n

The λ-nonlinear Riesz projection onto the
eigenspace corresponding to the λ-nonlinear
eigenvalue ∗

µk,n of Lk

see (5.120) on p. 119

Q(F)
k,σ0

The λ-nonlinear Riesz integral for Lk, a holo-
morphic operator-valued function F, and a
finite subset σ0 of the spectrum of Lk

see (5.119) on p. 119
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RA(λ) The resolvent of a closed operator A at a point λ

in its resolvent set
see (2.4) on p. 17

RA (λ) The resolvent of an operator pencil A at a point
λ in its resolvent set

see (2.7) on p. 23

S The semi-infinite strip to which µ 7→ ξ(·,µ)|Ω is
assumed to be holomorphically extendable in
the asymptotically nondispersive case

see (5.96) on p. 111

S0 The semi-infinite strip on which a certain norm-
estimate for the resolvent of Lk holds for all k∈ B
(a subset of S)

see (5.104) on p. 113

Sk The semi-infinite strip S0 excluding the eigenval-
ues of Ak

see (5.115) on p. 117

εr The relative permittivity of a given photonic
crystal (the data of all considered spectral prob-
lems in this work)

see (3.18) on p. 35

εr,min The essential lower bound on the relative per-
mittivity εr

see (4.2) on p. 48

εr,max The essential upper bound on the relative per-
mittivity εr

see (4.2) on p. 48

Θ A Bravais lattice of a photonic crystal see (3.1) on p. 27

Θ∗ The reciprocal lattice of a Bravais lattice Θ see (3.4) on p. 30

λk,n The nth smallest eigenvalue of the operator Ak see (4.20) on p. 55

λ̃k,n The nth smallest eigenvalue of the operator Ãk see (5.54) on p. 92

λ̂k,n The nth smallest eigenvalue of the operator Âk see (4.20) on p. 55

λµ,k,n The nth smallest eigenvalue of the operator Aµ,k see (5.12) on p. 68
∗
µk,n The nth smallest eigenvalue of the operator pen-

cil Ak (with k fixed, the nth λ-nonlinear eigen-
value)

see (5.24) on p. 74

µ̃ The threshold value in the high-frequency
nondispersive case such that the studied pho-
tonic crystal acts nondispersively for frequencies
greater than or equal to c0

√
µ̃

see (5.51) on p. 91

µ̂ The threshold value in the asymptotically
nondispersive case such that the holomorphic
extension of µ 7→ξ(·,µ)|Ω exists sufficiently close
to (µ̂,∞)

see (5.96) on p. 111
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ξ The coefficient function of all spectral problems
studied in Chapter 5 (a rescaled variant of a given
frequency-dependent relative permittivity)

see (5.3) on p. 65

ξmin The essential lower bound on the coefficient func-
tion ξ (uniform in its second argument)

see (5.5) on p. 65

ξmax(µ) The essential upper bound on the coefficient
function ξ(·,µ)

see (5.5) on p. 65

ξ̃ In Subsection 5.4.1: The high-frequency coeffi-
cient function of the spectral problem for dis-
persive photonic crystals (a rescaled variant of a
given frequency-independent relative permittiv-
ity)

see (5.51) on p. 91

ξ̃ In Subsection 5.4.2: The asymptotic coefficient
function of the spectral problem for dispersive
photonic crystals (a rescaled variant of a given
frequency-independent relative permittivity)

see (5.77) on p. 100

ξ̃min The essential lower bound on the coefficient func-
tion ξ̃

see (5.77) on p. 100

ξ̃max The essential upper bound on the coefficient
function ξ̃

see (5.77) on p. 100

ψk,n The eigenfunction corresponding to the eigen-
value λk,n of the operator Ak

see (4.22) on p. 55

ψ̃k,n The eigenfunction corresponding to the eigen-
value λ̃k,n of the operator Ãk

see (5.54) on p. 92

ψ̂k,n The eigenfunction corresponding to the eigen-
value λ̂k,n of the operator Âk

see (4.22) on p. 55

ψµ,k,n The eigenfunction corresponding to the eigen-
value λµ,k,n of the operator Ãµ,k

see (5.12) on p. 68

∗
ψk,n The eigenfunction corresponding to the eigen-

value ∗
µk,n of the operator pencil Ak (with k fixed,

the nth λ-nonlinear eigenfunction)

see (5.50) on p. 90

Ω The primitive cell (0,1)2 of the Bravais lattice Z2 see (4.10) on p. 50

ΩΘ A primitive cell of a Bravais lattice of a photonic
crystal

see (3.2) on p. 28

〈·, ·〉H1
k , ξ̃ The inner product in H1(Ω) with L2(Ω)-term

weighted by ξ̃

see (5.88) on p. 107
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