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Abstract  

This dissertation contributes to the development of high-fidelity coupled neutron kinetic 

and thermal hydraulic simulation tools with high resolution of the spatial discretization of 

the involved domains for the analysis of Light Water Reactors transient scenarios.  

For safety assessment of reactor systems, the prediction of local safety parameters is 

mandatory. This prediction is the objective of many computational codes, for instance 

the system codes devoted to the description of whole systems and components of the 

nuclear power plant, or the subchannel codes, that work in a smaller and more detailed 

scale. Since the spatial resolution of systems and subchannel codes is limited to the ma-

cro- and meso-scale of thermal hydraulic phenomena, the computational fluid dynamic 

codes can provide a local description of safety related thermal hydraulic parameters (de-

parture from nucleate boiling, cladding temperatures, etc...).  

The coupling of a computational fluid dynamic code with heat conduction solver and a 

3D transport based kinetic code will allow the high fidelity prediction of heat generation 

and transfer process inside fuel pins of reactor cores covering both single and two-phase 

flow fluid conditions. By coupling thermal hydraulic and neutron kinetic codes at fine 

spatial discretization it is possible to improve the current methodologies for the predic-

tion of local safety-relevant parameters and hence to reduce the conservatism of actual 

codes. The main goal of this doctoral thesis is both, to contribute to the validation of the 

two-phase flow models of NEPTUNE_CFD using Boiling Water Reactor and Pressu-

rized Water Reactor data obtained in experimental facilities and to develop an advanced 

coupling scheme between NEPTUNE_CFD and the transport based DYN3D_SP3 

reactor dynamic code for high fidelity simulations of pin clusters, fuel bundles and in the 

long term, bundle clusters.  

NEPTUNE_CFD is a relatively new code. The two-phase flow models implemented 

require special review and validation. This validation aims to understand the behaviour of 

the code in transient scenarios for Light Water Reactors focusing on the flow within fuel 

assemblies. Based on it, valuable information regarding the deviation of the code predic-

tions from experimental data can be obtained and the main areas for model improve-

ments can be identified. Before starting the coupling work it is important to be aware of 

the current limitations of the two-phase flow modeling capabilities of the computational 

fluid dynamics codes. 

The main goal of the thesis work is the development of the methodology for a novel 

coupled solution, which involves the next codes:  

 The NEPTUNE_CFD for the fluid domain.  

 The simplified multi-group neutron transport solver DYN3D_SP3 for the neu-

tron physical phenomena within the core.   
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 The coupled solution NEPTUNE_CFD/DYN3D_SP3 needs a heat conduction 

solver to describe the temperatures in solid domains e.g. fuel rods. This task is 

performed by the SYRTHES code.  

These codes were coupled explicitly in the frame of this doctoral thesis allowing an in-

formation exchange of the three domains during time advancement. To solve the mis-

match between neutron kinetic and thermal hydraulic meshes the information is ex-

changed based on a radial and axial mapping scheme. The coupling approach was devel-

oped within a parallel environment where the communication between the involved pro-

grams is realized using a Message Passing Interface code standard and taking advantage 

of the parallelization capabilities of NEPTUNE_CFD. All these processes are controlled 

by the main program, developed specifically for this purpose. 

The prediction capability of the new coupled system NEPTUNE_CFD/ SYRTHES/ 

DYN3D_SP3 (NHESDYN) is evaluated by code-to-code comparison using the    

DYNSUB code for a set of selected transient cases. The results obtained with the 

NHESDYN code are encouraging and they contribute to lay the foundations in the utili-

zations of refined discretization tools for safety parameters predictions. An extensive 

discussion of the validation work is provided. The main conclusions and possible areas 

for further developments are listed, too.  
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Kurzfassung 

Die vorliegende Arbeit trägt wesentlich zu der Entwicklung präziser gekoppelter 

Neutronik und Thermohydraulik Simulationsprogramme bei. Dabei können die zu 

untersuchenden Bereiche eines Leichtwasserreaktors relativ hoch räumlich aufgelöst 

werden.  

Die Bestimmung lokaler Sicherheitsparameter ist Voraussetzung zur Bewertung der 

Sicherheit eines Reaktors. Durch die Beschränkung der räumlichen Auflösung von 

System- und Unterkanalprogrammen (Makro und Meso-Skalen) kommen für die 

Bestimmung von sicherheitsrelevanten Parametern (z.B. DNB,  Brennstoff- und 

Hüllrohrtemperaturen) zunehmend CFD Programme zum Einsatz. 

Die Kopplung von CFD Programmen mit 3D Neutronikprogrammen erlaubt die genaue 

Bestimmung der Wärmeproduktion und deren Auswirkungen auf das Kühlmittel sowohl 

im einphasigen als auch im zweiphasigen Zustand.  Durch die höhere räumliche 

Auflösung in mehreren Dimensionen kann die Ermittlung sicherheitsrelevanter 

Parameter verbessert werden und dadurch der Konservatismus verringert werden. Die 

Hauptaufgabe dieser Arbeit richtet sich zum einen auf die Validierung der 

Zweiphasenmodelle von NEPTUNE_CFD und zum anderen auf der Entwicklung eines 

modernen Kopplungskonzepts zwischen NEPTUNE_CFD und dem 

Neutronentransportprogramm DYN3D_SP3. Zur Validierung werden Experimente 

herangezogen, die sich auf Druck- und Siedewasserreaktoren beziehen. Mit dem 

gekoppelten System sollen  sehr detailliert  Brennstäbe und –Brennstabclusters sowie 

Brennelemente und langfristig ganze Reaktorkerne simuliert werden. 

NEPTUNE_CFD ist ein relativ neues Programm und seine Zweiphasenmodelle wie die 

anderer CFD-codes benötigen eine umfassende  Validierung unter Einbeziehung 

experimenteller Daten.. Im Rahmen dieser Arbeit konzentriert sich die Validierung auf 

stationäre und transiente Randbedingungen innerhalb eines Leichtwasserreaktor-

Brennelements. Dadurch können wertvolle Information hinsichtlich der 

Leistungsfähigkeit und Genauigkeit der betroffenen Modelle erhalten werden. Diese 

können, wiederum benutzt werden, um die Modelle zu verbessern bzw. zu ersetzen. 

Darüber hinaus ist die  Identifizierung der Modelldefizite von sicherheitsrelevanten 

Phänomenen  ein wichtiger Beitrag der Codevalidierung und ein notwendiger Schritt 

bevor die Simulationstools in Rahmen einer Kopplung eingesetzt werden.   

Eines der Hauptziele der Promotion ist die Entwicklung einer neuartigen 

Kopplungsmethode, bei der die folgenden Programme zum Einsatz kommen: 

 NEPTUNE_CFD zur Beschreibung der Thermohydraulik innerhalb der 

Kühlkanäle (Fluiddomäne), 

 DYN3D_SP3 zur Beschreibung der neutronenphysikalischen Vorgänge im 

Brennstab bzw. Kern, und 
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 SYRTHES zur Beschreibung der Wärmetransport in festen Strukturen, z.B. 

Brennstoff. Es bildet das  Bindeglied zwischen NEPTUNE_CFD und 

DYN3D_SP3. 

 

Diese drei Programme wurden explizit in Rahmen dieser Doktorarbeit miteinander 

gekoppelt, wozu der Datenaustausch zwischen dem Neutronikgitter und dem 

Thermohydraulikgitter in radialer und axialer Richtung vorab definiert werden muss. Die 

Kommunikation zwischen den Programmen wird mittels Message Passing Interface 

realisiert, welche  die Ausnutzung der  Fähigkeit zur parallelen Ausführung von 

NEPTUNE_CFD ermöglicht. Um den Datenaustausch zwischen den Programmen zu 

realisieren, wurde ein Steuerprogramm eigens dafür entwickelt. 

Um die Vorhersagefähigkeit des neu entwickelten Programmsystems 

NEPTUNE_CFD/SYRTHES/ DYN3D_SP3 (NHESDYN) wurde durch einen Code-

zu-Code-Vergleich mit DYNSUB validiert. Hierfür  wurden repräsentative Transienten 

definiert und sie  mit NHESDYN und DYNSUB simuliert. Der Vergleich der mit 

NHESDYN berechneten Ergebnisse zu den DYNSUB-Ergebnissen ist für die meisten 

Parameter sehr gut und  es zeigt die Leistungsfähigkeit und das Potential des neu 

entwickelten gekoppelten Programms NHESDYN. Die Entwicklungs- und 

Validierungsarbeiten in Rahmen dieser Dissertation sind  detailliert beschrieben. 

Mögliche Bereiche zukünftiger Arbeit werden im Zusammenhang explizit  aufgelistet 

und erläutert. 
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1 Introduction 

1.1 Motivation  

The design optimisation and the safety assessment of fuel rods, fuel assemblies (FA) and 

nuclear reactor cores requires the use of numerical simulation tools that are able to de-

scribe accurately the fundamental thermal hydraulic (TH), neutronic and mechanical be-

haviour under normal, off normal and accidental conditions. Recent advances in com-

puter and engineering sciences have led to a gradual improvement in the modeling and 

simulation of key safety-relevant phenomena taking place in the reactor cores, leading to 

an enhanced performance and operational flexibility of modern nuclear reactor systems.  

Currently both conservative and best-estimate (BE) safety analysis methodologies are 

being applied with increasing importance of the BE computer codes, which are requested 

by the regulatory organs for licensing the nuclear power plants (NPP).   

Due to the increasing complexity of FA and material compositions, there is a general 

trend to move to multi-scale based simulations of TH and neutron kinetic (NK) physical 

phenomena, trying to obtain high fidelity simulations. This new trend permits a better 

assessment of the safety margins and contributes to reduce the conservatism in the ap-

plied methodologies for the analysis of FA’s and core design.  

The use of numerical simulation codes for the evaluation of safety aspects of reactor 

cores requires a previous validation based on appropriate experimental data performed 

for representative range of parameters e.g. for BWR or PWR and geometrical configura-

tions.   

These investigations are focused on the validation of the prediction capability of a com-

putational fluid dynamic (CFD) code regarding boiling water reactor (BWR) and pressu-

rized water reactor (PWR)-relevant two-phase flow processes and the extension of its 

simulation capabilities for light water reactors (LWR) by incorporating into it a (NK) 

solver. The validation of NEPTUNE_CFD (1) has a vital importance since the two-

phase flow models of CFD codes are still in a development state.  

The availability of high performance computers allow an increase of the spatial resolution 

of the TH and neutron physical phenomena at very detailed scales paving the way for the 

possibility to directly predict local safety parameters by developing sophisticated coupling 

schemes working in serial or parallel environments.   

1.2 Objective 

The main objective in this context is to develop a novel coupling methodology involving 

TH and NK tools for high fidelity LWR applications. Once the methodology is ready the 

goal is to ensure its correct operation in a parallel environment and to evaluate the capa-
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bilities of the coupled solution. The NK code selected is the transport SP3 approximation 

DYN3D_SP3 (2), which is being developed by the Helmholtz Zentrum Dresden Rossendorf 

(HZDR). The TH codes are: the NEPTUNE_CFD code developed by Electricite de France 

(EDF) and commissariat a l’energie atomique (CEA), and the heat conduction solver 

SYRTHES developed by EDF. To reach this goal, some previous steps are needed.  

Due to the fact that the two-phase flow models of the CFD codes in general are not yet 

mature an assessment of the NEPTUNE_CFD prediction capabilities of the nominal 

operational condition of LWR is mandatory. In this context, the validation of the men-

tioned CFD code will be focused on the following areas:   

 Review of the state of the art concerning the NEPTUNE_CFD validation. 

 

 Identification of suitable experiments.   

 

 Perform post-test analysis of the selected experiments or benchmarks to assess 

both the capabilities and limitations of NEPTUNE_CDF and the heat conduc-

tion solver SYRTHES (3).  

1.3 Organization of the thesis 

The first chapter is devoted to introductory remarks including the motivation and the 

working methodology as well as the state of the art regarding coupled codes and status of 

the validation of the NEPTUNE_CFD code. In addition, the programs which are used 

during the studies are introduced (Chapter 2). In Chapter 3, a detailed description of the 

CFD code is provided. 

Chapter 4 presents the validation activities of the TH codes, the selection of data base 

and the performed simulations followed by a conclusion and lessons learned. 

Chapter 5 describes the developed coupling methodology. The time synchronization and 

advancement as well as the axial and radial mapping schemes for the information ex-

change between the involved domains via message passing interface (MPI) are explained.  

Chapter 6 describes the validation of the coupled solution. This work is performed by 

comparing the behavior of the new coupled code NEPTUNE_CFD/ 

SYRTHES/DYN3D_SP3 (NHESDYN) against the DYNSUB code in a code-to-code 

comparison for selected LWR transient cases. The validation is followed by the conclu-

sion. 

Chapter 7 summarizes the work described in the thesis and outlines the achievements 

and contributions of the author. Furthermore, in Chapter 8, an outlook of the tool appli-

cability together with the necessities for further improvements is given. 
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1.4 Working methodology  

This section will provide the methodology used to accomplish the goals mentioned in the 

above sections. The approach of the process is mainly applied for the validation of the 

CFD code. At first, the test section of interest will be modeled within the NEP-

TUNE_CFD code by performing a space discretization. According to the best practice 

guidelines of the use of CFD in nuclear reactor safety applications (4) more than one 

nodalization is designed to perform mesh sensitivity analyses. The main phenomena af-

fecting the flow are identified and the models are selected based on these criteria. After 

an optimized model for a specific problem is available the necessary boundary conditions 

are defined to perform a simulation. The quality of the simulation will be evaluated by 

comparing the predicted parameters against the experimental data. Base on this, the most 

suitable nodalization and model parameters for the analyzed problem are selected. Fur-

thermore, the major weaknesses of the relevant CFD models are identified. This working 

scheme has been applied to all validation problems studied during this thesis.  

The development of the coupling scheme as well as its verification and validation follows 

another approach. First of all, the information flow between the involved codes must be 

checked to make sure that the right feedback parameters are being transferred from one 

domain to the other. It requires constant debugging of the code routines at every time 

step extending the verification process considerably in time. This includes the checking 

of how the mesh sensitivity and the mapping scheme of the different domains are affect-

ing the feedback parameters. Secondly, the prediction accuracy of the coupled system 

(NHESDYN) has to be evaluated by code-to-code validation against DYNSUB.  

1.5 State of the art of numerical simulation tools 

The application of numerical simulation tools in the nuclear power industry is a wide 

extended technique for both design optimization and safety assessment. The capabilities 

of the codes allow the user to estimate the consequences that can take place either during 

operational transients affecting the power plant behavior, design basis accidents (DBA) 

or even beyond design basis accidents (BDBA). The understanding of the physical phe-

nomena taking place in a NPP under such conditions permits the elaboration of proce-

dures and counter-measures to prevent the development of abnormal occurrences to 

accidents or BDBA with the goal to bring the plant back to safe conditions. 

 

The design of the NPP of generation II were made following a conservative approach 

and by this way assuring sufficient safety margins. In the meantime the safety analysis 

codes have experienced a continuous improvement of the physical and mathematical 

models to reflect the state of the art in nuclear engineering. The result of this improve-

ment are the BE safety analysis codes characterized by a more realistic description of the 

physical processes taking place in the core, the primary and secondary systems, etc.  
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The BE TH system codes can reproduce whole power plants and the interaction be-

tween their systems and subsystems. Hence, they are capable of analyzing what is impor-

tant when a perturbation occurs and propagates through the whole facility. An important 

aspect for the acceptance of numerical simulation tools in a licensing process (e.g. safety 

assessment of NPP) is the degree of validation. A code has to be validated to be recog-

nized as a reliable tool for licensing purposes. For this reason, different kinds of experi-

ments (separate effect test, bundle test, integral tests, etc.) were performed in the frame 

of international cooperation with the leadership of the International Atomic Energy 

Agency (IAEA), the Nuclear Energy Agency (NEA) within the Organization for Eco-

nomic Co-operation and Development (OECD/NEA) and the US Nuclear Regulatory 

Commission (NRC) to provide an extensive data base for code validation purposes. 

Based on the experimental findings related to e.g. heat transfer mechanisms that are rele-

vant for LWR correlations and models were derived and implemented in the numerical 

simulation tools such as subchannel codes and system codes. By this way the simulation 

capability and accuracy of safety analysis codes are continuously improved whenever a 

new phenomenon was understood by means of experimental investigations.  

 

The increasing complexity of the core internal designs of modern LWR (lower grid plate, 

spacer grids, FA feet and head, etc.) reveals the necessity to increase the spatial resolution 

of the TH simulation tools. This permits the description of the physical phenomena in 

different spatial scales e.g. macro-, meso- and micro-scale, where they are taking place. 

An example of the accuracy level required is the study of the turbulent enhancement by 

the inclusions of different kind of spacer grids. Nowadays this can only be simulated by 

the detailed space discretization provided by the CFD codes. 

 

There are different spatial scales and each one is specialized in solving one kind of prob-

lem, depending on the level of detail required, from describing the bubble diameter 

(some mm) to describe the whole core and the hot legs (several meters). At the compo-

nent scale whole plant analyses can be performed but for more accurate predictions a 

channel code can be applied for the FA description. Instead of dealing with averaged 

assemblies, as usually done by the system codes, the information can be obtained for 

single pins or cooling channels by making a local zoom. 

 

The multi-scale approach aims to couple codes describing the physics at different scales 

assuring the accurate transfer of information from one scale to the other. There are many 

advantages to explore by this approach e.g. the most realistic description of the pheno-

mena within a reactor core or within a FA. TH codes used in nuclear engineering can be 

classified in system codes, subchannel codes and CFD codes. A short description of 

these codes will be given in the next subchapters. 

1.5.1 Thermal hydraulic system codes.  

System codes have been widely validated and its application in the industry is quite ex-

tended. These codes are able to model entire NPP systems, their working range is the 
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macro scale: steam generators, primary and secondary loop, pumps, etc. They solve the 

mass, momentum and energy equation mainly for one or two dimensional cells. Those 

units are interconnected by means of junctions to build entire systems. Actual system 

codes can deal with single phase flow and two-phase flow transients. Some improve-

ments are needed concerning pressure prediction, where some of them often struggle. 

Especially when the pressure wave propagation need to be described properly or at some 

transients where the 3D flow has an important interaction with the system like recircula-

tion phenomenon. They are used to represent whole plants or NPP components but also 

experimental facilities. Prominent system codes are: RELAP5 (5), CATHARE (6), ATH-

LET (7), MARS (8) and TRACE (9). They can also model the interaction between sys-

tems, like the primary and secondary circuit which has a strong influence on the system 

response. This is an important capability for the analysis of the plant/system behavior 

during transients and scenarios belonging to design based conditions (DBC).  

 

The closure relations in the current TH system codes needed to solve the field equations 

are based on empirical models derived from experiments. Due to the complexity of cer-

tain experimental investigations the derived correlations are valid only for a narrow range 

of parameters. Examples are the flow regime maps in the system codes. For each flow 

regime (depending on void fraction (VF) and mass flux) a set of correlations are needed. 

 

In system codes the size of the control volume is rather big, ranging from a single centi-

meter to meters. Hence some small scale physical phenomena like the turbulence or cer-

tain boiling effects cannot be taken into account because of the averaging of the system 

parameters. To describe these phenomena models based on first principles are required. 

Instead of empirical correlations the trend is to describe the phenomena by mechanistic 

models. 

 

These codes provide conservative conditions for safety analyses, however, according to 

(10), they do not deliver data of sufficient resolution, accuracy and scale to better under-

stand the causes of failure in the systems. They play a fundamental role in the operation 

of the reactor; nevertheless the codes are basically one dimensional and strongly based 

on experimental correlation than on first principles. They therefore have limited applica-

bility in predicting any deviation from optimal design conditions. They are very accurate 

only when they are operating in their regime, but it is not possible extrapolate outside of 

that range. According to (11) in cases where a strong thermal non-equilibrium occurs 

(e.g. subcooled liquid and superheated steam) the homogenous flow model employed by 

these codes is inadequate to represent the complicated flow fields developed during some 

transients, such as a loss of coolant accident (LOCA).  

 

One of the common studied phenomena is the single-phase mixing processes taking 

place in large volumes of the primary reactor system as a consequence of non-

symmetrical injection of fluid at different temperatures. The available system codes can-

not model the mixing processes because they don’t employ the full 3D fluid equations. 

This process related with some transients scenarios with injection of cold water, e.g. main 
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steam line break (MSLB), where the temperature distribution in the downcomer, the 

lower plenum and the core entry is of relevance for structural integrity assessment and 

proper determination of the reactivity feedback in the core. Another relevant case with 

single-phase mixing is the boron dilution transient. In this case the amount of mixing is 

crucial for determining the positive reactivity insertion in the core. Therefore, more so-

phisticated 3D TH codes have to be employed to predict such distributions. 

1.5.2 Thermal hydraulic subchannel codes.  

With a more refined discretization than the system codes these tools can provide a better 

modeling of the TH for safety analyses. The distribution of the pressure drop and VF 

inside a reactor FA depends on local TH conditions, such as mass fluxes in the fuel 

channels, pressure gradients between flow channels or the arrangement of the rods. The 

heat removal, the predictions of the pressure drop and the VF are more accurate on this 

scale. 

 

The reduction of the scale enables the introduction of the cross flow which allow ac-

counting for the exchange of mass in the transversal direction across the interface that 

separates the subchannels in the FA. The cross flow term in two-phase flow conditions 

(for BWR of PWR´s transients) is modeled with three different components by (12): 

 Diversion cross flow: induced by transversal pressure gradients. 

 Void drift: due to the migration of bubble to locations with higher flow veloci-

ties.  

 Turbulent mixing flow: mixing of the flow caused by the turbulence. 

 

By applying these codes is possible to simulate a single FA or even the whole core re-

garding its flexibility. They offer the possibility to model the flow as a mixture (liq-

uid/gas) with one set of equations or a multi-phase group where the equations are solved 

separately for each phase. One approximation to this scale is to deal with 2D problems 

assuming the predominant axial flow and a transversal direction for the second direction. 

The component scale, where the FA or core arrangements belong, is suitable to be mod-

eled with this subchannel codes. They are used mainly for safety related design studies, 

the most well-known subchannel codes are: COBRA-TF (13), MATRA (14), FLICA (15) 

and SUBCHANFLOW (SCF) (16).  

1.5.3 Computational Fluid Dynamics codes 

To improve the actual knowledge about the fundamental behavior of specific fuel de-

signs and therefore increase the capability of developing new and better solutions, many 

research institutes have been investigating the feasibility of high fidelity approaches. The 

CFD codes are tightly involved in this new trend because they can reproduce the flow 

phenomenology on a detailed scale. It was previously mentioned in point 1.5.1 that the 
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thermal non-equilibrium condition requires the introduction of two enthalpies for each 

phase. In its complete implementation, 6 equations need to be solved in the so-called 

two-fluid model: one mass balance, one momentum balance and one enthalpy (energy) 

balance for each phase. This model supplemented with the required closure laws allows 

for covering almost the full range of transient states expected during scenarios relevant 

to LWR reactors. 

Trying to obtain an accurate solution to the main governing equations of the fluid is a 

challenging issue in the engineering field. The conservation equation for mass, momen-

tum and energy are based on partial derivatives and they are not linear. Hence some clo-

sure laws, which themselves contain several assumptions, are necessary to complete the 

system. Some techniques can provide valuable information for the volume averaged val-

ues, as the turbulence. The CFD tools are based on the application of the Navier-Stokes 

equation to predict the behavior of the flow. These codes suggest an approximation of 

the partial derivatives by algebraic expressions then the system can be solved numerically.  

A set of boundary conditions and restrictions to the flow in addition to a fine spatial dis-

cretization are applied allowing the CFD codes in principle to reproduce any kind of 

domain. The numerical schemes applied are experiencing constant improvements. With 

the computers becoming more powerful respective computer programs like the CFD 

codes have been developed with increasingly more powerful features. Furthermore, the 

massive parallelization of the codes provides an exponential growth of the CFD applica-

bility.  

This methodology is widely used in the aerodynamics industry to analyze the flow aiming 

the improvement in the design of planes and cars. Despite that CFD is widely present in 

some branches of the industry the utilization of these codes remains a little bit restrictive 

for the nuclear industry. This is mainly due to the high complexity of the flow, where the 

two-phase flow with boiling is the dominant phenomenon conditioning the design of the 

LWR. The development of reliable models especially for two-phase flow are under style 

and even providing reasonable good results they need more studies before being fully 

accepted for industrial applications, partially due to the fact that by choosing the compu-

tational mesh and the turbulence models, the user can have a strong effect on the com-

putational results. 

Nuclear engineering has a big interest in CFD analysis. Single phase flow applications 

have already been established in the nuclear context (4). Therefore, the applicability is 

growing rapidly. An example of this is the capability of the CFD codes to predict the 

mixing flow. It is well known that mixing cannot be treated properly with the system 

codes described previously.   

The most extended technique for CFD is the Reynolds averaged Navier-Stokes simula-

tions (RANS). Here all the turbulent scales are modeled, and the discretization needs a 

set of closure laws in order to complete the number on necessary equations and solve a 
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linear system. The number of approaches needed to complete the required number of 

equation decrease if the technique applied is a large eddy simulation (LES) (17), or a very 

large eddy simulations (VLES), where a filtered version of the Navier-Stokes equations 

along with another equation to represent the turbulent small scales are applied. These 

methodologies need more refine meshes.  

The next step towards a more detailed description of the flow is the direct numerical 

simulation (DNS). It is a numerical methodology where the Navier-Stokes equations are 

solved with no model for the turbulence. At these scales the Reynolds number of the 

eddies is small enough that viscous effects become dominant and the energy is dissi-

pated. An example of DNS application is the study of the bubble departure as a function 

of the gravity for departure from nucleate boiling (DNB) studies (18). At this scale it is 

mandatory to impose extremely refined spatial discretization at the Kolgomorov scale, 

see (19) and (20). For that reason this scale is restrictive to small domains and very simple 

cases, as discussed in (21). This technique aims to provide detailed information about 

phenomena not accessible by experiments. DNS or LES or any fine scale simulation may 

be very beneficial for investigating micro-scale flow processes which are not well known. 

In the context of the nuclear reactor simulation (NURESIM) project, several LES simu-

lations (22) have been performed to study the development of air-water bubbly flow as 

well as boiling flow. However, according to (23), the LES technique has a limited appli-

cability and many numerical issues remained open. 

The CFD codes can solve the micro- and meso-scale problems and prominent code rep-

resentatives are: ANSYS_CFX (24), STAR_CD (25), OPEN_FOAM (26), FLUENT 

(27), TRIO_U (28) and NEPTUNE_CFD. For safety related design studies they are no-

wadays widely applied. At the moment they are used for supporting analysis of local or 

small scale effects due to the missing link to connected systems like the secondary or 

auxiliary systems. Nevertheless those codes have an enormous potential. The main limi-

tation arises from the computational time required. The results of CFD investigations 

(e.g. mixing behavior in a plenum or inside the core) can be used as additional input data 

for system code analysis. For TH system analyses, the 3D CFD approaches can be used 

in the frame of BE system codes.  

1.5.3.1 NEPTUNE_CFD state of the art concerning two phase flow simulations 

The main tool applied to predict the flow behaviour in this work is the CFD code NEP-

TUNE. It is developed by EDF and CEA and since it is not a commercial tool it has a 

restricted access. Regarding its promotion in the NURISP project the code is accessible 

to the group members of the SP2 TH and user group. This code is devoted to nuclear 

applications focusing on two-phase flow modelling for LWR. It includes the BE and 

most advanced models available with some innovations. It can be considered an experi-

mental platform for new advances in the flow modelling. For LWR applications the code 

is nowadays in a continuous validation process where the biggest contribution comes 

from the SP2 TH group of the NURISP. The main area to explore in the validation is the 
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application of two-phase flow models with heat and mass transfer. The main models 

implemented are explained in chapter 3. The work performed in the code concerning its 

applications and validation is shown next. 

In this chapter a review of the most suitable experiments database used as a comparison 

reference for this code is presented together with the actual state of the art of NEP-

TUNE_CFD validation focused mainly on two phase flow modeling. Special attention 

has to be paid to the kind of conditions the coupled solution works with: flow within rod 

bundles. To test the generality of the two-fluid boiling model, the review first focuses on 

the channel boiling flow experiments. In this case the Arizona State University (ASU), 

DEBORA and the Korean Atomic Energy Institute (KAERI) experiments offer a good 

match in the geometrical aspect. Those experiments differ in working fluid and operating 

conditions. In ASU experimental facility the refrigerant R-113 is used, the DEBORA 

facility uses R-12 while water at low pressure (up to 2 bar) is used in the KAERI test 

section. Density ratios and other scaling numbers are therefore different. The effect of 

swirls (caused by mixing vanes) on the boiling activity and the code prediction to this 

perturbation was tested in the frame of the DEBORA mixing experiment. The boiling 

experiments at ASU and KAERI were both performed in annular vertical channels, the 

DEBORA experiments were carried out in a pipe test section of CEA Grenoble. Fur-

thermore, a review of the work done with this code in the prediction of the DNB is ex-

posed together with other simulation involving boiling modeling in rod bundles.   

Simple simulations with the NEPTUNE_CFD code were compared with the code 

FLUENT. The studies were performed in a simplified subchannel for adiabatic condi-

tions according to (29). Here the disperse phase velocity prediction is compared between 

codes. Here, the description of boiling phenomena focuses more on the boiling model 

validation, like the experiments discussed below.  

The ASU experiment is described in (30) and (31). In this experiment measurements over 

a two-phase boiling flow were performed. The test section consists of a vertical annular 

channel with a heated inner wall and an almost thermally insulated outer wall. The rod 

diameter is 38.1mm and it is resistively heated. For a sufficiently high inner wall heating 

heterogeneous nucleation appears on the wall surface. As the inlet R-113 is subcooled, 

the bubbles condense into the colder liquid when they are far from the inner wall layer. 

This is a known phenomenon widely tested in CFD codes (32). According to (31) two 

layers are observed: a boiling bubbly layer adjacent to the heated wall and an outer liquid 

region. A dual-sensor optical fiber probe and a micro-thermocouple were installed in the 

measurement section. The variables measured characterize the dispersed phase: (VF, 

bubble axial velocity and bubble chord length). The bubble chord length distribution 

allows the computation of the bubble diameter distribution, and from this the local inter-

facial area concentration (IAC) by means of some assumptions. The results of the simu-

lation performed with NEPTUNE_CFD are exposed by (33), where the capabilities of 

the Reynolds stress turbulence model (RSTM), implemented in the code demonstrated. 

There are some discrepancies on the liquid mean axial velocity near the heated wall. This 
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is normal since the classical single phase logarithmic velocity profile is used to express 

the boundary condition for the liquid velocity (wall friction law). Nevertheless the liquid 

temperature profiles are in good agreement with the experimental data for both turbu-

lence models implemented, K-ε and RSTM. Particularly near the wall, there is rather 

good agreement between the calculations with the RSTM model and the experimental 

data concerning the VF prediction. Other variables like the liquid turbulent kinetic ener-

gy are slightly more correctly predicted near the wall with the RSTM model but calcula-

tions using the K-ε model give slightly more satisfactory results in the core of the flow. 

Another remarkable experiment simulated with NEPTUNE_CFD is the KAERI expe-

riment (34). It is an annular test channel with an electrically heated inner tube. Local 

measurements of VF, phase velocities and bubble size over the channel cross-section 

were performed at an axial location. The temperature and absolute pressure were meas-

ured at the inlet. The system pressure was maintained between 1 and 2 bar. Local mea-

surements of void fraction and vapor velocity were carried out using electrical conductiv-

ity probes. The VF predictions with two-phase and single phase wall function are pre-

sented and compared to experimental data by (35). There is a soft over-prediction of the 

VF and the turbulent dispersion force seems to be too low. Therefore, there is a weak 

diffusion of bubbles towards the center of the channel. They accumulate in the near wall 

region. In general, the calculation with the two-phase wall function model improved the 

agreement with the measured velocities near the wall. 

NEPTUNE_CFD was also applied to simulate the DEBORA experiment, which pro-

vides axial vapor velocity, VF and liquid temperature data. Taking as a reference this da-

tabase the single and two-phase wall friction models implemented in the code are tested 

and the prediction of the VF with the RSTM model is simulated according to (36). In 

case of constant bubble size model the bubble diameter is set to constant value of 0.3 

mm according to experimental observations. A difference in the liquid temperature is 

observed, but its magnitude is small. It was observed that calculations with and without 

the lift force yield similar results. In this case the small bubble diameter (0.3 mm) makes 

the relative liquid gas phase velocity weak and as a consequence, the lift force is small. 

Some considerations about the lift force and its interaction with secondary structure 

flows in channels are addressed in (37). A brief resume of the results obtained reveal that 

by using any of the turbulent models K-ε or RSTM there is a quite good agreement with 

the experimental data even if they slightly overestimate the VF near the wall. Further-

more, a comparison between the different ways of implementing a variable bubble di-

ameter is presented. The single size model developed by (38) and the multi-size models 

(method of statistical moments) developed by (39) and by (40) are applied for the simula-

tions. A better agreement was found with Ruyer’s model (40) and the RSTM model. 

The addition of mixing vanes provides a new data base from the test bench now called 

the DEBORA mixing experiment. To investigate the effect of flow mixing an experi-

mental device representing three mixing blades was introduced in a heated tube of 

19.2 mm diameter and used for two different programs. The first is the AGATE-mixing 
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experiment (41) with a single-phase liquid water tests measuring the water velocities. The 

second is the DEBORA-mixing experiment (42) with boiling in R12 refrigerant. The 

main physical phenomena to reproduce are: wall boiling, entrainment of bubbles in the 

wakes and condensation, see (23) and (43). According to (43) the main physical pheno-

mena are successfully reproduced by NEPTUNE_CFD. The computations agree favor-

ably with the experimental results, in particular the global effect of the mixing blades can 

be reproduced. In fact, the steam is produced at the wall but as the flow passes through 

the mixing device most of the vapor bubbles migrate from the wall towards the center of 

the blade wakes due to pressure difference. Once they are entrained in a subcooled do-

main, the steam bubbles collapse. This is how the mixing vans re used to shift the opera-

tional threshold by suppressing the local appearance of the critical heat flux (CHF). 

In the MTLOOP facility (44) the evolution of a two-phase bubbly flow is observed in a 

vertical tube having an inner diameter of 51.2 mm and a length of 3.5 m. An air water 

mixture at a temperature of 30 °C is supplied at the bottom of the tube. The use of a 

wire-mesh sensor allows to measure radial profiles of VF for a given range of bubble 

sizes as well as bubble size distribution functions. The results are published by (45), 

where simulations with different break-up models were performed. For the experimental 

conditions the best estimated is the Wu et al. correlation (46).  

How to model the bubble size is challenging. It is directly related to the IAC. Currently 

four methods are used. Three of these methods handle the simultaneous existence of 

multiple bubble sizes. Two of them are momentum approaches, the third is a  multi-field 

approach. The fourth method is the classical single-size approach where all the bubbles 

are characterized by a single, but variable diameter. The single-size approach is using one 

IAC balance equation (47). For the simulations based on the MLOPP facility it was used 

to obtain a reference calculation according to (45). In these simulations the calculation 

was performed using Wu’s break-up model. With this model the cross-sectional averaged 

IAC and the Sauter mean diameter (SMD) axial evolutions are quite well reproduced, 

especially in the first half of the tube. The axial evolution of the VF radial profile is also 

well reproduced showing the formation of a void coring in the second half of the tube 

for this experiment. Other models for the break-up phenomenon were tested like the 

ones from (48), (49) and also (38). But none of these models provide results as good as 

the ones obtained with Wu’s model.  

Some of the simulations performed with NEPTUNE_CFD were focused on the predic-

tion of the DNB type of CHF in a simple tube. The DNB is an important issue to be 

model for CFD codes. Especially when the CHF is exceeded a rapid increase of the fuel 

cladding temperature can lead to the core damage. The CHF is strongly dependent on 

the flow parameters which itself are impacted by the FA design.  

According to(50) standard CHF tables produced by the Russian Academy of Sciences 

were used as a validation data set. The CHF values for the water flow in a tube are given 

as a function of local equilibrium quality, mass flux and pressure. The CHF predictions at 
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varied local equilibrium quality are presented to demonstrate the capability of imple-

mented models. For each data point numerical simulations were performed in a way to 

determine the interval of the wall heat fluxes at which the boiling crisis occurs. An ex-

tended wall heat flux partitioning model with CHF criterion based on the VF at the wall 

was used for numerical prediction of boiling crisis. This publication demonstrates that 

the simple criterion based on the near-wall VF is capable to predict CHF relatively well. 

The NEPTUNE_CFD method works fine for the cases with high mass fluxes and high 

pressures, but further work is needed to predict CHF at low mass fluxes (below 1000 

kg/(m2s)) and low pressures (below 10 MPa). 

The capabilities of the code have been tested not only for single annular domains but 

also for describing the flow within rod bundles. Simulations of boiling flow in a rod bun-

dle with DNB at the end of the middle rod were performed with NEPTUNE_CFD. For 

this case “Large Water Loop” (LWL) CHF experiments were used as a data set. The 

LWL was built at the Nuclear Machinery Plant, Skoda, Plzen Ltd., Czech Republic, see 

(51). 

The CHF experimental facility (part of the LWL) has been designed to investigate the 

DNB phenomenon in the water flow through a bundle of electrically heated vertical rods 

(nineteen rods with a diameter of 9.1 mm and pitch distance of 12.75 mm). The heated 

length is 3.5 m. The critical conditions were determined at a constant pressure, inlet wa-

ter temperature and mass flux and for quasi steady-state conditions by gradually increas-

ing the heat flux. 

Nuclear rods are modeled by direct electrical heating of inner walls of the hollow tubes. 

The axial distribution of the wall heat flux is uniform while the radial distribution de-

creases from the central rod with a power coefficient of 1 towards the outer rods with 

the coefficient 0.7. The computational domain represents a 30° symmetric section of the 

actual bundle.  

Two spatial discretizations with different resolution were used to simulate all selected 

data points. The grid spacers are not included in the numerical model. The actual heated 

section of the channel contains 7 grid spacers-plates aligned with the flow. The calculated 

VF distribution in the domain is rather similar for both grids. The maximum VF is 

slightly higher on the fine grid. Simulated CHF occurs between the 90% and 100% of the 

experimental CHF value on both meshes. 

According to the report (52) the simulations were successful for cases with low exit equi-

librium quality. They fail to predict CHF for high exit equilibrium quality cases 

(Xeq > 0.2). These cases are most probably a dry-out type of CHF while the numerical 

models have been developed for a DNB type of CHF. 

Other application case of the code to rod bundles flow is the simulation of a simplified 

2x2 rod bundle with mixing vane. A similar geometry to a real FA is considered follow-
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ing the specifications of (53). It consists of a rectangular test section in which a 2x2 rod 

bundle equipped with a simple spacer grid with mixing vanes is placed. The performed 

calculations with NEPTUNE_CFD enable estimation of capabilities of numerical mod-

els to simulate turbulent boiling flows in the geometry close to the actual FA. This time 

the TH conditions represent the PWR core configuration close to nominal conditions. 

The simulations based on this test bench are performed by (36), following the recom-

mendations of (54) and the conclusions of the DEBORA test. The implemented interfa-

cial forces acting on the bubbles are the drag and the added-mass forces. The turbulent 

dispersion is taken into account by the Tchen’s theory (55). 

The time step for the calculation with the RSTM model has to be small enough to ensure 

a Courant-Friedrichs-Lewy (CFL) condition equal to 1. The mixing of the flow predicted 

by the k-ε model is smaller than for the RSTM model. The k-ε model overpredicts the 

turbulent heat diffusion and underestimates the turbulent mixing. These two deficiencies 

have opposite effects and sometimes neutralize each other. The liquid temperature calcu-

lated with the k-ε model is more homogeneous over the calculation domain; therefore 

the gradient of temperature is lower. The VF field downstream of the mixing blades has 

slightly lower values when calculated by the k-ε model compared with the case of the 

RSTM model. 

Exploratory simulations of NUPEC BWR Full-size Fine-mesh Bundle Test (BFBT) 

benchmark test (56) were performed with the NEPTUNE_CFD code aiming to evaluate 

the code’s capability to simulate boiling flow in real reactor geometries. Some works were 

focused on single phase flow calculations, like the one presented by (57). According to 

(58) the microscopic grade benchmark on steady state void distribution (Phase I – Exer-

cise 2) with the smallest power and exit quality was simulated. Preliminary investigations 

were performed on a single subchannel test case. For this single subchannel predicted VF 

values did not change significantly with finer grid resolution but put in evidence some 

numerical oscillations in the near wall regions (59). 

Simplified geometry of 45 degrees with no spacer grids was recreated. With a constant 

mean bubble diameter of 0.1 mm. Standard models for interface drag, heat transfer and 

the wall boiling together with steam turbulence modeling were included. They also took 

into account non-drag forces contribution (lift, added mass and turbulent dispersion 

force). Steady state conditions were reached within 3 seconds. 

The averaged void production was sufficiently well predicted but with significant qualita-

tive differences in the local steam distribution. In the NEPTUNE_CFD simulation the 

highest vapor concentration was found near the heated rods while in the experiment the 

maximum VF was observed in the central part of subchannels. Moreover, the predicted 

steam concentration did not reach the maximum experimental values (> 60%) although 

the section averaged VF is slightly overestimated (~ 30% with respect to the measured 

25%). This indicates a high dispersed VF in the calculation, which can be partly explained 

by the absence of spacer grids in the numerical model.  
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A strong sensitivity to the imposed (constant) value of mean bubble diameter was ob-

served in the subchannel studies. New simulations implementing a balance equation for 

the IAC were performed. The model for the IAE is exhaustively described by(47). The 

predicted void distribution did not change significantly, even if vapor seems to be less 

uniformly spread among the sub-channels, cross section averaged VF was reduced to 

26%. The model parameter modifications mostly affect the VF distribution and do not 

change the cross-section averaged values significantly. 

Other experiments like the OECD/NRC PWR Subchannel and Bundle Tests (PSBT) 

international benchmark (60) provide good database suitable for the NEPTUNE_CFD 

validation. A centred, isolated subchannel geometry based simulations were compared to 

experimental data. According to (61) where six cases of the database were tested in a 

steady state simulation in nominal conditions, the discrepancy between calculated and 

experimental mean void-fraction at the measurement section is on average of the order 

of 0.05 VF units. 

Another two-phase flow configuration reproduced with the NEPTUNE_CFD found in 

the literature is the emergency core cooling (ECC). One test bench devoted to the study 

of core coolant methodologies is the COSI experiment (62). Detail temperature profile 

comparison against experimental data and NEPTUNE_CFD simulations for the COSI 

experiment are performed by(63). The COSI experiment studies the cold water ECC 

injection during a LOCA. This is a relevant safety issue in the context of PWR life exten-

sion. It studies the possibility of a cold shock, the so called pressurized thermal shock 

(PTS), when cold water flows from ECC through the cold leg towards the vessel. The 

TH problem is to evaluate the heat up of water between ECC injection and the vessel. 

Different meshes were applied in a sensitivity analyses. By those simulations the capabili-

ties of the code to reproduce free surface flow are demonstrated. The models for inter-

face friction and heat transfer on liquid side are derived from (64). Other three PTS rele-

vant experiments were used to evaluate the code capabilities in this field, see (65). More 

studies about the two-phase flow configuration with stratified air/water flow in relevant 

PTS scenario when an ECC occurs are presented in (66). In this study NEPTUNE_CFD 

results are compared to ANSYS_CFX and FLUENT. The validation of the large inter-

face method of NEPTUNE_CFD 1.0.8 for PTS is demonstrated in (67) by using the 

database of the LAOKOON experiment (68).  

The state-of-the art on the field of two-fluid modeling of boiling flow has been presented 

for the NEPTUNE_CFD. The use of CFD proved its potential to predict small-scale 

phenomena in boiling flows and hence contribute to a better understanding of complex 

flow processes. The “local predictive approach” where CHF empirical correlations are 

based on local parameters provided by CFD is not available yet in literature. There is no 

model dedicated to accurately calculate the CHF. Presently, a simple DNB criterion 

based on the local near-wall VF is used. A simple CHF criterion is used for pipe flow and 

fuel bundle experiments. The simulated cases of boiling in fuel rod bundles show that 

CFD methods are the state of the art in FA and spacer grid design.  

http://www.sciencedirect.com/science/article/pii/S0029549311006911
http://www.sciencedirect.com/science/article/pii/S0029549311006911
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Steady state analyses were found in the literature for rod bundle flow for the BFBT 

benchmark. This is a suitable experiment to be simulated with NEPTUNE_CFD. New 

contributions to the validation can be made by simulating characteristic transient scena-

rios for LWR not yet addressed by the literature. An exercise of the BFBT database de-

scribing transient scenarios (a turbine trip and a recirculation pump trip for BWR) to-

gether with the PSBT database are selected to perform simulations with NEP-

TUNE_CFD (chapter 4). This way the familiarization with the code is achieved and 

there is a new contribution to its validation.   

1.5.4 The Multi-physics simulation codes 

At the moment only the TH part of the NPP design was mentioned, but the core beha-

vior is model by reactor dynamic codes in charge of solving the neutron physical phe-

nomena.  

In LWR the power source is produced due to the fission of uranium-235 by a thermal 

neutron. NK codes describe the interactions of the neutron with the construction mate-

rials of a reactor core either solving the time dependent neutron transport equation using 

an exact solution or an approximation e.g. diffusion. By the choice of the material com-

position and geometry of a LWR core, the inherent safety features are determined such 

as the Doppler and moderator temperature reactivity coefficients. These feedback me-

chanisms between the neutron physical and the TH processes affect the behavior of the 

reactor core under accidental conditions. The use of water as a moderator is an impor-

tant safety feature, as any increase in temperature causes the water to expand and become 

less dense, thereby reducing the extent to which neutrons are slowed down and hence 

reducing the reactivity in the reactor.  The Doppler broadening effect of U-238 implies 

that the neutron absorption increases as the fuel temperature increases representing an 

essential negative feedback mechanism for reactor control. Therefore, NK are condi-

tioned by TH feedback parameters (Doppler and moderator temperatures, densities, bo-

ron concentration, etc.). The simulation of phenomenology of different fields, e.g. system 

TH, NK and thermo-mechanics has become a very important area of development. The 

safety assessment of NPP requires integration of several disciplines into the analysis. The 

analysis of the core behavior requires a tight coupling of reactor physics and TH.  

For NK codes the scale issue can also be considered. For the NK, the point kinetics ap-

proximation describes the evolution of the reactor power and reactivity in terms of glob-

al changes. This method is widely used in safety analysis. This is a rough description of 

the core behavior and local perturbations of important core parameters are not consi-

dered. The neutron diffusion equation can be solved in 3D for homogenized FA provid-

ing more detailed information but still in the range of the macro-scale. As the reactor 

cores become more complex (higher enrichments and burn-up, advanced FA designs, 

also more heterogeneous loading patterns) higher requirements on the predictive accura-

cy of the core simulation tools are required. Modern FA designs demand a geometrically 

more discrete representation of the fuel lattices in the lattice physics codes. By applying 
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refined scales multidimensional effects can be taken into account during anticipated tran-

sients or asymmetric power distributions within the core. The pin power distribution can 

also be predicted in three-dimensional diffusion core simulations via pin-power recon-

struction methods in order to identify pins with maximum heat generation rates in the 

core. These enhancements increase the operational flexibility while still respecting safety 

thresholds.  

 

The feedback from the TH (fuel temperature and moderator properties) to the neutronic 

processes is a key aspect for the proper prediction of the core criticality. A coupling with 

a reliable prediction of the temperature fields in the moderator and in the fuel pins be-

comes crucial for the NK codes. The accuracy requirements for the prediction of the fuel 

and moderator temperature are very high since they determine for reactor design and 

safety evaluations. Both, the axial moderator density and fuel temperature distribution 

have a strong impact on the power distribution. A good prediction of the coolant tem-

perature in the case of PWR’s and of the axial void distribution in the case of BWRs is 

essential. This emphasizes the importance of the development of high fidelity coupling 

of NK and TH codes for safety assessments. 

 

Improvements to the TH codes were realized parallel to the advancements of the NK 

codes. The local treatment of the coolant conditions surrounding the individual fuel pins 

is necessary for a good prediction of the feedback parameters. Therefore, refined space 

discretization codes like subchannel or CFD codes are the only methods that permit the 

direct prediction of local safety parameters and hence efforts are underway to develop 

high fidelity tools involving the integration of NK and TH modules. Furthermore, de-

tailed multi-physic studies with CFD codes are capable to predict the conjugated heat 

transfer between the solid and the coolant that enables an accurate prediction of the 

structural response. 

To describe the complete phenomenology within reactor cores, the codes in charge of 

both phenomena (TH and NK) work together in a multi-physic approach. A combina-

tion of multi-physics and multi-scale approach allows the prediction of local safety para-

meters considering TH and NK feedbacks. Some of the system codes have internal point 

kinetic routines to provide information about this feedback. For some applications the 

point kinetic approach is sufficient but a more detailed modeling with respect to neutron 

physics provides more accurate results. Thus, some schemes have been developed to 

couple BE system codes with 3D NK codes like: RELAP/PANBOX (69), 

TRACE/PARCS (70) or RELAP/PARCS (71). 

Within the European Nuclear Reactor Simulation (NURESIM) (72) and the recently 

finished Nuclear Reactor Simulation Integrated Project (NURISP) (73) the multi-

physics/multi-scale approach is aimed by means of an open-source integration platform 

for numerical simulation called SALOME (74). Different European code systems related 

to nuclear applications are integrated in this platform. Some of those TH codes are: CA-

THARE3 (75), FLICA, NEPTUNE (76), etc. Neutron physics codes are implemented in 
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the SALOME platform e.g. DYN3D, COBAYA (77), CRONOS (78), etc. Due to the 

open and flexible architecture, these codes can be coupled in an novel way based on the 

mesh superposition and the automatic interpolation of the involved domains. 

 

For the long term, it is foreseen that the existing codes will be replaced by codes based 

on advanced physical, numerical and computational methods. The trend to describe de-

tailed phenomena in a micro-scale is increasing. The development of the codes working 

in this scale together with the growing computational power that allows processing a 

huge amount of information are fostering such developments. Thus, the refined TH 

codes like the CFD´s tools are expected to provide reliable information in a relatively 

short period of time as soon as the models implemented reach maturity. Investigations to 

develop coupling schemes between CFD and NK codes are being followed in different 

places using different approaches such as in ANSYS/PARCS (79), MCNP/STAR_CD 

(80), or DYN3D/ANSYS CFX. 

The mentioned multi-physic solution can be classified according to its coupling metho-

dology. The main trends in that sense are: internal, external and combined coupling. 

 External coupling: There is exchange of information at each time step. A code 

calculation is based on the feedback provided by the other (NK or TH). This is 

an iterative process. During transient scenarios this methodology is required to 

be executed with a careful selection of the time step to ensure stability. 

 

 Internal coupling: By this methodology one code is fully integrated in the other 

like a set of routines. Implementing this way is usually complex and strong pro-

gramming skills are required. 

 

 Combined coupling: codes can be coupled between each other at the same time 

maintaining the independence. It means that the codes are able to run stand-

alone but for specific calculation they may interact. This requires an interface 

management and flexible access to common fields and arrays.  

 

Because the effort to validate codes used for safety analysis is very large, a preservation 

of the established codes is of strong importance. Therefore, coupling between existing 

codes representing different physics fields such as TH and NK is very attractive com-

pared to the option to develop a complete new code. This approach is followed by the 

route of a combined coupling and it works well for the TH/NK systems where well vali-

dated codes exist. 

The methodology applied in the frame of this dissertation is the explicit coupling of a 

TH and a NK code. Hence, the TH tool is always on step ahead of the NK calculation. 

The time discretization has to be small enough to avoid possible stability problems. The 

numerical experimentation reveals that the explicit method of updating the data is free of 

oscillations only if the time step is small enough. For large time steps some variables de-
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velops unphysical oscillations of numerical nature that are unrelated with the physics of 

the problem under consideration. The explicit method is conditionally stable. Normally 

the time step is selected by the TH tool attending to the flow characteristics like the Cou-

rant number. In case of the simulation of a transient scenario with externally coupled 

codes, both codes share the same time step. The time scale of the coupled solutions is 

always conditioned by the most restrictive time step. TH tools use a smaller time step 

compared to the NK code. Therefore, NK code has always a sufficient time step in the 

coupled solution.  
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2 The NK-TH codes selected for the coupled solution 

The codes involved in this work are presented in this chapter. A description of the mod-

els implemented and its capabilities are explained. The coupled solution is composed of 

one NK solver, a TH tool and a heat conduction solver. In addition the validated code 

DYNSUB is presented as the reference for the new code to be verified with. The refer-

ence and the coupled solution are composed of the same NK solver (DYN3D_SP3). 

The SCF (16) is the TH module of DYNSUB. NEPTUNE_CFD is the TH solver and 

SYRTHES is the heat conduction and transfer solver of the new coupled code NHES-

DYN.  

2.1 DYN3D_SP3 

The DYN3D_SP3 code is a module of the DYN3D diffusion solver. It provides a time 

dependent solution of the neutron transport equation based on the SP3 approximation 

for square geometries.  

The main motivation for the development of this module was to create a version able to 

deal with nodal methods in many energy groups (multi-groups), by including a simplified 

transport approximation SP3, (2), (81) and (82). By implementing this module the code 

has in addition to the nodal solver the capability to perform pin by pin calculations based 

on a transport approximation. The main version of the DYN3D code, has been widely 

validated by Grundmann and Kliem: (83), (84), (85) and (86). 

When a reactor has been designed in terms of geometry composition and cross sections 

the purpose of a neutron transport calculation is to determine the reaction rates and 

therefore the neutron density or the angle dependent neutron flux Ψ(r,Ω,E,t).  

The objective of the reactor dynamic code is the solution of the time dependent 

Boltzmann transport equation, which is based on the balance of the neutrons in a specif-

ic volume of a nuclear reactor as a function of the position r, angular direction Ω, energy 

E and time t. Hence, according to (82), the multi-group transport equation is:  

,),,,(),,(),,,(),,,(),,,(
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  (2-1) 

where for a specific volume dV the variation in time of the angular flux at the left side of 

the equation divided by the main neutron velocity V(E) is equal to the production of 

neutrons Q(r,Ω,E,t) minus the leakage of neutrons, minus the missing neutrons due to 

absorptions and scatterings in the given volume. ∑(r,E,t) is the total macroscopic cross 

section. The production of neutrons can have three contributions: the neutron source 

due to fissions taking part in the reactor Qf(r,Ω,E,t), the scattered neutrons in the volume 

coming from other energy levels and the other angular directions Qs(r,Ω,E,t) and finally, 
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external neutron source Qext(r,Ω,E,t). For critical reactors the external source is usually 

set to zero assuming that all the neutrons originate from fission and scattering.  

Several assumptions are usually made in order to obtain a practical solution. The goal is 

to reformulate the Boltzmann equation by means of numerical discretization of the va-

riables and integral operations in space angular direction, energy and time. 

To solve the discretized form of the Boltzmann equation the method of spherical har-

monics (PN-method) is applied in the DYN3D_SP3. In the PN-method the angular de-

pendence of the neutron flux is expanded in spherical harmonics functions up to order 

N. The exact transport solution is recovered as N tends to infinity. In three dimensional 

geometries, the number of PN equations grows like (N+1)2. For one dimensional planar 

geometry the number of PN equations is (N+1).  

The PN equations in one dimensional planar geometry are relatively simple and can be 

formulated in second order as (N+1)/2 equations. In multidimensional geometries the 

case is too complicated. This increase in complexity led to the proposal of the simplified 

PN approximation. In the SPN method, the second order derivatives in one dimensional 

planar geometry of the PN equations are replaced or generalized by means of the three 

dimensional Laplacian operator leading to a multidimensional generalization of the pla-

nar geometry PN equations that avoids the complexities of the full spherical harmonics 

approximation. 

 

2.2 SUBCHANFLOW  

SCF is being developed at the INR/KIT. The main objective of SCF (16) is to provide a 

tool fast running, stable and flexible for the description of the single and two-phase flow 

within subchannels of fuel bundles or of a reactor core. It can be used to model systems 

cooled/operated with water, air, helium, lead, lead-bismuth and sodium in quadratic and 

hexagonal lattices using subchannel or subassembly discretization of the reactor core, see 

Fig. 2-1. 

 

Fig. 2-1. SCF space discretization for a 9 
pin rod bundle. 
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Steady state and transient simulations are solved by using a fully implicit iterative solver. 

For the heat conduction inside the fuel rods a finite difference approach is applied. The 

user can specify the empirical model to use used for e.g. heat transfer or friction. 

To solve a domain where there are two phases (liquid and vapor) SCF models it as a 

three equation mixture, like a single phase. SCF is based on a 4-equation model for the 

conservation of mass, energy and momentum. The momentum equation is solved for the 

axial and lateral directions. It considers the water and the vapor like a homogeneous mix-

ture. This mixture shares a common pressure field and a common velocity profile. The 

conservation equations are shown next.    

2.2.1 Fluid dynamic models  

For the description of the balance equations is assumed that the velocities and the pres-

sure field is the same for both phases and that they are in thermodynamic equilibrium. 

The mass conservation equation Eq.(2-2) defines the density according the Eq.(2-3). The 

energy conservation and momentum equation are given by Eq.(2-4) and Eq.(2-5) respec-

tively. 
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These equations represent a general formulation of the mass, energy and momentum 

equations. On this formulation SCF makes some assumptions. For instance, there is no a 

real modeling of the turbulent stress tensor (R), the effect of the turbulence is included 

by the closure laws applied in the code. The meaning of the variables of these equations 

are given below: 
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h  : Enthalpy of the mixture in axial direction   lv hxxhh  1
,
 

"q  : Molecular heat flux, 

Tq"
 : Turbulent heat flux, 

'"q  : Energy generated in the fluid, 

  : Mixing density Eq.(2-3), 

  : Molecular stress tensor, 

R  : Turbulent stress tensor, 

'''
  : Interfacial wall drag tensor, 

2.2.2 Heat conduction model 

Regarding the fuel elements, SCF calculates the heat conduction in a fully implicit finite 

difference form. After some simplifications of the heat transfer equation SCF solves the 

following Eq.(2-6): 
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  (2-6) 

where: 

 

 Tr ,


                : Density as a function or radius (position vector - space) and temperature, 

 TrC p ,


 : Heat capacity as a function of space and temperature, 

 trT ,


 : Temperature as a function of space and time, 

 Trk ,


                     : Heat conductivity as a function of space and temperature, 

 trq ,


    : Volumetric heat flux as a function of space and time. 

One of the most important assumptions made in Eq.(2-6) is that the heat is transferred 

mainly in radial direction (axial heat transfer neglected). This can generate sharp tempera-

ture gradients between axial levels. By solving the 3D heat conduction with a CFD code 

smooth gradients are calculated because it takes into account the axial temperature inte-

ractions. The equation (2-6) can be rewritten in cylindrical coordinates in the following 

form: 
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Different empirical constitutive models were developed to close the system of equations 

are available in the input of SCF. The next lines are devoted to the description of the 

most important models (mainly heat transfer models) applied during the simulations per-

formed with the code.  
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The Blasius model is selected for the single-phase friction factor (fsingle phase) and a two-

phase flow correction factor (Φ), based on the work of Armand (87). 

                                      , (2-8) 
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Depending on the void fraction the heat transfer regime is selected. In SCF the boiling 

curve is divided into four sections following the COBRA approach (88). Each section is 

described by a different heat transfer correlation. For single phase liquid and for single 

phase vapor the Dittus-Boelter correlation (89) is used (hsingle phase). 

               
 

          
                   . (2-12) 

 

If (0.0 < α ≤ 0.8) SCF employs the model of Thom, hThom, (90) and section 3 (0.8 < α ≤ 

0.9) is an interpolation between the Thom model and the Schrock-Grossman model (91), 

hSG, given in equation (2-15). 
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where 1/xtt is the Lockhard-Martinelli parameter (92). 

 

   
  

       

      
 
   

  
 

   
 
   

  
      

       
 
   

  . (2-16) 

 

Exceeding the critical heat flux additional heat transfer models are used which will not be 

recited here since critical heat flux is not an issue for the present investigation. Subcooled 

boiling is not considered in the present analysis.  

For the calculation of the VF the Chexal-Lellouch model following the drift-flux formu-

lation is activated. This model is based on the liquid and vapor volumetric fluxes (jliquid 

and jvapor), a distribution or pipe orientation parameter (C0) and the drift velocity (Vgj). 

Depending on the flow direction the values for the orientation parameter and the drift 

velocity can be calculated following the models provided in the original paper of Chexal 

et al. (93) 

  
      

                       
 . (2-17) 

2.3 DYNSUB 

The DYNSUB code is the coupled solution of DYN3D_SP3 and SCF, it is being devel-

oped at the INR/KIT, see (94) and (95).  

Several neutronic codes are able to solve the diffusion equation on multi-groups consi-

dering feedback parameters coming from the TH core model. Those codes contain 

usually two-phase flow models able to exchange assembly averaged parameters. The TH 

can be 1D, 2 phase models focused in parallel channels to each FA like FLOCAL in the 

DYN3D. For more detailed analyses the TH can be solved with a channel code. Those 

code capabilities describe more detailed phenomenon of the flow e.g. the cross flow 

phenomena between FA. At this level is possible to find coupled solutions like COBRA-

TF/QUABOX-CUBBOX (96), ANDES/COBRA (97) or /COBRA-TF NEM (98)  

The efforts are orientated to refine the coupled scale from a FA to the subchannel pin 

level in order to extend the capabilities of the codes and its physical prediction. With 

solvers based on the numerical solution of the transport equation (Boltzmann equation), 

direct predictions of the local power at pin level can be done avoiding the approximation 

of pin power reconstruction, as for instance the simplified multi-group SP3 transport 

equation used in the codes DYN3D_SP3 and PARCS (99).  In DYN3D_SP3 the coupl-

ing with FLOCAL leads to the loss of important local information due to nodal level the 

TH works (nodal based). To make both codes work at the same spatial resolution the 
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DYN3D_SP3 has been coupled with the channel code SCF which uses a more refined 

spatial discretization (pin level) than FLOCAL. 

 

2.4 SYRTHES 

Proper modeling capabilities for fuel performance and fuel behavior during accidents is a 

key element for the safety evaluation of LWRs taking into account that many of our cur-

rent acceptance safety limits are related to the first barrier (cladding).  

The prediction of fuel and cladding temperatures or fuel gap conductance are relevant 

phenomena to assess the fuel performance. Initially, relatively simple fuel modeling ap-

proaches were adopted: The fuel pin was represented in three cylindrical regions. The 

heat conduction was numerically solved only in radial direction. Some fast-running fuel 

performance codes used for fuel and core design are built from a stack of 1D element 

with only limited representation of the axial effects. Subchannel code normally neglect 

the axial direction solving the heat conduction in radial direction. The SYRTHES imple-

ments a finite element method to solve the 3D heat conduction in the fuel gap and clad 

domains. This is a heat conduction solver that works at the same space discretization 

level as NEPTUNE_CFD.  

The heat conduction code must to be able to solve the differential equation for the tem-

perature in solids. This is a requirement due to the ambit of applicability of the code that 

has to deal with the heat conduction in the fuel clad and gap. As explained previously 

subchapter the SCF solves the heat condition equation implicitly. The CFD tool applied 

here doesn’t have this capability. Hence EDF has developed a coupled solution with the 

SYRTHES code to enable NEPTUNE_CFD to solve the temperature in solid domains. 

The interaction between these two codes is a semi-implicit coupling allowing to solve the 

conjugate heat transfer at the solid-liquid interface and the heat conduction in the struc-

tures.    

The solution at the solid-liquid interface is based on a few local parameters exchanged 

between the codes. The heat exchange coefficient and liquid temperature are calculated 

by the CFD and the wall temperature is calculated by SYRTHES. With these variables, 

the flux at the interface can be solved.  

The space discretization performed by SYRTHES is based in a tetra volume approach, 

formed by 4 main nodes and 6 middle nodes, see Fig. 2-2. The nodalization has to be 

created as unstructured tetra elements. Unstructured mesh generation will lead to a mis-

match at the solid-liquid interface with the CFD mesh (which is hexa based), see Fig. 2-3. 

To exchange the information between mismatching nodes an interpolation operation is 

mandatory with the consequence of a loss of accuracy. To avoid this situation the solid 
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mesh is generated like a hexa mesh together with the CFD mesh ensuring the correspon-

dence between nodes. Then the solid hexa discretization is transformed into tetra ele-

ments (4 tetra elements fits in one hexa element). 

 

 

 

Fig. 2-2.  SYRTHES tetra element. 
Main nodes (red) and middle 

nodes (blue) 

Fig. 2-3.  SYRTHES mesh (a) and 
NEPTUNE_CFD structured mesh (b) 

 

This operation has a handicap. In order to obtain a high accuracy the solid nodalization 

needs to be extremely refined. The computational time is penalized because the 

SYRTHES code is not parallelized. In most of the cases this refinement is beyond the 

numerical necessities to develop a proper temperature gradient as will be demonstrated 

in the last chapter. Hence, the domain that the coupled solution NEP-

TUNE_CFD/SYRTHES is able to solve within reasonable time frames is limited. 

The resolution algorithm implemented in SYRTHES according to (3) is presented by 

Eq.(2-18) 
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where the variables have the following meaning: 

pC                    : Heat capacity, 

  : Limits for source terms, 

Q  : Heat, 

T                         : Temperature, 

         : Volumetric flux, 

  : Base function, 

N  : Number of nodes per element, 

k  : Thermal conductivity,
 

  : Density, 

q  : Heat flux, 

  : Volume.  
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3 The NEPTUNE_CFD code  

EDF and CEA sponsored by the Institute de radioprotection et de surete nucleaire (IRSN) and 

AREVA are developing the new CFD code NEPTUNE for nuclear reactor applications. 

In the frame of the SP2 group of the NURISP (Nuclear Reactor Integrated Simulation 

Project) this code is being enhanced and the simulation capabilities are validated using 

different types of experiments. The NURISP is a Large scale Collaborative Integrating 

Project of the Seventh Framework Programme EURATOM.  

One of the main objectives of the NURISP is to use the two-phase computational fluid 

dynamics programs to reach a better understanding of the boiling flow processes in nuc-

lear light water reactors. Those studies would contribute to improve the safety and op-

timize different areas of the NPP design.  

In this chapter a brief description of the CFD basis is provided. Furthermore, the models 

and closure laws used by NEPTUNE_CFD are outlined.  

3.1 Brief introduction to the kinematics of fluid motion  

For the flow field it is important to describe the velocities, the densities, the pressure and 

the temperature at each point and at each time. 

  Tpwvuv ,,,,, 


         yzxx ,, . (3-1) 

Crucial contributions came from Joseph Louis de Lagrange and Leonhard Euler. The 

Lagrangian method consists in keeping track of identifiable element of mass, like in par-

ticle mechanics. Starting from a fix point in the space and an initial time (x,t). After an 

increment of time we have a different position, then the velocity can be calculated. 

 0000 ,, zyxx     , 0t  ,    (3-2)  

 txv
dt

xd
,



    ,    dttt   .    

       

(3-3) 

For the determination of the flow field in Lagrangian coordinates the measurement in-

struments have to track a moving particle. On the other hand the Eulerian method is 

based in the stationary observation. This method focuses attention on the properties of 

the flow at a given point. The flow field is described as a function of space coordinates 

and time.  
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3.1.1 Relation between Eulerian and Lagrangian considerations: 

The measurement of the different variables is made from a fix position on the space. The 

temporal change of a particle property is described as: 

    ttxxftxf ,,, 0
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In Eq.(3-6) the first term on the left side is the substantial (fixed mass) derivation from 

Lagrange. The first term on the right side is the local time dependent change by Euler. 

And the last three components are the convective changes, (transport with velocity). The 

last equation can be written in the vector form with the definition of the gradient vector 

as: 
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According to Eq.(3-7) the flow is stationary if the velocities, densities, pressures and 

temperatures don’t change in time. This doesn’t mean that the particles are at rest. 

The different simulations performed during this work are based on the RANS approach. 

The modeling of the water/steam two-phase flows in three-dimensional space is based 

on the classical two-fluid one pressure approach for mass, momentum and energy bal-

ances in each phase.  

The two-fluid models of the NEPTUNE_CFD numerical program are designed specifi-

cally for the simulation of two-phase transients in nuclear power plants according to (1), 

(23) and (43). This code is widely used within the frame of NURISP. The next subchap-

ter will provide a detailed description. 

The NEPTUNE_CFD solver is based on a pressure correction approach. It is able to 

simulate multi-component multiphase flows by solving a set of three balance equations 

for each field (fluid component and/or phase). These fields can represent many kinds of 

multiphase flows among them also bubbly boiling flow. The solver is based on a finite 

volume discretization together with a collocated arrangement for all variables.  
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3.2 Governing equations 

The description of boiling two-phase flow in CFD codes is commonly based on the two-

fluid approach by Ishii (100) and Delhaye (101). In this approach a set of local balance 

equations for mass, momentum and energy is written for each phase. These balance equ-

ations are obtained by ensemble averaging of the local instantaneous balance equations 

formulated for the two phases. When the averaging operation is performed, the major 

part of the information about the interfacial configuration and the microphysics govern-

ing the different types of exchanges is lost. As a consequence a number of closure rela-

tions (also called constitutive relations) must be supplied for the total number of equa-

tions (the balance equations and the closure relations) to be equal to the number of un-

known fields. We can distinguish three different types of closure relations: those which 

express the inter-phase exchanges (interfacial transfer terms), those which express the 

intra-phase exchanges (molecular and turbulent transfer terms) and those which express 

the interactions between each phase and the walls (wall transfer terms). The balance equ-

ations of the two-fluid model we use for two-phase boiling flows and their closure rela-

tions are described in the following subsections. The two-fluid model we use for our 

two-phase boiling flow calculations consists of the following balance equations.  

3.2.1 Mass balance equations: 
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where t is the time, αk, ρk and Vk denote the volume fraction of phase k, its averaged den-

sity and velocity. The phase index k takes the values l for the liquid phase and v for va-

pour. 

3.2.2 Momentum balance equations: 
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 (3-9) 

where p is the pressure, g is the gravity acceleration, Mk is the interfacial momentum 

transfer per unit volume and unit time, and ∑k and Rk denote the molecular and turbulent 

stress tensors. The latter is also called the Reynolds stress tensor. The wall friction terms 

for the two phases do not appear in the momentum balance equations because solid 

walls are only present at the boundaries of the flow domain and the wall friction is ex-

pressed through the wall boundary conditions. 
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3.2.3 Total enthalpy balance equations: 
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(3-10) 

where Hk is the phase-averaged enthalpy for phase k and Hki is the interfacial-averaged 

enthalpy. We have assumed that the two phases are governed by the same averaged pres-

sure field p and we make no distinction between the pressures in the two phases or be-

tween the bulk pressure and the interface pressure for simplicity. The three terms Γ, Mk 

and ∏k Ai denote the interfacial transfer terms of mass, momentum and heat. The quanti-

ty Ai denotes the interfacial area concentration.  The terms qwk denote the wall-to-fluid 

heat transfer per unit volume and unit time for each phase. The two terms qk and qk
T 

represents the molecular and turbulent heat fluxes inside phase k. The interfacial mass 

transfer Γ includes the mass transfer between the vapour and liquid that takes place in-

side the flow Γk
C and the mass transfer contribution due to the nucleate wall boiling Γk

N. 

3.3 Interfacial transfer terms 

One of the most important issues regarding two phase flow with boiling is the modeling 

of heat transfer terms. A complete review of those models by an exhaustive literature 

review is compiled in (102) and (103). The description of two phase flow is complex and 

it is necessary to define many phenomena like the heat flux partitioning from the heated 

wall, the bubble nucleation, bubble growth time and detachment frequency, heat transfer 

between the steam and water interface, interfacial area concentration, bubble size and 

shape, interfacial momentum transfer between phases, etc. The information concerning 

which models are used in the NEPTUNE_CFD code can be found in the theory and 

user manual (55) and (104). 

First, how the code deals with the heat and mass transfer is explained. If the mechanical 

terms are neglected in comparison to the thermal terms in the averaged form of the 

energy jump condition, this condition reduces to:  

  .0'' 
k

ikiki

C

k AqH  (3-11) 

This important relation (together with the mass jump condition: Γl
C= Γv

C) allows to 

compute the mass transfer terms as functions of the interfacial heat transfer terms qki
’’Ai 

and the interfacial-averaged enthalpies Hki : 
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We have no information about the dependence of the interfacial- averaged enthalpies Hki. 

Therefore, two basic assumptions can be made: Either the interfacial-averaged enthalpies 

Hki are identified to the phase-averaged ones Hk or the interfacial-averaged enthalpies Hki 

are given by the saturation enthalpies. In the code the first assumption is made. Each 

interfacial heat transfer term is the product of the interfacial area concentration by the 

interfacial heat flux density (qki
’’ Ai). 

 ksatkiki TpTCq  )('' ,     .
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kNu
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The interfacial heat flux density can be defined as Eq.(3-13), where Cki, Tk and Tsat(p) 

denote a heat transfer coefficient, the average temperature of phase k and the saturation 

temperature. The interfacial area concentration is expressed as Ai = 6α/d, where α is the 

void fraction and d is the Sauter mean bubble diameter, kl is the thermal conductivity of 

the liquid. Depending on the Jakob number given by Eq.(3-14) there are two possible 

scenarios, condensation (Ja ≤ 0) or evaporation (Ja ≥ 0).  
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The thermal capacity of the liquid is Cpl, and L is the latent heat of vaporization. In case 

of condensation, the Nusselt number is: 
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where Reb is the bubble Reynolds number and Prr is the liquid Prandtl number, μl being 

the liquid kinematic viscosity and ωl is the thermal liquid diffusivity. In case of evapora-

tion the Nusselt number is defined as follows: 
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where Pe is the Péclet number and it is defined as follows: 
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The heat transfer coefficient between the vapour and the interface for the case of bub-

bles is written as: 
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where Cpv is the gas heat capacity at constant pressure and τ is a characteristic time given 

by the users. This relation simply ensures that the vapour temperature Tv remains very 

close to the saturation temperature Tsat, which is the expected result for bubbly flows 

with sufficiently small bubbles (flow in a PWR core in conditions close to nominal). 

The interfacial transfer of momentum Mk appearing in the right hand side of Eq. (3-9) is 

assumed to be the sum of five forces: 
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The five terms are the averaged drag, added mass, lift and turbulent dispersion forces and 

wall lubrication force per unit volume. Now we will give the expressions we use for these 

forces and for their coefficients. 

Drag force: 
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Where CD is the drag coefficient for bubbles and can be determined experimentally. In 

the case of bubbly flow the Ishii and Zuber relation(105) is used, where the calculation of 

drag coefficient is based on the local flow regime.    

Added-mass force: 
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where lv

AC  is the added mass coefficient which is equal to 0.5 for a spherical bubble and 

the factor (1+2αv)/(1-αv) takes into account the effect of the bubbles concentration ac-

cording to Zuber(106) and Ishii (107). 

Lift force: 

   llvlvL
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v VVVCMM   , (3-22) 

where CL is the lift coefficient. This coefficient is equal to 0.5 in the particular case of a 

weakly rotational flow around a spherical bubble in the limit of infinite Reynolds number 

according to Auton (108). It has been empirically modelled by Tomiyama et al. (109). 

This coefficient depends on the modified Eotvös number Eq.(3-26). 

If EoH<4 : 
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If 4 ≤ EoH ≤ 10: 

.474.00204.00159.000105.0 23  HHHL EoEoEoC  (3-24) 

If EoH> 10:  

,27.0LC  (3-25) 

with the modified Eotvös number defined by: 
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Where  is the surface tension and dH is the maximum horizontal dimension of the de-

formed bubble, which is calculated using an empirical correlation given by: 

,163.013 757.0EoddH   (3-27) 

where d is the spherical equivalent bubble diameter and Eo has a similar expression as 

EoH with d instead of dH.  

 



The NEPTUNE_CFD code 

35 

 

Turbulent dispersion force: 
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Here Kl is the liquid turbulent kinetic energy and CTD is a numerical constant of order 1. 

This expression was proposed by Lance and Bertodano(110). 

3.4 Interfacial area modelling 

The IAC transport equation for the special case of bubbly flows with spherical bubbles 

was originally developed by Wu et al. (46), in the following form: 
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(3-29) 

where α is related to the dispersed phase (VF), and n is the bubble number density. Eq. 

(3-29) can be transformed by using the mass balance equation for the gas phase on one 

hand: 
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and the bubble number density balance equation on the other hand: 
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In Eq.(3-30) the vapour interfacial mass transfer Γv is assumed to be split into a nuclea-

tion part ΓN (which will be given by a model of wall nucleation) and another part ΓC rep-

resenting the effect of phase change (vaporization and condensation) at the surfaces of 

the existing bubbles. The bubble number density transport Eq.(3-31) contains three 

source terms: (ønuc, øcoa, øbrk). Those terms corresponds to the bubble nucleation, coales-

cence and break-up phenomena respectively. Substituting Eq. (3-30) and Eq. (3-31)  into 

Eq. (3-29)  yields the following transport equation: 
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Now it is possible to regroup the two terms concerning bubble nucleation. If new bub-

bles are assumed to be nucleated at the SMD d32 = 6α/Ai the surface and the mass of a 

newly nucleated bubble reads to: 
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Therefore, it can be seen that the term proportional to ønuc in Eq. (3-32) contains only 

one third of the IAC source term due to the bubbles nucleation, the two other thirds 

being contained in the term proportional to ΓN which can be rewritten as: 
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Regrouping these two terms, Eq. (3-32) becomes: 
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(3-35) 

The IAC transport equation was presented like Eq.(3-35) by Yao and Morel (38). The 

advantage of the Eq.(3-35) is that the nucleation phenomenon clearly appears as a single 

term given by the product of the bubble number density source term ønuc by the surface 

of a nucleated bubble. If for this particular term the SMD (d) is replaced by the bubble 

detachment diameter dd (for wall nucleation) the IAC is changed accordingly due to the 

fact that the newly nucleated bubbles often have a smaller diameter dd than the SMD (d). 

Bubble detachment diameter is calculated using Unal's correlation (see Eq.(3-42)). Clo-

sure relations must be proposed for the bubble number density source terms ønuc, øcoa and 

øbrk. An example of such models is proposed by Yao and Morel (38). 

3.5 Turbulent transfer terms 

3.5.1 Eddy viscosity model - standard k- approach 

The k- model describes energy processes in terms of production and dissipation, as well 

as transport through the mean flow or by turbulent diffusion. The Kolmogorov spectral 

equilibrium hypothesis also enables to predict a large eddy length-scale. On the other 

hand the anisotropy of the stresses is quite crudely modeled. First of all the eddy viscosi-

ty model (EVM) model assumes the Reynolds stress tensor is aligned with the strain rate 

tensor (Boussinesq approximation): 
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where I is the identity tensor, Kl is the liquid turbulent kinetic energy and Vlt is the liquid 

turbulent eddy viscosity. The liquid turbulent eddy viscosity is expressed by the following 

relation: 
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where Cμ is a constant equal to 0.09. The turbulent kinetic energy Kl  and its dissipation 

rate εl are calculated by using the two-equations K-ε approach. 

3.6 Wall boiling model 

Nucleate boiling term (qwk
´´´ ), appears in Eq. (3-38) as a wall-to-fluid heat transfer term 

per unit volume and time. It is assumed that all applied heat is transferred to the liquid 

phase, hence the contribution to the vapour (qwv
´´´) is zero. To model wall-to-fluid heat 

transfer at nucleate boiling a two-step approach is used. The two steps include calcula-

tion of the condition for boiling incipience in terms of critical wall superheat, according 

to the Hsu criterion (111), NEPTUNE_CFD theory manual (104) and calculation of 

heat flux partitioning. Following the analysis of Kurul and Podowski (112) the wall heat 

flux is split into three terms:  

 A single phase flow convective heat flux qc at the fraction of the wall area unaf-

fected by the presence of bubbles,  

 A quenching heat flux qq where bubbles departure bring cold water in contact 

with the wall periodically, 

 Evaporation heat flux qe needed to generate the vapour phase. 

Each of these three phenomena is expressed by a heat flux density (per unit surface of 

the heated wall) which is related to the volumetric heat flux by the following relation: 
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where Aw is the heated wall surface in contact to the cell having volume V, therefore qwl
´´´ 

is expressed in W/m3 and qwl
´´ as well as qc, qq and qe are expressed in W/m2. The quanti-

ties qc, qq and qe denote the heat flux densities due to liquid convective heat transfer, 

quenching and evaporation. The liquid convective heat transfer per unit surface of the 

heated wall is written as: 
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  ,log lwcc TThAq   (3-39) 

where Tw is the wall temperature and hlog is a heat exchange coefficient which is given by: 
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in which u* is the wall friction velocity and T+ is the non-dimensional liquid temperature. 

The velocity u* is calculated from the logarithmic wall law of liquid velocity in the wall 

boundary layer. The non-dimensional temperature follows a similar logarithmic profile. 

The heat flux density due to quenching is written as: 
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where Ab is the wall fraction occupied by bubble nucleation, f is the bubble detachment 

frequency, tq is the quenching time and al is the liquid thermal diffusivity. The two frac-

tions Ac and Ab are given by: 

 4/,1min
2

db dnA  
  
, .1 AAc   (3-42) 

Here n is the active nucleation sites density (per unit surface of the heated wall) and dd is 

the bubble detachment diameter. The active nucleation sites density is modelled accord-

ing to Kurul and Podowski (112): 

   ,210
8.1

satw TTn   (3-43) 

as a function of the wall superheating. The bubble detachment diameter is given by the 

correlation from Unal (113) . The Unal’s correlation is valid for subcooled liquid but has 

been extended to saturated liquid. The bubble detachment diameter is given by: 

,1042.2 709.05
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where p is the pressure and a, b and   are given by the following relations: 
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Here λS and aS denote the wall conductivity and thermal diffusivity, ρv specifies the vapour 

density and l is the latent heat of vaporization. In the modified correlation b is given by: 
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Where lV  is the norm of the liquid velocity and St is the Stanton number which is de-

fined by: 
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The quantity   appearing in Eq. (3-44) is given by: 
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The quenching time and the bubble detachment frequency are modelled as: 
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The third heat flux density qe used for evaporation is given by: 
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To ensure a grid independent solution the liquid temperature Tl in the wall boiling equa-

tions is calculated from the logarithmic temperature profile in a given non-dimensional 

distance from the wall y+ = 250. This solution is proposed by Egorov and Menter (114). 

The reason is that at the center of the wall-adjacent cell high temperature and void frac-

tion gradients are expected, which are strongly dependent on the nodalization. Taking 

into account the self-similarity the non-dimensional temperature profile in the wall 

boundary layer the temperature 
lT  at y+ = 250 reads to:  
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where the subscript WC denotes the wall-adjacent cell. This approach is valid only if the 

wall-adjacent cells remain in log region of the wall boundary layer (30 <y+ 300). 

3.6.1 Boiling model extension for DNB modeling 

The basic wall heat flux partitioning model assumes that the amount of water on the wall 

is sufficient to remove heat from the wall and to be used for evaporation. Superheating 

of the vapor that occurs at high void fractions is not modeled. Given all this the basic 

heat flux partitioning model cannot be used of CHF conditions. In order to take into 

account the phenomenon of temperature excursion at DNB conditions, the heat flux 

partitioning model can be generalized as follows: 

    .1 11 veqfwall qfqqqfq    (3-52) 

The fourth part of the wall heat flux, qv, is the diffusive heat flux used to preheat the gas 

phase: 

  ,, vwallvwfv TThq   (3-53) 

Where hwf,v is the wall heat transfer coefficient calculated from the temperature wall func-

tion for the vapour phase, Tv is the vapour temperature at the centre of the wall-adjacent 

cell. fα1 is the phenomenological function, which depends on the liquid volume fraction 

α1 and takes care for the numerically smooth transition between nucleate boiling regime 

and CHF regime. The generalized model assumes function fα1 in the following form: 
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The extension of the wall-heat-flux-partitioning model was used to take into account the 

CHF condition. The local void fraction equal to 0.8 can be used as a criterion for the 

CHF occurrence. This value is close to the Weisman DNB criterion with the void frac-

tion equal to 0.82 (115).  
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3.7 Wall function model for boiling flow 

Two-equation eddy viscosity models are unable to predict steep gradients in the wall 

boundary layer. Hence, CFD codes commonly use classical logarithmic wall function to 

describe the velocity profile of the turbulent flow close to the wall. Mean velocity parallel 

to the wall and turbulent quantities outside the viscous sub-layer are expressed in terms 

of the distance from the wall. Such approach allows using relatively coarse computational 

grids near the wall. Due to the lack of experimental information and uncertainties asso-

ciated with the two-phase flow the single-phase log-law is usually adopted also for de-

scription of the two-phase boundary layer. 

At subcooled flow boiling the liquid velocity profile in the boundary layer is significantly 

disturbed by the bubble formation and detachment mechanisms on the heated wall. In 

literature, (116),(54),(34), and (117) an overprediction of liquid and gas velocity distribu-

tions in the boiling boundary region has been reported. The use of single-phase wall law 

may be one of the main reasons for these results. 

Nevertheless, modeling of bubbly turbulent flow has been extensively investigated in the 

past years. Most model approaches have been developed for adiabatic bubbly flows, for 

example(118) and(119). Since the physics of bubble formation and dynamics is complete-

ly different in case of a boiling boundary layer the models developed for adiabatic bubbly 

flows cannot be straightforwardly applied to convective flow boiling.  

In order to take into account the influence of boiling in the near wall area a modified 

logarithmic law of the wall was suggested by(120) and (121), which is usually used for 

turbulent flows over rough walls. It reads to: 

,)ln(20
1   uByu


 (3-56) 

where wt uuu /  , lwl yuy  /  and lwwu  /  (w is the wall shear stress). Here 

tu  is the known velocity tangential to the wall and y  is the wall normal. Coefficients  

and B are standard single-phase constants with the values of 0.41 and 5.3. The last term 

represents the offset of u+ due to the wall roughness and is given by: 
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(Ckr=0.5 for sand-grain roughness) and 

rk  is the so called roughness Reynolds number. 



rk  is defined as: 
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Where u* is defined by the means of the turbulent kinetic energy as 
2/14/1

* lkcu  . The 

roughness scale represented by kr is proportional to the void fraction and bubble diame-

ter in the wall-adjacent cell: 

.dkr   (3-59) 

Near-wall values for turbulent kinetic energy kl and dissipation rate l can be specified by 

taking into account that the turbulent mixing in the boiling boundary layer is a predomi-

nant effect. Further, it can be assumed that the production of the liquid turbulent energy 

is equal to its dissipation ( 0 ykl
). Boundary conditions for kl and l are then de-

fined in a similar way as for a single-phase flow in the form: 

,
1

3

y
k

uw
l 




           

.
5.0

2

c

u
k w

l   (3-60) 



Contribution to the NEPTUNE_CFD validation 

43 

 

4 Contribution to the NEPTUNE_CFD validation  

During this step the familiarization with the code and its capabilities is achieved. The 

models explained in chapter 3 are applied to describe the two-phase flow.  The most 

sensitive areas for a robust convergence are identified. The validation is focused on the 

NEPTUNE_CFD two-phase flow models for subcooled boiling and saturated boiling. 

The validation contribution of the NEPTUNE_CFD code is made within the frame 

work of the NURISP. Previous validation was presented in the ASU, DEBORA and 

DEBORA-mixing experiments, which are focused on the turbulent and wall model vali-

dation of two-phase flow LWR relevant conditions. Some experiments provide local 

information on the temperatures. For instance the SUBO (122) or the Bartolomei (123) 

experiments are mainly focused on the subcooled boiling phenomena. Both deliver good 

data for the heat transfer model validation. Other notorious experiment is the TOP-

FLOW (124) with its wire mesh sensor is providing detailed data about the local bubble 

distribution what makes it suitable for multi size groups (MUSIG) model validation. 

From this group of candidates the PSBT (60) and BFBT (56) experiments are selected 

because they provide suitable data base, mainly VF measurements which are covering 

interesting operational conditions. 

The test bench geometries of the PSBT and BFBT experiments are a single center iso-

lated subchannel and a BWR full sized 8X8 rod bundle. The experiments are performed 

especially for PWR and BWR operational conditions. These facts make them the most 

indicated experiments to check the NEPTUNE_CFD capabilities. Furthermore, one of 

the BFBT exercises provides database not yet simulated with a CFD code: A turbine trip 

without bypass and a recirculation pump trip.     

4.1 OECD/NRC benchmark based on NUPEC PWR subchannel and bundle 

test PSBT 

4.1.1 Scope and description of the benchmark  

The boiling phenomena inside the rod bundles of the nuclear reactor core are being 

widely investigated since many decades. Steam generation within the subchannels of the 

rod bundle is an important process to control e.g. during the operation of a BWR. Un-

derstanding the different parts of the boiling phenomena is basic to improve the mathe-

matical-physics description in numerical codes that are used for design and safety evalua-

tions. The first issue is the heat flux partition from the heated wall to the water or steam. 

It is necessary to define the beginning of the nucleation of the steam bubbles, the heat 

transfers across the interfacial area, the evaporation and the condensation into subcooled 

liquid. The momentum terms play an important role with the drag and non-drag forces 

acting on the bubbles. All the terms mentioned need a careful election. An important 

issue in this work is the selection of the bubble diameter and bubble departure diameter. 



Contribution to the NEPTUNE_CFD validation 

44 

 

The VF of steam is strongly dependent on those parameters. The test bench of the PSBT 

experiment is shown in Fig. 4-1. The geometry described is a single isolated subchannel 

with a pitch of 8 mm between the walls of the rods. The subchannel has 4 electrically 

heated walls (Fig. 4-1), with a heated axial length of 1.55 m and a uniform axial power 

distribution. The test bench is electrically heated. Averaged VF data is provided over a 

cross sectional area located at 1.4 m distance from the bottom of the heated section. The 

experimental data are collected by a X-ray densitometer. 

For the comparison six different experiments have been selected from the steady state 

void measurements test series 1 for the simulation with Neptune CFD. The main pa-

rameters of these tests such as power, inlet temperature, pressure, mass flow and sub-

cooled liquid temperature are specified in Tab. 4-1. The code lacks of a steady state algo-

rithm, thus a null transient is performed for those studies. 

 

Fig. 4-1. (a) Experimental set up of the PSBT benchmark with a cross sectional cut (b) illustrating 

where is the heat source. (c) Numerical model in NEPTUNE_CFD, calculated velocity field for case 

1.2211. 

 

 Tab. 4-1. Test conditions for steady state void measurements test series 1 

 

Run Num. Heat flux (W/cm2) T. inlet (K) Pressure (MPa) ΔT(K) Mass flow (kg/s) 

1.2211 194.34 568.4 15.01 46.9 0.3248 

1.2223 150.72 592.6 15.01 22.6 0.3248 

1.2237 129.56 602.6 15.03 12.9 0.3248 

1.4325 129.13 526.8 10.03 57.6 0.1487 

1.4326 129.77 541.8 10.01 42.4 0.1487 

1.6222 107.75 477.2 5.0 59.9 0.1487 
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4.1.2 Applied models 

Two-phase flow has been simulated in a subchannel of a rod bundle following the PSBT 

experiment specifications. The phases are described by the Eulerian approach with liquid 

as continuous phase and steam as dispersed phase. A single pressure field is shared by all 

phases. Momentum, energy and mass continuity equations are solved for each phase. The 

k-ε turbulence model for the liquid phase and local equilibrium turbulence model (55) for 

the dispersed phase has been applied together with a standard wall function adapted for 

two-phase flow. Steam/water properties from the system code CATHARE are applied 

which are based on the IAPWS data (125). The steam is set at saturation temperature by 

a constant time scale returning to saturation Eq.(3-18). The stream phase has a slip con-

dition at the wall. The drag and non-drag forces explained in chapter 3 are applied to the 

simulation. The wall lubrication force is not estimated. When a boiling wall is present in 

the model this force can add an extra artificial quenching flux. Heat flux has been im-

posed as a boundary condition at the heated walls. The initial condition at the inlet is the 

water mass flow rate and a constant pressure at the outlet. Different phenomena must be 

described for the flow within the subchannel the incipient boiling condition, the wall heat 

partitioning, the heat exchange models and the selection of the bubble diameter. 

4.1.3 Space discretization of the studied domain 

The cross section of the nodalization geometry is illustrated in Fig. 4-2. The cells in the 

near wall region are thinner in order to describe the velocity and temperature gradients 

accurately. At those locations where the velocity is not expected to have sharp gradients 

the grid is coarser, as the center of the subchannel. 

 

M1 

 

M2 

 

M3 

 

M4 

Fig. 4-2. Cross section of the four proposed space discretization for the do-
main (M1, M2, M3 and M4). 

The cell size of in the near wall region could be problematic if the wall is heated. The VF 

there is high and the heat exchange model can overheat the liquid and the steam above 
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saturation. Therefore, different spatial resolutions have been applied. Four different 

nodalizations are tested, all of them consisting of structured meshes in order to avoid 

diffusivity problems and to reduce the number of cells, see Fig. 4-2. The nodalizations 

have the same number of axial levels (176). Geometrical aspects of the spatial discretiza-

tion are summarized in Tab. 4-2. 

Tab. 4-2. Discretization details of the four meshes applied in the study of the PSBT bench-

mark. 
 

 
Subchannel1 

(M1) 

Subchannel2 

(M2) 

Subchannel3 

(M3) 

Subchannel4 

(M4) 

Number of Cells 182679 147429 112179 77345 

1st cell near the wall (mm) 0.1 0.2 0.3 0.4 

N. Cross Cells (X direction) 25 21 17 14 

4.1.4 Mesh sensitivity analysis. 

The mesh sensitivity is quite high as seen in Fig. 4-3 and Fig. 4-4. Here the case 1.6222 

has been simulated and a comparison between two different nodalizations has been 

made: (M1) and (M4). In Fig. 4-3 the axial VF profile in the near wall region is illustrated 

for both meshes. Fig. 4-4 describes for these two meshes the axial temperature profile of 

the water for two locations: in the near wall region and in the center of the subchannel. 

The biggest difference can be observed for the void generation near the wall. Where the 

refined mesh (M4) can easily fulfill with vapor the first cell in the near wall region, this 

phenomenon occurs for the coarse mesh (M1) too but for a higher location. In this case 

the difference can reach 0.5 meters. A finer mesh leads to an easy increase of the VF near 

the wall fluid interface while for coarse meshes this rise is shifted to higher axial eleva-

tions.  

  

Fig. 4-3. Axial VF profile in the near heated wall 
region for case 1.6222. 

Fig. 4-4. Axial water temperature profile in the near 
heated wall region and in the subchannel center for 

Case 1.6222. 
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The heat flux partitioning at the wall is commonly divided in 3 fluxes according to Kurul 

and Podowsky (112). This model releases the heat flux from the heated wall into the wa-

ter phase, then it is divided in evaporation, quenching and convective flux. Hence, the 

water phase receives all the heat flux. In the refined mesh (M4) this is problematic for the 

water, which cannot dissipate the heat fast enough; hence some small peaks appear in the 

water temperature once the cell has been filled with vapor (Fig. 4-4). This phenomenon 

is reproduced also in the coarse mesh but is not that severe. To solve it the wall heat flux 

is solved according to the 4 fluxes model described in chapter 3. Where the heat flux is 

redirected to the steam following a CHF criterion based on the void concentration on 

the near wall region. This measure can relax the water temperature but if the heat flux is 

high enough the problem is reproduced with the steam temperature.  

The conditions of the run number 1.2211 have been selected to test the influence of the 

four purposed meshes on the CFD predictions. A constant bubble diameter of 0.1 mm 

has been set in the mesh analysis. 

The location selected to visualize the local values of velocities and VF is illustrated in Fig. 

4-1 (b), this is a 8.32 mm distance between heated walls at Z=1.4 m. In run 1.2211 the 

water/steam velocities for the different meshes are rather similar. For the refine mesh 

lower velocities are registered at the wall region, either for water or steam (Fig. 4-5 and 

Fig. 4-6), these velocities are calculated as an averaged value a node corresponding to a 

cell closer to the wall, for that reason at the wall the values are not zero. The steam veloc-

ity is slightly higher than the water velocities for the bulk (Fig. 4-6).  

 

  
Fig. 4-5. Water velocity in the near wall region at 1.4 

m elevation. Four different meshes comparison, for 

0.1 mm bubble diameter. 

Fig. 4-6. Steam velocity in the near wall region at 1.4    

m elevation. Four different meshes comparison, for 

0.1 mm of bubble diameter. 
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The temperatures near the wall reach saturation for all cases as illustrated in Fig. 4-7. A 

coarse nodalization generates flatter profiles than finer meshes, especially regarding the 

void distribution calculation as shown in Fig. 4-8. Here, the steam production is higher 

for the smaller cells. The refined meshes (M1) and (M2) produce large gradients of VF in 

the near wall region. Those differences affects the average VF over the cross sectional 

area in the measurement position. 

The water temperature evolution for the different mesh configurations can be followed 

axially for two locations in Fig. 4-9. The first location is at center of the subchannel, the 

second is in near wall heated region (first cell near the wall). These two location are 

shown graphically in Fig. 4-10. At the center of the subchannel there are no big differ-

ences in the temperatures, only close to the outlet there are some deviations. In the near 

heated wall region locally the difference can reach 6 degrees between refined mesh (M1) 

and coarse mesh (M4).  

The liquid temperature profile is the combination of several phenomena. The liquid 

phase near the wall is heated by the wall heat flux, which is divided in convective, evapo-

ration and quenching heat flux. Once the bubbles are generated, they migrate and con-

dense within subcooled liquid in the core of the flow and hence heat the liquid. The mo-

lecular and turbulent heat fluxes inside the liquid phase also modify the temperature pro-

file. 

In addition to the temperature evolution the VF local distribution for the purposed 

meshes is illustrated in Fig. 4-10.  

  
Fig. 4-7. Water temperature in the near wall region at 

1.4 m elevation. Four different meshes comparison, 

for 0.1 mm bubble diameter. 

Fig. 4-8. Local VF at 1.4 m elevation. Four different 

meshes comparison, for 0.1 mm of bubble diameter. 
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Fig. 4-9. Water temperature at the near wall region and at the center of the subchannel of the case 1.2211. 

Comparison between 4 different meshes.  
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Fig. 4-10. Local VF distribution predicted by NEPTUNE_CFD at the measurement location (Z=1.4 m) for 

the four purposed meshes.  Results for case 1.2211.  
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The results computed by NEPTUNE_CFD at the measure location (Z=1.4 m) are 

summarized in Tab. 4-3. The reference value for the case 1.2211 is 3.8 %. The three first 

nodalizations are over-predicting the average of VF and the last one is slightly under-

predicting it. Nevertheless, this experimental value has an error of the 3% in the VF 

measured and is complicated to say which discretization provides better results.  

Tab. 4-3. Results for the local and averaged VF for the different meshes applied for the simulation 

of case 1.2211. 

Mesh 
Nearest heated wall cell 

VF (%) 

Average VF (%) at measured cross 

section (Z=1.4m) 

M1 67 8.1 

M2 57 6.7 

M3 40 4.6 

M4 15 3.1 

 

The computational time for the coarse M4 mesh is around two hours, by applying more 

refined nodalization this time increases, reaching around seven hours of calculation for 

the mesh M1. Some of the cases selected to be simulated have rather high VF concentra-

tion on the measurement location e.g. case 1.4326 has a 53.1% VF. Case 1.6222 has a 

30.6 VF concentration and as was illustrated in Fig. 4-3 the first cell near the heated wall 

is quickly fulfilled with steam. This amount of gas leads to overheating problems in the 

water and steam phase. The coarse mesh M4 can shift this negative effect in the water 

and steam temperatures to higher locations and in some cases avoid them. The election 

of the coarse mesh to perform the rest of the simulations has been made to preserve the 

numerical stability while solving the heat transfer problem. In addition, differences in the 

velocity prediction are rather small, with a relative difference in the velocity provided by 

M1 and M4 of the 3%. The coarse mesh (M4) is producing maximum y+ values around 

300, which makes it still valid for the application of the selected k-ε turbulence model 

4.1.5 Bubble size sensitivity analysis  

In the previous simulations a constant bubble diameter (0.1 mm) has been applied. Inci-

dence of other bubble diameters or the selection of an IAE for the simulation is dis-

cussed in this subchapter. For the mesh M4 and the case previously studied 1.2211 three 

different configurations for the IAC are considered. The first is by applying the previous 

0.1 mm constant diameter. In the second configuration the diameter is increased to 0.2 

mm. The third applies one IEA, described in (3-32). The selection of the bubble diame-

ter conditions the evolution of the simulation. Therefore, the VF at the measurement 

location varies depending on this parameter and different results can be obtained. Espe-

cially when the code is dealing with simulations where the main phenomena is subcooled 

boiling and low VF are expected.  

For the three configurations purposed the water temperature in the near wall region is 

illustrated in (Fig. 4-11). Here, no big differences are appreciated. The local bubble size 

calculated by the IAE is shown by Fig. 4-12. The SMD calculated in this case is much 
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lower, around 0.07 and 0.03 mm, compared with the other cases (0.1 and 0.2 mm). By 

calculating this small bubble size with an IAE, the IAC is higher compare to the other 

cases (0.1 or 0.2 mm diameter). As a consequence, the heat and mass transfer is higher 

and there are two important effects: First, the condensation into subcooled liquid is 

stronger, decreasing the VF within subcooled regions; Second, the boiling in the super-

heated near wall region is higher. These effects are illustrated in Fig. 4-13. Here, The VF 

profile illustrates that steam bubbles are nucleated at the heated wall surface and con-

dense in the subcooled liquid in the core of the flow. Bigger bubbles (0.2 mm) don’t 

condense so easily leading to a higher VF concentration in the bulk flow region. Con-

cerning the impact of the bubble size in the steam velocity (Fig. 4-14) slightly higher ve-

locities are registered for the steam in the case of 0.2 mm bubble diameter in the bulk 

region. This can be explained as a consequence of a higher VF concentration in this re-

gion.  

  
Fig. 4-11. Water temperature in the near heated wall 
region at 1.4 m elevation. Comparison for different 

bubble diameters. Case 1.2211. 

Fig. 4-12. Bubble size distribution in case of using 
the IAE. Case 1.2211. 

  
Fig. 4-13. VF in the near heated wall region at 1.4 m 

elevation. Comparison for different bubble diame-

ters. Case 1.2211. 

Fig. 4-14. Steam velocity in the near heated wall 

region at 1.4 m elevation. Comparison for different 

bubbles diameters. Case 1.2211. 
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In Fig. 4-15 the axial VF evolution in the center of the subchannel is shown. In the cen-

ter of the subchannel the VF generated by the 0.2 mm bubbles is clearly higher due to 

the reasons previously explained. The void calculated by the IAE with bubbles of 0.03 

mm of diameter is quite low due to the strong condensation into subcooled liquid.  

Also the pressure drop in the channel is calculated for the different bubble sizes. The 

simulated results are presented in Fig. 4-16. Only the case predicted with the IAE exhi-

bits higher values. In this case the concentration of bubbles in the near wall region is 

bigger leading to an increment of the pressure drop.  

  
Fig. 4-15. Axial VF profile at the center of the sub-

channel. Comparison for 3 different bubbles diame-

ters. Case 1.2211. 

Fig. 4-16. Pressure drop calculated for the 3 different 

bubble diameters. Case 1.2211. 

By using an IAE there are some more extra parameters to control. One of the most im-

portant measures is to clip the value of the minimum bubble diameter. A very small bub-

ble sizes can lead to numerical instabilities regarding the non-drag forces applied like the 

added mass force or the turbulent dispersion force. For the simulations a smallest bubble 

diameter of 0.01 mm is allowed in the computational domain.  

4.1.6 Selected results   

The VF calculated by NEPTUNE_CFD at the measure position (Z=1.4 m) for the six 

cases selected from the PSBT database are illustrated in Tab. 4-4 together with the ex-

perimental measurements. These simulations have been performed with an IAE and the 

mesh M4. 

Three experiments are overpredicted (1.2223, 1.2237, 1.2211) and the other three are 

underpredicted (1.4326, 1.4325, 1.6222) by NEPTUNE_CFD. In Tab. 4-4 the relative 

error between the experimental data and the computed results are shown. The simula-
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tions performed show a variation of the relative error from -34% to 36% compared with 

the measured PSBT data. 

Tab. 4-4. Computed of the VF measured and calculated by NEPTUNE_CFD 
 

Run number 
Experimental 

VF (%) 

Computed 

VF (%) 

Relative 

Error (%) 

1.2223 31.1 20.28 -34.79 

1.2237 44 31.85 -27.61 

1.2211 3.8 3.1 -18.42 

1.4326 53.1 58.89 10.90 

1.4325 33.5 40.47 20.81 

1.6222 30.6 41.62 36.01 

 

The axial VF profile for each case is illustrated in Fig. 4-17, the experimental measure 

and its measurement error (3%) are also included. Computed results can also be analyzed 

in Fig. 4-18.  

   

   

Fig. 4-17. Axial VF evolution for each case compared against experimental data. 
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 Fig. 4-18. Deviation of the NEPTUNE_CFD simulations from experimental VF data. 

4.1.7 Summary and conclusions of the PSBT simulations 

Six cases of the PSBT database are selected to be simulated with NEPTUNE_CFD. 

These experiments belong to the exercise 1 (steady-state single subchannel benchmark) 

from the Phase 1 (void distribution Benchmark). The test bench describes a single cen-

tered isolated subchannel. The information provided is averaged VF measurements at 

elevation Z=1.4 m.  

The selected results computed show a deviation in the prediction of the experimental 

averaged VF data and a strong influence of the nodalization on the predictions. With the 

described physical models a relative good agreement with the experimental data is ob-

tained for subcooled boiling conditions. The deviation from the experimental data grows 

as the conditions move from subcooled boiling to nucleate saturated boiling.  

Since the refinement of the mesh plays an important role in the nucleated boiling, four 

nodalizations were tested with the reference case 1.2211. From the nodalization study it 

can be concluded that the finest nodalizations tend to overpredict the VF by generating 

sharp void gradients in the near wall region. The coarse space discretization generates 

less void in subcooled conditions, therefore underestimates slightly the experimental 

data. It was found that very refined meshes for boiling phenomena are problematic be-

cause of large steam gradients near the wall.  

After a sensitivity study of the different nodalizations with the reference case 1.2211, the 

mesh (M4) has been selected to perform the rest of the simulations.  
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A study of the sensitivity to the bubble size has been performed applying two constant 

bubble sizes (0.1 and 0.2 mm) and a variable size with an IAE. This bubble size selection 

aims to investigate the behavior of the steam generation depending on these variables. 

where the main phenomenon is subcooled boiling. The heat exchange model is strongly 

influenced by the IAC. Bubbles may rise close to the heated wall and eventually depart 

from it and migrate into subcooled liquid were they condense. Smaller diameters produce 

more IAC and more condensation. Hence, for smaller selected bubble sizes, less void 

will appear in the domain. The smaller bubble size generated by the IAE produce more 

interface and thus the condensation is stronger and the void predicted is less compared 

with the other two bigger bubble sizes selected (0.1 and 0.2 mm). 

The assumption of a single bubble size per cell has influence on the bubble mean size. If 

all bubbles have locally the same size they will condense at the same speed and their di-

ameter will decrease. If a multi-size model is applied, the small bubbles will decrease and 

collapse rapidly leaving the bigger ones, which increase the mean bubble size. Therefore, 

the assumption of a single bubble size can lead to an underestimation of this bubble 

mean size in this case, affecting the void generation.  

Local temperatures for the liquid in the near wall region can be overestimated, calculating 

values many degrees above the saturation temperature. The selection of the classical wall 

heat exchange model that decomposes the flux in three different terms releases all the 

heat flux into the liquid increasing its temperature. By applying the 4 flux model this situ-

ation can be mitigated only partially, since the steam temperature can suffer the same 

problems when the void concentration near the wall increases. The liquid temperature 

prediction problem can be fixed by increasing the near wall cell size more than 0.3 mm. 

By this way the y+ values increases, it is important to maintain those values in a range 

according to the turbulence model selected. The turbulence model selected in this case is 

the two equation based k-ε. The wall-adjacent cells must belong to the log region of the 

wall boundary layer (30 < y+  300) for this model to work properly. Other more sophis-

ticate turbulent models have been tested, for instance a 7 equation model, but no con-

vergence has been obtained, mainly because they require a near wall region discretization 

to reach y+ values below 10. 
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4.2  The NUPEC BWR full size fine mesh bundle test (BFBT) Benchmark 

4.2.1 Scope and description of the benchmark  

The BFBT void distribution benchmark (56) was made available by the Nuclear Power 

Engineering Corporation (NUPEC). It this is one of the most valuable databases identi-

fied for TH modeling. The NUPEC database includes subchannel VF and critical power 

measurements in a representative (full-scale) BWR FA. The high resolution and high 

quality of subchannel VF data encourage advancement in understanding and modeling of 

complex two-phase flow in real bundles and make BFBT experiments valuable for the 

NEPTUNE_CFD multiphase models validation.  

The benchmark consists of two parts: void distribution benchmark (Phase I) and critical 

power benchmark (Phase II). Each part has different exercises including simulations of 

steady-state and transient tests as well as uncertainty analysis. An exercise from phase I 

has been selected for the validation of NEPTUNE-CFD. The transient tests performed 

in the frame of this benchmark represent the TH conditions that may be encountered 

during a postulated BWR turbine trip transient without bypass and a recirculation pump 

trip. From this postulated transient scenarios important TH parameters are derived for 

the test such as the evolution of the pressure, total bundle power, mass flow, radial and 

axial power profile, etc. which serves as initial and boundary conditions for the CFD 

simulations. Many parameters measured during the tests are used as a reference for the 

code predictions.  

In case of a turbine trip a pressure wave propagates from the steam line to the core due 

to the fast closure of the turbine stop valves and because the bypass valves remain 

closed. As a consequence the void in the core collapses improving the moderation of 

neutrons and hence leading to a sudden power increase. Due to the power increase the 

fuel temperature increases. Due to the increased absorption of neutrons in U-238 

(Doppler effect) the power increase is stopped. Depending of the conditions of the main 

recirculation pumps the total power will be reduced and will stabilize at a lower power 

level. As long the recirculation flow is low in the core the power remains low and it will 

increase if the mass flow rate increases due to the improved moderation.  

In case of a recirculation pump trip the physics is the same. If the mass flow decreases it 

leads to a decrease of the power due to a reduced moderation. After some seconds when 

the mass flow returns to nominal conditions the power recovers. As long as the recircula-

tion flow is low the power remains low and it will increase if the mass flow rate increases 

due to the improved moderation. 

The test section of the experiment is a full sized 8x8 BWR FA (Fig. 4-19), with sixty elec-

trically heated rods (12.3 mm diameter, 16.2 mm rod pitch) and one water channel (34 

mm diameter). The electrically heated section is 3708 mm high, the heaters are sur-

rounded by an insulator (boron nitride) and by the cladding (Inconel 600). An X-ray den-
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sitometer is used to measure the averaged VF at three different axial levels from the bot-

tom from the heated section (Z=0.67m, Z=1.72m, Z=2.7m). What the BFBT experi-

mental data provides is the evolution in time of the averaged VF at the three axial levels 

mentioned. 

 

 

                     

                 

Fig. 4-19. (a) Test bench with the location of the X-ray densitometers and the heated section. (b) Cross section 

of the tested rod bundle and the selected portion to be modeled. (c) Numerical model of the simulated do-

main. (d) Local water velocities of the domain calculated by NEPTUNE_CFD and location of the symmetry 

planes of the model. 
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4.2.2 Applied models  

The numerical simulation is performed with the models explained in chapter 3. The two 

phase flow water/steam mixture is described by an Eulerian approach with liquid as con-

tinuous and steam as dispersed phase. A single pressure field is shared by all phases. 

Momentum, energy and continuity conservation equations are solved for each phase. A 

(k-ε) turbulence model for the liquid phase is used with the two phase modified wall 

function. Local equilibrium turbulence model (55) is considered for the dispersed phase. 

The libraries for the liquid properties are provided by the IAPWS data (125), furthermore 

steam close to saturation condition is assumed. For heat transfer through the gas/liquid 

interface a thermal phase change model is applied. The heaters are modelled in terms of a 

heat flux boundary condition. At the inlet, a mass flow rate is set and the pressure is im-

posed at the outlet. The temporal evolution of mass power and pressure are taken from 

  
Fig. 4-20. Test bench outlet pressure measured evolu-

tion for turbine trip and recirculation pump trip expe-

riment. 

Fig. 4-21. Test bench mass flow rate measured evolu-

tion for turbine trip and recirculation pump trip expe-

riment. 

 

 

Fig. 4-22. Test bench measured power evolution for 

turbine trip and recirculation pump trip experiment. 

Fig. 4-23. Normalized radial FA power coefficients for 

turbine trip and recirculation pump trip experiment in 

the context of the BFBT experiment. 
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the experimental conditions (Fig. 4-20, Fig. 4-21 and Fig. 4-22) The phenomena which 

will be described in the frame of this investigation are: the incipient boiling condition, the 

wall heat partitioning, the heat exchange between phases and the bubble diameter.  

For the liquid to steam heat transfer two models are used, for the steam to liquid a time 

scale returning to saturation is applied Eq.(3-18). The two different heat transfers coeffi-

cients from the liquid to the steam are: the Astrid model described by (126) and the 

Ranz-Marshall model Eq.(3-15). The time step is adaptive depending on the Courant 

number. The time step width ranges form from 1 to 3 ms. The convergence criteria ap-

plied is 10-5.  

The drag and non-drag forces: lift, added mass and turbulent dispersion force are com-

puted for the simulation. Since the IAE requires a minimum bubble size two different 

values are chosen: 0.15 and 1 mm. To clip the minimum bubble size is important to 

avoid numerical problems in the calculation of the added mass or turbulent dispersion, 

these values can increase a lot if the bubbles are very small.  Here, no dominant sub-

cooled boiling phenomena is expected, for that reason two relative big minimum bubble 

diameters have been chosen.  

4.2.3 Modeling of the rod bundle  

Previous simulations performed for the PSBT experiment provided information about 

the proper nodalization geometry for this exercise. The nearest wall heated region cell 

has a constant width of 0.3 mm. The mesh is composed by 135 axial levels and 12 cross 

cells in each subchannel. Globally the NEPTUNE_CFD nodalization has 211928 cells. 

The maximum y+ values are located close to the outlet. They oscillate between 300 and 

400 depending on the transient conditions. These high values correspond to the high 

velocities locally achieved by the steam.  

Taking into account the radial symmetry of the FA only 1/8 of the fluid domain is mod-

eled with two symmetry planes (Fig. 4-19). This decision is taken although being aware 

that the radial power distribution has no axial symmetry according to Fig. 4-23 but bigger 

models penalize the computational time. For the initialization of the simulations the 

power is increased gradually from 0 to nominal values which are reached after 6 seconds. 

The simulations are conditioned by the large amount of void present in the domain. 

Numerical simulations find convergence problems in very refined meshes with boiling 

flow, especially with respect to the water and steam temperature close to the heated wall 

region. If the void concentration at the wall region is high the heat flux tends to overheat 

the steam. This can be mitigated by increasing the cell size.  

To set the heat flux defined by the experimental measurements (Fig. 4-22) two different 

configurations are investigated. The first option is to locate the flux at the rod wall of the 

fluid domain using the NEPTUNE_CFD standalone, Fig. 4-24 (a). The second option is 

to model the clad and insulator of the test bench and place the heat flux at the inner di-
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ameter insulator surface, Fig. 4-24 (b). In both cases the power is set like a superficial 

heat flux (W/m2). NEPTUNE_CFD is not able to solve the thermal problem for the 

solid domain by itself. It has to be coupled with the heat conduction tool SYRTHES (3).  

                                                         

 Fig. 4-24. (a) NEPTUNE_CFD model. (b) NEPTUNE_CFD+SYRTHES model, green ring 

represent the insulator and the clad according to the real benchmark geometries. 

Tab. 4-5 summarizes the simulations performed, with the heat transfer coefficient (HTC) 

model selected for the liquid/steam interface and the minimum bubble diameter for the 

IAE. Furthermore, Tab. 4-5 points to the utilization or not of the SYRTHES code for 

the simulations. All these simulation have been performed taken as a boundary condition 

for the CFD code the experimental measurements (pressure, mass flow and power) pro-

vided by the BFBT database. 

 

The averaged VF for the cross sectional area of the FA is calculated each 0.02 seconds at 

the three axial levels, (Z=0.67 m, Z=1.72 m and Z=2.7 m) from the bottom of the 

heated section. Fig. 4-19 shows the location of the measured sections.  

Tab. 4-5. Performed simulations for the BFBT benchmark 

Run Number Min Bubble ø (mm) HTC Model water/steam SYRTHES 

R1 0.15 “Ranz-Marshall”/sat. No 

R2 0.15 “Ranz-Marshall”/sat. Yes 

R3 1 “Ranz-Marshall”/sat. No 

R4 0.15 “Astrid”/sat. No 
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Due to the complexity of the radial cell size distribution is not possible to conduct an 

arithmetic average of the VF in the measure section. The void predicted (αs) is weighted 

with the volume of the cell (Vi). This means that the alpha value of each cell (αi) is mul-

tiplied by the cell volume. This is done for all the cells (n) in the measured axial level, and 

finally it is divided by the total volume of the axial level (Vs), according to Eq.(4-2).  

The original experimental measurements were consider not enough accurate and a cor-

rection factor has been proposed to be applied, see (127). D0 is the original experimental 

data in percentage of void, and D1 is the resulting data after the application of the correc-

tion factor. The new corrected data is obtained according to Eq.(4-1). 
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4.2.4 Selected results for the turbine trip without bypass experiment 

From the simulations performed the configuration R2 using NEPTUNE_CFD and 

SYRTHES and the HTC of Ranz-Marshal for the liquid/steam interface is selected to be 

analyzed. This problem configuration provides globally better VF predictions and local 

temperature calculations than the other configurations. The VF predictions of all tested 

configurations are included in annex A.  

Fig. 4-25 illustrates with different figures the local VF distribution calculated by NEP-

TUNE_CFD and SYRTHES in the domain for different time steps during the transient: 

at second 7, at second 11.5 (during the maximum void concentration), at second 20, 30 

and at second 50, where the combination of power and mass flow decreases the void to 

the minimum values of the simulation. Furthermore the location of the measured axial 

levels is shown. 

The comparison between the evolution of the calculated mean void averaged calculated 

by NEPTUNE_CFD and SYRTHES and the experimental data is shown in by Fig. 4-26 

for the three different axial levels, The experimental measurement error of the mean av-

eraged VF (±2%) is also included. 
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Fig. 4-25. (a) Location of the measured axial levels. Local VF distribution calculated by NEPTUNE_CFD at 

different times for the turbine trip without bypass simulation: (b) second 7, (c) second 11.5, (d) second 20, (e) 

second 30, (f) second 50. 

 

 
   Fig. 4-26. Comparison of the BFBT VF data and its measurement error (±2%) with the VF evolution predicted 

by NEPTUNE/SYRTHES at three axial levels during the turbine trip experiment.   
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At this point is important to remark that the models implemented regarding interfacial 

interactions like mass, heat transfer and momentum are designed for bubbly flow only. 

The water is set as continuous phase and the vapor is set as the disperse phase, this con-

dition is valid for bubbly flow. When the amount of void in the fluid exceeds 60%, the 

regime is no longer bubbly flow. Therefore, the results of the second and third elevation 

cannot be considered reliable and more developments in the modeling are necessary to 

properly describe the flow at those elevations. This is not an easy issue since the descrip-

tion of different flow regimes in the same domain requires the definition of a change of 

continuous and dispersed phase at each location. This is a challenging modeling but not 

the objective of this work. Nevertheless the code is able to trace the tendency of the void 

generation in line with the experimental data even in those flow regimes.  

Fig. 4-27 illustrates the relative error of the computed VF against the measurements for 

the first axial level (Z=0.67m) together with the normalized values of the pressure mass 

flow rate and power of the transient. By this figure is possible to observe how the code 

struggles especially when the mass flow rate decreases.  The code has a constant relative 

error around -10% during the rest of the transient.    

 

Fig. 4-27. Normalized values of power, mass flow and pressure evolution provided by the turbine trip experimen-

tal data together with relative error between VF predicted by NEPTUNE_CFD/SYRTHES and experimental VF 

data at axial level Z=0.67m. 

The coupling of NEPTUNE_CFD with SYRTHES leads to a significant improvement 

due to the accurate steam temperature calculation. In Fig. 4-28 illustrates the evolution 

during the turbine trip simulation of the local temperatures of the water and steam to-
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gether with the saturation and clad temperature. Those temperatures are taken from one 

point near the wall region of the rod 4 at the end of the heated section of the simulation 

R3, where the temperatures are expected to be the highest in the domain. 

  
Fig. 4-28. Saturation, steam, clad and liquid temperature calculated by NEPTUNE_CFD/SYRTHES. Com-

parison against the Steam temperature calculated with NEPTUNE_CFD stand alone. 

In simulation R3 by applying NEPTUNE_CFD and SYRTHES during the power peak 

the steam temperature remains as maximum at 3 degrees over saturation (red data), while 

in other simulations without solving the thermal wall problem (NEPTUNE_CFD stan-

dalone) this temperature can reach locally hundreds of degrees over saturation (orange 

data in Fig. 4-28), which is physically not correct. This originates from the heat flux is 

directly transferred into the fluid domain. On the other hand if the heat flux is defined at 

the insulator, the water and steam temperatures are calculated in a better way since 

SYRTHES is providing the wall temperature. Thus, the heat flux at the solid-fluid inter-

face is calculated according to Eq.(4-3) with the wall and fluid temperature (Tw,Tf,) and a 

heat transfer coefficient.  
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Where u* is the wall friction velocity, and T+ is the non-dimensional liquid temperature. 

Hence the heat flux from the wall to the steam phase is regulated avoiding excessive 

overheating. The wall temperature increases at those locations with high VF. In Fig. 4-28, 

the local temperature jump between the wall and the liquid oscillate from 20 to 30 de-

grees during the transient and when the power peak occurs this difference rises up to 90 

degrees. 

550 

570 

590 

610 

630 

650 

670 

560 

562 

564 

566 

568 

570 

572 

574 

576 

578 

580 

582 

584 

586 

588 

590 

7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 

W
a
te

r/
S

te
a
m

 T
e
m

p
e
ra

tu
re

 (
K

) 

Time (s) 

Water_temp. 

Steam_temp. 

Sat_temp. 

Clad Temp. 

T
e
m

p
e
ra

tu
re

 C
la

d
d

in
g

 (
K

) 

559 

659 

759 

859 

959 

1059 

1159 

1259 

1359 

1459 

7 9 11 13 15 17 

T
e
m

p
e
ra

tu
re

 (
K

) 

Time (s) 

Steam temp. Prediction, 

NEPTUNE_CFD 

standalone 



Contribution to the NEPTUNE_CFD validation 

65 

 

4.2.5 Selected results for the recirculation pump trip experiment 

In case of the recirculation pump trip the main models for the simulation are shown in 

Tab. 4-6. Using the experience acquired from the turbine trip simulations, the different 

parameters selected are: small minimum bubble diameter (0.15 mm), the Ranz-Marshal 

heat transfer coefficient for the liquid to the interface and the implementation of the 

SYRTHES code for the conjugated heat transfer. The boundary condition applied for 

the transient are taken from the experimental measurements of power mass flow and 

pressure (Fig. 4-20, Fig. 4-21 and Fig. 4-22) 

 

The comparison between the experimental data provided by the BFBT database and the 

computed VF of NEPTUNE_CFD/SYRTHES is illustrated in (Fig. 4-29).  

 

Fig. 4-29. Comparison of the BFBT VF data and its measurement error (±2%) with the VF predicted by 

NEPTUNE/SYRTHES at three axial levels during the recirculation pump trip experiment.   
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Tab. 4-6. Performed simulation for the pump trip experiment 

Run Number Min Bubble Size (mm) H.T. Model water/steam SYRTHES 

R1 0.15 “Ranz-Marshall”/sat. Yes 

 

Z=2.7m, computed VF  
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Z=2.7m, Experimental VF 
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For this case the prediction fits well with the experimental data during the void increase 

between seconds 11 and 13. This time there is no power peak and the void rises due to 

the decrease of mass flow. At this point the simulation is underestimating the experimen-

tal data only at the first axial level. For the lapse of time between seconds 15 and 42 an 

over prediction occurs for all axial levels. At the last third of the transient when the mass 

flow increases up to nominal conditions the void predicted is slightly underestimated for 

axial levels 1 (Z=0.67m) and 2 (Z=1.72m), while for axial level 3 (Z=2.7m) a good 

agreement is achieved. 

Fig. 4-30 shows the local liquid temperature distribution for the 3 axial levels of the mea-

surements at second 30 of the recirculation pump trip simulation. For the first axial level 

the temperature is 3 degrees overheated in the near wall region and subcooled in the cen-

ter of the subchannels. In upper locations the steam concentration in the near wall region 

is above 80 % (Fig. 4-31) and all the heat flux is transferred into the steam decreasing the 

liquid temperature.   

   
Fig. 4-30. Local water temperature at 3 different axial levels, (a) 0.67m, (c) 1.72 m  and (c) 2.7m. Calculated by 

NEPTUNE_CFD/SYRTHES for the recirculation pump trip (second 30). 

  
Fig. 4-31. Local void distribution at 3 different axial levels, (a) 0.67m, (c) 1.72 m  and (c) 2.7m. Calculated by 

NEPTUNE_CFD/SYRTHES for the recirculation pump trip (second 30). 

In Fig. 4-32 the local temperature evolution is shown for two locations: the near wall 

region and the bulk of the fluid in the center of one subchannel. Both locations are Z= 

3.69 m high from the beginning of the heated section. The biggest deviation from satura-

tion takes place for the steam temperature in the near wall region. It can reach locally 17 

degrees more than saturation. This steam temperature has different values by decreasing 

the time scale returning to saturation, Eq.(3-18). This time scale should be lower than the 

time step to work properly. In the figure the red data represent a time scale of 0.05 

seconds, while the blue data is a time scale of 1 ms. The temperature difference between 

those two settings is about 10 degrees. The lower time scale helps to maintain the steam 

(a) (b) (c) 

(a) (b) (c) 
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temperature close to saturation in the near wall region. The temperature of the liquid in 

the near wall region is slightly over saturation and it is not affected by the different time 

scales of the steam heat transfer coefficient. This parameter is not affecting significantly 

the steam generation or the temperature of the steam and the liquid at the bulk region 

which remains at saturation. 

 
Fig. 4-32. Local steam temperatures evolution at the bulk and near the heated wall calculated by NEP-

TUNE_CFD/SYRTHES during the recirculation pump trip. Comparison of two different time scales re-

turning to saturation for the steam. 

4.2.6 Summary and conclusions on the BFBT simulations. 

This work is a contribution to validate the two phase flow models of NEPTUNE_CFD 

for the conditions that may occur during a turbine trip without bypass and a recirculation 

pump trip transients. A wide range of averaged VF is calculated, from single phase flow 

to values up to 83 %. By adding to the momentum equation the source terms of the 

mass added, lift, wall lubrication, turbulent dispersion and drag force, the bubbly flow 

regime is assumed. The drag coefficient is calculated assuming spherical shape of the 

bubbles. The water is defined as continuous phase and the steam is assigned as dispersed 

phase. The description of different flow regimes such slug or annular flow or the transi-

tion between them is still an open issue for the CFD codes. The assumption of only one 

kind of flow regime might be one of the reasons for the deviation from the experimental 

data, therefore only the results of the first axial level (Z=0.67m) were bubbly flow hap-

pens are taken into account.  

The improvement area is located mainly at the evaporation modeling. The increase of  

power generates more VF than expected and quite rapidly (see Fig. 4-26). The steam 
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must be set as compressible. The high steam generation makes this condition mandatory, 

otherwise the pressure field is not solved properly during the power peak of the turbine 

trip simulation (Fig. 4-20) and the simulation doesn’t reach convergence. If  one time step 

is not converged it is repeated and the second order scheme for the velocities and VF 

change to first order upwind scheme to ensure the convergence. The quick change of  the 

boundary conditions due to the power peak forces the code to repeat a very few time 

steps.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        

Reliability and accuracy of the predicted results usually depend on the implemented con-

stitutive relations for interfacial transfer. Different heat transfer models available in 

NEPTUNE_CFD have been used and compared. A sensitivity analyses was performed 

by using two different heat transfer models for the liquid to the steam interface This 

comparison is illustrated in annex A, the results exhibited in this chapter only apply the 

Ranz-Marshall model.  

The coupling NEPTUNE_CFD with SYRTHES has been applied in this work and its 

capabilities tested. The different location definition of the heat flux as boundary condi-

tion by solving or not the thermal inertia of the solid walls has a strong influence on the 

simulation. Local temperatures and VF predictions have sensitivity to these changes. This 

exercise provides useful information about the capabilities of SYRTHES and its 

strengths working together with NEPTUNE_CFD. 

A very refine mesh can make the simulation problematic. In addition to the recommen-

dation of the cell size near the wall of the previous PSBT conclusions, it is important to 

point out the problems of setting a very refined axial nodalization. The code has prob-

lems calculating the pressure field if there are an excessive number of axial levels. It is 

better to enlarge the cells in the axial direction in the locations where large amounts of 

steam are generated. 

The treatment of the flux in the heated wall with boiling phenomenon is complex and 

after the experience acquired with the PSBT and BFBT simulations the next lessons can 

be addressed. By using very refine meshes in the near wall region the classical 3 fluxes 

approach exchange the heat flux into the water for the three contribution fluxes: quench-

ing, convection and evaporation. If boiling occurs in this region and the amount of liquid 

decreases, the enthalpy rises and the water can be several degrees above saturation tem-

perature. To avoid this problem the four flux model decomposition, see Eq.(3-52), trans-

fers all the heat flux into the steam when the void is above the 80 % in the near wall re-

gion (condition frequently present near the wall). With this measure the liquid tempera-

ture remains close to saturation but now the steam temperature can be locally many de-

grees above saturation temperature in the near heated wall region if the flux is quite high.  

The mesh refinement plays unfortunately an important role in the results. Local refine-

ment can lead to an overheating of the steam, especially when the wall heat flux is set as a 

boundary condition. During the power peak of the turbine trip, the superheat of steam is 
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several hundred degrees (Fig. 4-28), this happens because heat transfer model set for the 

steam (a constant time scale returning to saturation) is not able to keep the steam at satu-

ration temperature. To mitigate this issue the cell volume has to be increased by making a 

coarse mesh. Furthermore, the calculation of a HTC of the wall-fluid interface helps in 

the temperature regulation. To calculate this HTC, NEPTUNE_CFD has to be coupled 

with the heat conduction solver SYRTHES. The interaction between codes allows the 

calculation of the wall-fluid HTC taken into account local TH parameters. In addition 

the wall thermal inertia effect of the cladding and insulator is taken into account by 

SYRTHES. These measures make the steam temperature remain close to saturation even 

during severe power peaks, leading to a better temperature prediction.   
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5 Coupling methodology  

5.1 Introduction  

In this chapter the coupled solution between the different codes involved is presented. 

The coupled solution NHESDYN is described in detail with all the internal steps. The 

communication tool applied is the message passing interface (MPI), all the MPI com-

mands for the communication are described in annex B. The main parts of the chapter 

are: first, a brief introduction about how the codes work together (general coupling 

scheme). Second part summarizes how is each program is executed (time advancement) 

for steady state and transient cases. The last subchapter is devoted to the explanation 

about the information exchange (mapping scheme).    

Fig. 5-1 shows a simplified communication scheme to understand the main information 

path ways exchanged during time step. This exchange has several stages: 

 The SYRTHES code receives the information of the volumetric heat flux from 

DYN3D_SP3.  

 The fuel temperature gradients plus gap and cladding heat conduction are solved.  

 The heat flux is transferred from the cladding to the fluid domain, solving the 

conjugated heat transfer, between TH codes.  

 The NEPTUNE_CFD code calculates the temperatures, pressure, IAC and ve-

locities of the fluid. 

 DYN3D_SP3 updates the cross sections by taking the information of the Dop-

pler temperature (calculated by SYRTHES) and moderator temperature and den-

sity (calculated by NEPTUNE_CFD). 

 

  

 

  

Fig. 5-1. Simplified communication scheme for the coupled solution NEPTUNE_CFD/ 

SYRTHES/DYN3D_SP3. 
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Finally the power calculated by the NK code is delivered to the SYRTHES code to res-

tart again the process. This methodology is repeated each time step. The codes involved 

have to wait for the information generated by its predecessor to start the calculation and 

each code is normally executed one time, respecting the time linearity. This kind of time 

hierarchy in the coupled solutions is called explicit. The solution can be considered a 

combination of external and internal coupling. The heat conduction solver SYRTHES is 

coupled in NEPTUNE_CFD by means of a semi implicit approach. Therefore the TH 

tools are considered as one. The combination of NEPTUNE_CFD/SYRTHES per-

forms an external coupling with the NK tool. 

The coupled solution between the NK code Dyn3D_SP3 and TH codes SYRTHES and 

NEPTUNE_CFD is an explicit approach. The information is exchanged at each time 

step, once each program has finished its task.  

5.2 General coupling scheme 

A general overview about when and how the codes exchange the information is elabo-

rated in this subchapter. It is necessary to create MPI groups with the codes for the first 

step of the communication. A general scheme concerning the group distribution of the 

different codes is shown by Fig. 5-2. This scheme defines the direct dependencies be-

tween the two TH codes involved and the NK code with the main program. The amount 

of information to deal with is high and to work with three different outputs is tedious. 

To unify the information provided by the codes an extra program is used. It is called 

NHESDYN. It is FORTRAN programmed and it was developed to control the timing 

for the coupled solution and to inform about the ongoing of the simulations. 

 

 

Fig. 5-2. General distribution of the three MPI groups and the codes included within them. 

NHESDYN is considered the main program in the coupled solution. It generates 

DYN3D-SP3 as a sub process (spawn operation) and creates a point to point communi-

cation with NEPTUNE_CFD. At the same time the NK code creates a point to point 
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communication with SYRTHES. In the MPI point to point communication there is a 

client and a server, as it is explained in annex B. The NEPTUNE_CFD is a client from 

the main program and SYRTHES is the client of the NK code. Thus, three inter-

communicators or groups are created. In each one two codes are hosted. 

Regarding the spawn process the NHESDYN and DYN3D codes share the same com-

mand display, in which instruction from the TH codes are also showed due to the differ-

ent dependencies. In the group description by Fig. 5-2 the TH tools are considered like a 

single code. These codes were already coupled by their main developers (EDF and CEA) 

and the communication between them to solve the conjugated heat transfer is done di-

rectly with no MPI interaction. Some extra information is showed in Fig. 5-2 concerning 

the kind of information transferred (densities, temperatures, etc.) a further subchapter is 

devoted to this topic and deeper information will be provided.   

According to the MPI groups arrangement, the information from NEPTUNE_CFD has 

to pass through the main program to reach DYN3D, the information has to be dupli-

cated because those codes don’t share a common inter-communicator. The duplication 

operation is performed by the main program (e.g. the density tagged with number 3 is 

duplicated as tag 8 after passing through the main program). The duplicity issue is worth 

in order to show all the information exchange in real time in the main command line. 

This option offers control and easy debugging in case of failure, especially when checking 

the content of the multiple strings exchange every time step. 

Fig. 5-3. shows a simplified flow chart to understand the function of each module in the 

coupled solution. The NK/TH tools follow a specific order in the information flow 

while the main code controls the times and performs the convergence loops during some 

stages of the simulation.  

Considering that the NK code has solved the previous time step, the information (volu-

metric heat flux) is sent to the SYRTHES code. Then the TH step is calculated and the 

conjugated heat transfer through the solid-liquid interface is solved.  

The information generated takes two different ways. The information from SYRTHES 

(Doppler temperature) can be transferred directly to DYN3D_SP3 because both are 

included in the same MPI group. Detailed description of this process is explained in the 

paragraph 5.7. The second way is followed by the information from NEPTUNE_CFD 

(moderator temperatures and densities). It is sent to the main code. Here, if it applies 

some operations are performed (e.g. convergence loops for a steady state case). After-

wards, the information is resent to the NK code. By this last operation the NK has 

enough information to refresh the pre-calculated cross sections and solve the transport 

equation. When the calculation finishes the heat flux is sent again to the TH code which 

is waiting for the next time step calculation. 
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Fig. 5-3. Simplified flow chart for the coupled solution NEPTUNE_CFD/SYRTHES/DYN3D_SP3. 

5.3 Coupled solution execution 

To initialize the codes first the user has to execute a script (nhesdyn.sh) calling the main 

program NHESDYN, after some seconds the program shows by display: “[MAIN] 

waiting for NEPTUNE….” which is the client of NHESDYN. The next instruction is 

“[DYN3D] waiting for SYRTHES…”, this is the DYN3D waiting for SYRTHES to 

start the communication as a server. Then, in another command window the user has to 

launch the NEPTUNE_CFD/SYRTHES codes by running the script “runcase.sh”. As 

soon as the TH tools accept the communication new instructions will appear in the 

command line informing about the ongoing of the simulation. By executing the scripts 

nhesdyn.sh and runcase.sh, the coupled solution is running. 

Fig. 5-4 illustrates the different steps performed while the coupled solution is running, 

and explanation of each of them comes next. To avoid any kind of numerical instability 

at the beginning of the coupled solution simulation is it necessary to initialize the coupled 

run from a previous converged case, where a fully developed variables profile for all the 

TH variables is calculated. This previous simulation is a standalone NEP-

TUNE_CFD/SYRTHES calculation. The NEPTUNE_CFD code lacks of a steady state 

algorithm. To get a converged initial calculation, a simple null transient simulation is per-

formed where the boundary conditions are set as constant.  

During the initial TH null transient calculation some variables are checked. The veloci-

ties, Doppler temperatures at different points and the heat flux at the clad-liquid inter-

phase are monitored. If those variables remain constant in time the case is considered to 

be steady and converged. A converged initial TH conditions avoid possible instabilities 

during the first steps of the coupled solutions an helps is a rapid Keff eigenvalue calcula-

tion. This initial simulation is useful to find the ideal time step of the case. For this initial 

calculation the time step in NEPTUNE_CFD is set as variable dependent on TH pa-

T
im

e 

 NHESDYN 

Power 

Fuel temperature 

Water temperature and 

density 



Coupling methodology 

74 

 

rameters like the Courant number. The time step calculated during this stage will be used 

as a common time step for the rest of the codes once the coupled solution is running. 

When the coupled solution is working the first stage is conditioned by the NK code, 

which needs to perform a steady state calculation with fixed power to calculate the Keff 

eigenvalue of the system. At the first iteration the TH variables are provided by the con-

verged initial file. When the NK code performs the steady state iterations develops a 

power map with power profiles that affects the evolution of the TH forcing the utiliza-

tion of a convergence loop, this point is explained in paragraph 5.5.  

During the NK steady state the TH boundary conditions are set as constant. When the 

NK steady state is finished the transient starts, all the thermal inertias are taken into ac-

count and the convergence loop is no longer necessary, both codes run at the same time 

and the TH boundary conditions can be modified to perform thermal initiated transients.   

5.4 Time advancement description  

And easy representation of each process of the coupled solution is shown by Fig. 5-5. 

Here the first operation (step 1) is to transfer the initial TH variables from the previous 

converged simulation directly to the NK with no convergence loop. Then DYN3D_SP3 

refreshes the cross section (step 2) and calculates a power which is delivered to the 

SYTHES code (step 3). Step 4 is the TH calculation; both TH codes advance one time 

step. For the next step, the convergence loop applies. In step 5, the information calcu-

lated by the TH codes is sent to the main program. The main code receives information 

from the CFD via the inter-communicator of the group, for the SYRTHES parameter 

this information has to be duplicated and sent via DYN3D_SP3.  

 

Fig. 5-4. Coupled solution execution. Main steps. 
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In a steady state case when all the information is collected by the main code the conver-

gence loop is executed. If the convergence criteria are achieved then in the step 6 the TH 

parameters are sent to the NK code. The next step 7 is analog to the step 2. 

 

Fig. 5-5. Time advancement description for the codes. 

When the NK is executed in transient the only difference is that before step 6 there is no 

convergence loop and the TH parameters are send directly after been collected by the 

main program.       

5.5 Steady state coupling scheme 

The coupling scheme is different depending on the type of calculation (steady state or 

transient). During the steady state the main objective is the calculation of the Keff eigen-

value according to the TH parameters. At this stage the power map calculated is adjusted 

each time step and the power distribution in the fuel rod changes. Before calculating the 

next NK steady state iteration the TH code must provide converged information by ap-

plying a convergence loop. The TH tools are very sensible to those power distribution 

changes, before reaching a state where there is no more temperature variation it may 

execute hundreds of iterations slowing the overall coupling process.  

There is a method to palliate this slow process. The biggest part of time consumption is 

made by the thermal inertia in the fuel, which takes many seconds to stabilize after a 

power map variation. The SYRTHES code works in normal conditions with the same 

constant time step as the other codes (dependent time step) this time step is chosen ac-

DYN3D-SP3 

SYRTHES 

MAIN 

NEPTUNE_CFD 

T0 T1 T2 Tn 

ρ,T 

ρ,T 

D 

XS 

P 

ρ,T 

 
D 

ρ,T,D 

XS 

P 

ρ,T 

 
D ρ,T,D 

XS 

P 

1 

2 

1 

1 3 

4 

4 

5 

5 

6 

7 

8 

9 

9 

10 

10 

11 

12 



Coupling methodology 

76 

 

575 

580 

585 

590 

595 

600 

605 

0 0.5 1 1.5 2 2.5 3 3.5 4 

D
o

p
p

le
r 

T
e
m

p
e
ra

tu
re

 (
K

) 

Time (s) 

large time-step 

dependet timestep 

cording to the TH parameters, normally (1 or 2 ms). During the steady state this condi-

tion is not mandatory. Hence, the time step can be modified to decrease the convergence 

time. 

To neglect the thermal inertia from the energy equation of the heat conduction solver, 

the time step is changed to a high value (104 seconds). This way the temperature changes 

in the fuel are rapidly adapted to the new power distribution. The TH converge during 

the steady state is now only an issue for the CFD. A similar methodology could be ap-

plied for NEPTUNE_CFD code to have a fast convergence, but due to code access re-

strictions this was not possible. However, with the changes applied to the SYRTHES 

code a considerable time reduction is achieved by means of reducing the number of con-

vergence loops. In Fig. 5-6, the two possibilities regarding the configuration of the time 

step are shown. The dependent time step takes around 4 seconds to converge, with a 

constant time step of 2 ms. The code needs around 1300 iterations to converge. By mak-

ing the time step size independent (104 seconds) this process can be done in 50 time 

steps. A reduction in the computational time is achieved by means of reducing the num-

ber of converge loops.  

 

Fig. 5-6. Simulations time comparison during the coupled steady state for SYRTHES using a large time step 

(10E4) and SYRTHES using the same time step as the other codes. 

 

To make this modification to the SYRTHES code the time dependence from NET-

PUNE_CFD has to be avoided and substituted by the new time value. This is possible 

by modifying a routine in the SYRTHES source code, which is called every time step. To 

implement this change successfully SYRTHES must know that the simulation is a steady 

state mode. For that reason a flag is set in DYN3D_SP3. If the simulation is steady state 

the NK set the flag to 1, if not then the flag becomes 0. The heat conduction solver 

checks this flag every time step, applying the proper changes to the time step value. As 

soon as the NK code changes to a transient simulation the flag is set to 0 and the time 

step depends on NEPTUNE_CFD, setting the same time step for all the codes. 
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5.5.1 TH convergence loop 

During the steady state a convergence loop is executed by the main program to converge 

all the TH variables. When the power map changes inducing a temperature transient in 

the TH tools the NK code waits until this transient is stabilized. The variables to control 

in the TH are: Doppler temperature, moderator temperature and moderator density. Fur-

thermore the heat flux at then interface solid-liquid is considered like a convergence cri-

teria too. The relative error between time steps of these variables is checked every time 

step. The convergence criterion is reached when the relative error of these variables be-

tween time steps is below 10-4. To have an idea about the evolution of the steady state 

the main code shows in a command window the convergence for each axial level of the 

TH discretization. Providing each time step the number of axial levels already converged. 

When all the axial levels are converged then the information is sent to the NK code to 

perform another time step calculation. In addition to the variables that control the con-

vergence the total heat flux at the interface solid-liquid is monitored.       

5.6 Transient coupling scheme  

Once the calculation of the Keff eigenvalue is finished the transient simulation starts. 

From the TH side there is no difference in the execution of the codes. Both are being 

executed in transient mode. For this new scenario the effects of the thermal inertia are 

very important to have an accurate description of the temperature field. Therefore the 

convergence loop is not executed and the time step for SYRTHES is in agreement with 

the other codes.  

Taking as example the time advancing of Fig. 5-5, once the cross-section have been re-

freshed in the step 7, the power is transferred to the SYRTHES code (Step8). With the 

new power map the TH tools perform a new time step calculation (Step 9) then the TH 

feedback parameters are sent to the main code (Step10). Here is when during the steady 

state case the convergence loop is executed, now in the transient case there convergence 

loop is not executed and the TH information is sent directly to the NK code (Step11). 

The Fig. 5-5 represents a simplification of operations. A complete and detailed flow chart 

description of the steps involved in the coupled solution can be found in the annex C.  

5.7 Spatial mapping  

Several operations are mandatory for the information exchange between codes. Not only 

in terms of message passing but also in terms of information preparation before and after 

the exchange. Those operations are motivated by the different axial and radial discretiza-

tions of each code. While the NK code considers a pin like working unit in the radial 

plane, the TH code can have 20 cells in the radial direction for describing the same pin 

geometry. In the axial direction the NK works usually with 25 axial levels. In the case of 
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the CFD this number can be increased up to 150 axial levels. Those values are not con-

stant and the user can change the refinement of the mesh in each case depending on to 

the calculation demands. The coupling methodology has to deal with this problem and 

solve it.  

To avoid mesh dependencies in the communication a virtual interface is created before 

the information exchange. This means that the important values are extrapolated to con-

tinuous functions, creating a set of strings. The functions are described by 4th degree po-

lynomial approximations. Therefore the strings are composed by 5 coefficients. This 

group of strings is the real information exchanged between codes. The amount of infor-

mation to pack and send from the MPI code is reduced considerably by the creation of 

these strings. 

In the next paragraphs the mapping operations performed by each code are explained for 

both directions: from the code to the interface and from the interface to the code. Fig. 

5-7 summarizes these mapping operations:  

 The representation of the mesh for a single pin is illustrated by (a), where the 

fuel gap and clad is modeled by SYRTHES and the fluid domain is modeled by 

NEPTUNE_CFD.  

 

 For each axial level of this mesh the averaged valued of the TH parameters are 

taken (b), these are: moderator temperature and density and Doppler tempera-

ture.  

 

 These TH values are approximate to polynomial functions (c).  

 

 The DYN3D_SP3 code reads the TH values at the required location by interpo-

lation the polynomial functions (d).  

 

 The NK computes the information generating a power map distribution (e).  

 

 The power values are approximated to a polynomial function (f) and finally these 

values are recognized as an input the next time step of SYRTHES.    
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Fig. 5-7: Mapping example for a single pin. (a) NEPTUNE_CFD/SYRTHES model. (b) Averaged values at 

each axial level of TH parameters. (c) Polynomial approximation of TH parameters. (d) DYN3D_SP3 mod-

el. (e)Computed power values. (f) Polynomial approximation of the axial power. 

5.7.1 NEPTUNE_CFD to interface 

The operations summarized in Fig. 5-7 (b) and (c) represent the mapping from NEP-

TUNE_CFD to the virtual interface. In Fig. 5-8 the nodalization for 1 pin is presented. 

This model is composed by 16 cells in the radial direction. Thus, an average value per 

axial level of the moderator temperature and density has to be calculated before sending 

the information. 
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 Fig. 5-8. Nodalization radial distribution for 

one pin in NEPTUNE_CFD.  

The NEPTUNE_CFD mesh has local refinements (it must be adapted to the proper 

calculation of TH parameters). The volume of the cell is used as a weighting factor for 

the average temperature and density calculation. This operation is performed according 

to Eq.(5-1) for the temperature and density. In Eq.(5-1) i0 and n indicate the first and the 

last cell of the axial level, while i is the counter for the cell number.  

If during the simulations void appears in the fluid domain is necessary to take into ac-

count the VF for the average temperature and density of the moderator at each axial level 

Eq. (5-2) and (5-3). 
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Once the averaged density and temperature is calculated the code generated is a discrete 

temperature and density axial distribution, see Fig. 5-7(b). The last operation is per-

formed by approximating the discrete distribution by a 4th degree polynomial function, 

Fig. 5-7(c). The approximation is based on the last squares method. The coefficients of 

the polynomial are stored in a string which is ready for being packed and sent.  This me-

thodology ensures a mesh independence of NEPTUNE_CFD and SYRTHES and the 

virtual interface, and minimizes the amount of information later on MPI has to deal with.  
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5.7.2 SYRTHES to interface  

SYRTHES is in charge of calculating the temperatures in the fuel clad and gap in the pin 

Fig. 5-9.  

 
Fig. 5-9. Radial nodalization of one pin for 

SYRTHES. 

What the code sends to the interface is the Doppler temperate. The center line tempera-

ture and the outer fuel surface temperature of the pin are corrected to calculate the 

Doppler temperature according to Eq.(5-4). This operation takes place for every axial 

level, providing a discrete axial temperature profile. Like previously explained for NEP-

TUNE_CFD, in the last step this discrete axial distribution is approximated to a 4th de-

gree polynomial function. 

OSCLD TTT  7.03.0

            

 (5-4) 

5.7.3 Interface to DYN3D_SP3  

When all the information provided by the TH codes is available at the interface the NK 

code can interpolate the data at any radial or axial location. The different kind of spatial 

distribution is no longer a problem. The receiver code (DYN3D_SP3) has to unpack this 

information and place it in the proper array to initialize the calculation.  

5.7.4 DYN3D_SP3 to interface 

After updating the cross section, the information generated by DYN3D_SP3 is available 

to be transferred back to the TH. The different powers at each axial level generate an 

axial power shape, which is converted to a polynomial function by applying the metho-

dology previously described. As soon as the information is available it is sent to the 

SYRTHES code. The information provided to the interface is described below: 

Fuel 

Gap 

Cladding 
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 Power (W). This can be arranged and sent like total power of the whole pin clus-

ter or local pin power. 

  

 Power map distribution. This is a power map normalized according to the maxi-

mum local power registered. It provides information about the power in every 

single node of the NK discretization. 

 

 Sum_power_distribution (m2). This is the sum of each element of the power map 

distribution multiplied by the lateral area of each NK node.  

The power is sent to the interface with no changes. The power map distribution needs to 

be mapped and approximate to a polynomial function. The sum_power_distribution is 

just one number and enters unchanged the interface. 

5.7.5 Interface to SYRTHES 

SYRTHES requires a setting of the volumetric heat flux (W/m3) within the fuel domain. 

In SYRTHES the heat flux is set by node. This means that the volume of the element 

has to be taken into account. What the interface provides is numbered in the previous 

point. In addition to what is already provided what SYRTHES needs is:  

 Averaged heat flux (W/m2). Resulting from division of the total power by the 

sum_power_distribution. 

The calculation of the averaged flux is done inside SYRTHES and is a single value for 

the whole studied domain.  

Now, the power map distribution and the averaged heat flux are multiplied providing 

(W/m2) for each pin and axial level of the TH model. Then, the last operation is to mul-

tiply the value by the lateral area of a fuel level and divide it by the volume of the fuel 

level domain, obtaining the volumetric power density (W/m3) ready for the SYRTHES 

input. This last operation has to be done taking into account the geometrical properties 

of the refined space discretization provided by the TH code and not the discretization of 

the NK code.  

At this point is important to summarize the multiple transformations performed before 

the information is ready to feed the input of the TH tool. Fig. 5-10 illustrates a scheme 

of the main calculations. 
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 Fig. 5-10. Power transformation through the interface between DYN3D and SYRTHES. 

The discretization of the SYRTHES code is composed of tetra cells of 10 nodes. Four 

nodes define the shape of the tetra volume, and the other six are located in the middle of 

each edge. In Fig. 5-11 a detail of the fuel nodalization is presented with the location of 

the middle nodes at one axial level.  

 

Fig. 5-11. (a) Fuel, gap and clad pin discretization by SYRTHES. (b) detail of the fuel discretization 

The power is set by node, and there are mid nodes every axial level, hence the surface 

and volume calculated has to be half of the axial level for the fuel domain. If the nodes 

are located at the top or at the bottom of the fuel domain a quarter of the area and vol-

ume of the axial level is taken. The volume and area values for the last operation de-

scribed are taken directly from the geometry of the mesh. For this case the mesh volume 

and area is slightly smaller than the real one, because there is an error due to trying to 

describe a circumferential shape with tetra-shape areas. Then the area considered is 

smaller than the real one. This is a small error, and it will decrease with refined meshes, 

but when dealing with volumetric heat flux this difference can be significant. A careful 

calculation of the fuel volume has to be done to obtain a reasonable accuracy in the defi-
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nition of the volumetric heat flux. The best way to calculate the total volume and the 

required areas of the fuel is by using a post processor of the mesh. For this case the post 

processor from ANSYS_CFX (24) has been applied.  

In the tests performed, if the exact geometry is not taken into account, SYRTHES can 

register a 2.54% of deviation from the nominal power sent by DYN3D_SP3. By means 

of using the right geometrical parameters this deviation in the power is about 0.03%. 

This small error is due to the many transformations performed at the interface, but dur-

ing a transient scenario it can reach 0.7%. This error is analyzed during the simulations in 

the Annex E. 

 

  



Validation of the coupled TH/NK solution  

85 

 

6 Validation of  the coupled TH/NK solution  

6.1 Introduction 

Once the coupled methodology is ready it is tested to ensure its correct behaviour. This 

chapter aims to understand and identify which are the most important parameters that affect 

the correct development of the coupled simulations, e.g. (nodalization distribution). A com-

parison to the well validated coupled code DYN3D_SP3/SCF (DYNSUB) is performed.  A 

set of simulations are performed and analyzed for steady state and thermally initiated tran-

sients, where guided changes in the moderator state (mass flow, temperature and pressure) 

are performed.  

As mentioned in the previous chapter to ensure a correct information exchange between 

solid and fluid domains there must be a correspondence between the nodes located in the 

solid-fluid interface. This way, when the conjugated heat transfer is calculated between 

NEPTUNE_CFD and SYRTHES, the interpolation between nodes is avoided and a high 

numerical accuracy is reached in the interface energy balance. The mesh correspondence 

between the solid and the fluid domain concentrate a high number of nodes in the fuel do-

main. This node concentration and the fact that the heat conduction code in charge of solv-

ing this domain (SYRTHES) is not parallelized make the simulation quite slow when the 

temperature field is solved in the fuel. During the simulation, the NEPTUNE_CFD has to 

wait SYRTHES to solve the conjugated heat transfer for the solid-liquid interface and there-

fore, the DYN3D_SP3 has to wait too. An agreement must be achieved between accuracy 

and affordable calculation time. For that reason the coupled solution is tested considering a 

small physical domain, a single pin.    

The geometrical characteristics and essay conditions are based on the OECD/NEA and US 

NRC PWR MOX/UO2 core transient benchmark (128). The material properties encoded in 

the different TH tools and the pre-generated cross sections are in agreement with this 

benchmark. The initial TH parameters are summarized at Tab. 6-1.  

6.2 Initial conditions and problem definition  

As explained in the previous chapter the case has to be initialized from converged condi-

tions. Those conditions are summarized in Tab. 6-1. A stand-alone null transient case is per-

formed for the TH codes according to those parameters. When all the TH parameters 

(Doppler temperature and moderator density and temperature) are converged the coupled 

solution can be initialized.   

When the coupled solution is initialized it is divided mainly in two steps. In the first step the 

NK code perform a steady state to calculate the Keff eigenvalue. In the second step and 

when the Keff eigenvalue of the system is calculated, the TH tools perform the thermally 

initialized transients by a guided modification of the moderator temperature mass flow rate 
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and pressure. These guided modification of the boundary conditions are performed one by 

one, for instance, first the mass flow is modified and the evolution of the different system 

variables (power and temperature) is analyzed.   

Tab. 6-1. Nominal conditions for the simulations according to the OECD/NEA 

and US NRC PWR MOX/UO2 core transient benchmark adapted for a single 

pin geometry. 
 

 
Power 

(kW) 

Inlet temp 

(K) 

Pressure 

(MPa) 

Mass flow 

(kg/s) 

Test 1 21.68 560 15.5 0.28 

For a reliable code-to-code comparison of both DYNSUB and NHESDYN some parame-

ters need to be commonly configured. First, the material libraries must match. The corre-

spondence between the thermo-physical properties is mandatory to analyse the difference 

between codes under equal conditions. The specific conductivity, density and the heat capac-

ity libraries for the UO2 and clad are selected according to (128). Here, the conductivity and 

heat capacity are temperature dependent. The density is decided to be set as constant. The 

reason is that any of the TH tools applied in this work is a mechanical code, no volume 

variation is consider in the domains, the discretization doesn’t change during the code exe-

cution.  

The second point to deal with is the gap modeling. The gap is the space between the fuel 

and the inner face of the cladding having a width of about 0.05 mm . This empty space is 

filled with Helium under pressure. In the tested cases the integrity of the gap is respected, a 

constant width is configured. The DYNSUB code models this region just by setting a con-

stant HTC with a value of 104 W/m2K. In the NHESDYN approach the temperature drop 

produced in the gap is calculated by solving locally the conduction within a solid using the 

thermo-physical properties of the Helium. Another possible solution was to model the gap 

as a fluid domain but the complexity and number of interfaces involved in this solution 

makes it high time consuming in the modeling and calculation. The difference between these 

two solution approaches generates significant changes in the Doppler temperature predic-

tion. To partially avoid this uncertainty a common HTC has been calculated. According to 

the NHESDYN steady state results geometrical aspects (superficial area), heat flux and gap 

temperature drop an interfacial averaged HTC is calculated. This value is 11710 W/m2K, 

which is sensibly higher than the previous default value. For the DYNSUB simulations this 

value is used as a constant HTC for modeling the gap. The differences in the DYNSUB 

temperature predictions by changing this parameter from 104 W/m2K to 11710 W/m2K can 

be found in annex E. 
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Fig. 6-1. a) Plant view of a 17X17 PWR FA. b) Plant view of a single pin with the geometric cha-

racteristics. c) 3D view of the numerical domain simulated with the TH tools of NHESDYN. 

Location of the 3 heights were the measurements take place. 

The configuration for the boundary conditions of the problem is similar to the PSBT and 

BFBT benchmarks configuration. TH tool defines the channel domain in which the mass 

flow rate is imposed at the inlet (bottom of the subchannel) and the pressure is set at the 

outlet (top of the subchannel) as boundary conditions. The fluid domain is 12.6 mm in the 

X and in the Y direction. The walls of the perimeter are set with a symmetry boundary con-

dition. The domain is 3.7 m long in the Z direction, the fuel and clad diameters are summa-

rized in Tab. 6-2.  

 

Tab. 6-2. Rod geometry considered for the validation based on the the 

OECD/NEA and US NRC PWR MOX/UO2 core transient benchmark. 
 

Fuel radius (mm) Clad inner radius (mm) Rod radius (mm) 

3.951 4.010 4.583 

Symmetry boundary 

condition for the 

fluid domain walls 

(a) 

Fuel rod (UO2) 

Gap (He) 

Cladding (Zr) 

Moderator (H2O) 

6.3 mm 

4
.5

8
3
 m

m
 

4
.0

1
0
 m

m
 

3.951 mm 

(b) 

(c) 
Symmetry boundary 

condition for the fluid 

domain walls 

Fluid domain. Solved by 

NEPTUNE_CFD 

Solid domain (fuel, gap and clad) 

Solved by SYRTHES 

Axial height 2 (2 m) 

Axial height 1 (0.07 m) 

Inlet 

Axial height 3 (3.63 m) 

Flow direction 



Validation of the coupled TH/NK solution  

88 

 

4 3 

6.3 Space discretization 

The different space discretizations provided by the codes are illustrated by Fig. 6-2. Here, 

figure (a) represents the spatial discretization of NHESDYN for the TH domain, which is 

composed by the fluid domain discretization by NEPTUNE_CFD and the solid domain 

discretization (fuel, gap and clad) by SYRTHES. On figure (c) the nodalization for the TH 

domain of the DYNSUB code is presented. SCF solves the TH domain. To do so, it divides 

the space in four sub channels which are the calculation nodes around the pin. The fuel 

temperatures are solved in 10 calculation points in the radial direction, plus two points for 

the clad. For the CFD (a) the fluid domain is divided in smaller control volumes, the num-

ber of nodes inside the solid domain can be higher than SCF (c) but it depends on the mesh 

set by the user. Figure (b) represents the single pin configuration for the NK code 

DYN3D_SP3 which has 24 axial levels, for the NK part both coupled codes use the same 

configuration.  

The CFD nodal distribution is tested with two different meshes, a coarse one and a refined 

one. The distribution is shown by Fig. 6-3, the coarse distribution has 44 axial levels and the 

refined mesh has 60 axial levels. The solid and fluid domains are placed separately to empha-

size that the first is solve by SYRTHES and the second one by NEPTUNE_CFD. The TH 

tool of the DYNSUB code divides the subchannel in 24 axial levels.  

                                     

Fig. 6-2. a) NHESDYN TH model of one pin. b) NK model of one pin. c) DYNSUB TH model of one pin.  

   
 

Fig. 6-3. 1 pin structure and fluid domain nodalizations. (a) and (b) correspond to a coarse mesh, (b) and 

(d) to a refined mesh. 

During the test performed for the coupled solution it has been found that the gap modeling 

has a big influence on the temperature prediction in the fuel domain. The temperature drop 

across the gap changes depending on how many nodes are included in this region. To check 

how the temperature drop is modified by the nodalization distribution, a simple sensitivity 

(a) 

2 1 

1 1 

(b) (c) 

 

 

 

 

(a) (b) (c) (d) 
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mesh analysis has been performed. For the gap domain defined by SYRTHES two configu-

rations are tested by placing one or two nodes in the radial direction. 

To illustrate the different set ups for the cases Tab. 6-3 summarizes the different configura-

tion tested the mesh used, the nodalization in the gap and the test case.  

Tab. 6-3. Specifications of the test matrix for the sensitivity study of the 

influence of a mesh refinement on the prediction of fuel and cladding 

temperatures. 
 

 Mesh N° cells in gap 

Run_1 (R1) Refined  2 

Run_2 (R2) Coarse  2 

Run_3 (R3) Coarse  1 

6.4 Steady state analysis  

The coupled solution performs a steady state calculation before starting the transient. At this 

stage the total power provided from DYN3D_SP3 is fixed. The power map changes during 

the calculation of the Keff using the pre-tabulated cross sections and TH parameters. When 

NHESDYN steady sate is finished, the simulation results for runs R1, R2 and R3 are ana-

lyzed. For the steady state the variables analyzed are: fuel center line temperature, fuel outer 

surface temperature and Doppler temperature profiles. The results are shown by Fig. 6-4, 

Fig. 6-5 and Fig. 6-6 for the axial direction.  

 
Fig. 6-4. Comparison of the axial fuel center line (CL) temperature distribution calculated by DYNSUB and by 

NHESDYN using three different resolutions (R1, R2 and R3). 
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Fig. 6-5. Comparison of the axial fuel outer surface (OS) temperature distribution calculated by DYNSUB and by 

NHESDYN using three different resolutions (R1, R2 and R3). 

 

 

Fig. 6-6. Comparison of the axial Doppler temperature distribution calculated by DYNSUB and by NHESDYN 

using three different resolutions (R1, R2 and R3). 

Regarding to the Doppler temperature (Fig. 6-6) the R1 and R2 configuration provides a 

very good agreement with the reference. The Doppler temperature is calculated according to 

Eq.(5-4) taking into account the fuel center line and the fuel outer surface. Hence, a good 

agreement is found for R1 and R2 in these locations too, where the highest deviation (10 

degrees) is located in the center line temperature (Fig. 6-4) for R2.  
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The case with the single gap node configuration (R3) doesn’t reproduce well either the cen-

ter line or the outer fuel temperature with an under prediction of 54 and 30 degrees respec-

tively. Hence, the Doppler temperature is far away from the reference (Fig. 6-6).  

The difference between the outer fuel surface and the inner clad surface temperature is 

shown in Fig. 6-7 which is the temperature drop produced by the gap. The results provided 

by R3 at the gap are far away from the ones provided by DYNSUB considered as the refer-

ence. For this configuration no significant temperature differences are registered. The results 

are better in the case of using two nodes (R1 and R2). For those two simulations the tem-

perature drop is about 10 to 5 degrees below the DYNSUB calculation in the mid-axial ele-

vation. 

Fig. 6-8 shows the averaged cladding temperature as a function of the axial height Z. This 

data doesn’t show significant variation between the different runs. This is due two facts: 

first, the clad is influenced by the moderator temperature. And secondly, the temperature 

distortion produced in the gap is affecting mainly the fuel where the heat is generated. 

   

Fig. 6-7. Comparison of the axial evolution of the 

fuel-cladding temperatures differences for DYNSUB 

and different NHESDYN resolutions (R1, R2 and 

R3). 

 

Fig. 6-8. Comparison of the axial evolution of the 

cladding temperatures for DYNSUB and different 

NHESDYN resolutions (R1, R2 and R3). 

The model configuration proposed by R3 cannot be considered reliable enough due to the 

lack of temperature drop in the fuel-clad gap. It is necessary to include at least 2 nodes in 

this region to develop a physically sensible temperature profile. This small detail has big con-

sequences with respect to the fuel temperature prediction.  

At steady state the liquid temperature and density axial distribution are shown and compared 

to DYNSUB in Fig. 6-9 and Fig. 6-10. For those parameters the deviations are negligibly 

small. They increase slightly with the axial height. It seems that a better match is achieved 
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using a refined mesh. But the differences between the calculations are smaller than one de-

gree. 

  
Fig. 6-9. Comparison of the axial moderator tempera-

ture evolution predicted by DYNSUB and by 

NHESDYN using three resolutions (R1, R2 and R3).  

 

Fig. 6-10. Comparison of the axial moderator density 

evolution predicted by DYNSUB and by NHESDYN 

using three resolutions (R1, R2 and R3). 

The radial temperature profile provided by the different configurations is depicted in Fig. 

6-11, where the radial temperature profile in the fuel, gap and clad is compared to the refer-

ence. This is a local parameter. The temperature calculated by DYNSUB is slightly higher 

but a good match is achieved especially for a fine grid resolution (grid R1). The excessive 

heat conduction in the gap for the grid R3 is illustrated in Fig. 6-11. There, no significant 

temperature change at the gap is visible. The coarse grip of case R2 and the refined grid of 

case R1 don’t generate significant differences in the temperatures of the fuel or clad, even 

when the refined mesh has double number of nodes compared to the coarse one. 

In Fig. 6-12 the local temperature distribution is shown for a cross section (X-Y plane) of a 

fuel pin at 1.8m elevation (Z direction). The figure is divided in three parts, a 45 degrees 

section for the results obtained with the coarse discretizations of cases R2 and R3 and a 180 

degrees section for the refined mesh of case R1. Here is possible to appreciate again the 

importance of the gap modeling. The refinement of this small domain has more impact on 

the results than the refinement of the fuel or the clad.   
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Fig. 6-11. Radial temperature distribution in the fuel, 

gap and clad in a fuel pin cross section at 1.8 m eleva-

tion. Comparison of DYNSUB and different NHES-

DYN resolutions (R1, R2 and R3).  

 

Fig. 6-12.  Comparison of the calculated temperature 

distribution in °C in a cross section of a fuel pin at 1.8 

m elevation (Z direction) for different NHESDYN 

resolutions (R1, R2 and R3). 

For the radial boundaries of the TH domain a symmetry condition is set, the code considers 

that there is an equal domain in the normal direction across the walls. For the NK domain a 

similar condition has to be set. The radial boundaries of the of the single pin model are set 

to totally reflective, the NK code considers the domain as an infinite FA. This measure leads 

to the calculation of quite high keff eigenvalues during the steady state, in the range of 1.28. 

Fig. 6-13 illustrates the keff value evolution as a function of the iteration for a steady state 

case. In this figure the comparison of the result of DYNSUB and different NHESDYN 

resolutions (R1, R2 and R3) is shown. Due to the simplicity of the case, the steady state cal-

culation has a rapid convergence after only 4 iterations for the NK code. For the NHES-

DYN solution, the CFD code is not converging as fast. For each one of the time steps the 

DYN3D_SP3 changes the power map and the TH has to adapt to the new conditions. In 

this specific case the TH tools executed around 360 iterations in total to reach convergence. 

The poor Doppler prediction of configuration R3 yields the highest deviation in the values 

compared to DYNSUB. Case R1 provides better results in terms of keff compared with the 

reference.  

For the coupled solution, before starting the transient and to adjust the reactivity for a criti-

cal state, the value of the K-effective must be normalized. During the transient scenario ite-

rations the deviation to this value is monitored to ensure that is never higher that the im-

posed criteria (keff relative error < 10-5). An example of this deviation can be found in     

annex E. 
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Fig. 6-13. Comparison of  keff during the iteration of 

the  steady state calculation predicted by both  

DYNSUB and by NHESDYN with three different 

resolutions (R1, R2 and R3). 

6.5 Transient cases  

Some transient scenarios are designed to prove the robustness of the coupled solution. 

These are thermal initiated transients that modify the TH properties and analyses the NK 

interactions. The variations of the TH boundary conditions of the flow are controlled by 

NEPTUNE_CFD and they originate a reaction in the power calculation of the NK code. 

Those changes in the boundary conditions are performed on: The moderator inlet tempera-

ture, with a sudden decrease of 10 degrees; The moderator mass flow rate, with two cases, a 

sudden increase of the 7% of the nominal values and a progressive decrease to the 50 % of 

nominal conditions; The system pressure, a depressurization is perfumed to decrease the 

saturation temperature and produce VF in the domain. The initial conditions for the tran-

sient scenarios are shown in Tab. 6-1, taken from the previous converged steady state based 

on the OECD/NEA and US NRC PWR MOX/UO2 core transient benchmark (128). The 

simulations performed and what mesh refinement has been applied for each one are sum-

marized in Tab. 6-4.  

Tab. 6-4. Transient simulations performed and the mesh refinement applied in each 

case. 
 

 Mesh N° cells in gap 
Thermally initiated transient cases per-

formed. 

Run_1 (R1) refined  2 Temperature, mass flow and pressure 

Run_2 (R2) coarse  2 Temperature, mass flow  and pressure  

Run_3 (R3) coarse  1 Temperature and mass flow 
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6.5.1 Transient case: temperature step 

A simple transient case is set to probe the physical behaviour of the coupled solution. The 

inlet temperature is decreased suddenly 10 degrees from the initial 560 °K (Fig. 6-14). This 

condition remains 6 second then the temperature returns back to nominal conditions. This 

is not a realistic scenario that can be found in a PWR but it imposes a severe boundary 

change to investigate the robustness of the code. The cold mass of fluid increases the mod-

erator density and improves the moderation; as a consequence a power rise should occur. 

This case is tested with the three proposed resolutions of NHESDYN (R1, R2 and R3) and 

with DYNSUB as a reference.  

 
Fig. 6-14. Water temperature evolution imposed at the inlet purposed for the transient case analysis.  

For this transient scenario the total pin averaged Doppler temperature is shown in Fig. 6-15. 

To follow the evolution of the moderator, the total averaged moderator temperature is 

shown in Fig. 6-16.  

In Fig. 6-15 The Doppler temperature before the temperature step starts (second 42) has a 

good match for cases R1 and R2. For the case R3 this difference is quite big, reaching 24 

degrees. This big deviation has been already observed in steady state and is connected with 

the single node for the gap modeling. For cases R1 and R2 the Doppler temperature has a 

good match with the reference. What happens if the DYNSUB code uses its default HTC 

instead of the one calculated by NHESDYN is shown in annex E. 

The total averaged moderator temperature in Fig. 6-16 doesn’t have big difference in any of 

the cases, with a maximum deviation of 3 degrees in the worst case. The refined discretiza-

tion provided by case R1 has a better agreement with the reference. The time evolution has a 

quick reaction in the case the DYNSUB where the temperature changes as soon as the inlet 

temperature step occurs (seconds 42 and 48). For the NHESDYN code this change is not 

so fast, and the changes start with a ¼ of second delay.   
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Fig. 6-15. Comparison of the pin averaged Doppler temperature computed with DYNSUB and with NHES-

DYN using three different resolutions (R1, R2 and R3). 

 

 

Fig. 6-16. Comparison of the volume averaged moderator temperature predicted by DYNSUB and by 

NHESDYN using three different resolutions (R1, R2 and R3). 

To have a better idea of the behaviour of the different calculations the local Doppler tem-

perature is monitored at three axial levels, located at: 0.07, 2 and 3.63 m height from the 

inlet. The first and the last axial levels can be considered the inlet and outlet of the domain. 

The results for the axial levels are shown in  Fig. 6-17 and Fig. 6-18. This time only the re-

sults provided by the refined discretization (R1) are included. Actually the results calculated 
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by coarse mesh R2 match with the R1 data. The results provided by R3 are neglected due to 

its previously demonstrated lack of accuracy especially in the prediction of temperatures in 

pellet. For the first and the last axial level (Fig. 6-18) deviation against the DYNSUB code is 

about four degrees overpredicted for the first axial level and one degree under predicted for 

the last axial level. This information can be compared with the steady state data of Fig. 6-4, 

where the Doppler temperature predicted by NHESDYN agrees with the reference but it is 

above the DYNSUB data for the firsts axial levels and slightly below for the last ones. For 

the axial location 2 ( Fig. 6-17), the local Doppler temperature is matching well towards the 

reference.  

  
 Fig. 6-17. Comparison of the local evolution Doppler 

temperature at axial location 2 (Z=2 m) predicted by 

NHESDYN R1 and DYNSUB.. 

Fig. 6-18. Comparison of the local evolution Doppler 

temperature at axial  locations 1 (Z=0.07 m) and 3 

(Z=3.63 m) predicted by NHESDYN R1, R2 and R3 

and by  DYNSUB. 

The evolution of the corresponding water density is illustrated as a function of the axial 

height in Fig. 6-19. For the CFD code that provides the TH information, the temperature 

and the density are calculated like averaged values for the entire axial level. This calculation 

is done according to Eq.(5-1). For the refined mesh (R1) there are 60 axial values and for the 

coarse mesh (R2 and R3) there are 44 axial values. For the SCF code the TH information is 

calculated in a similar way. The value for the temperature and the density is obtained by av-

eraging the data from the four surrounding nodes of the rod at the discrete axial level. For 

DYNSUB there are 27 axial values. The information is chosen from the axial level that fits 

better with the selected three axial heights (0.07, 2 and 3.63m). Hence, the axial levels of the 

codes don’t match exactly because of the different scale of the nodalization. Fig. 6-19 is di-

vided in three graphs, one for each selected axial height.  
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Fig. 6-19. Comparison of the local moderator density evolution for three heights in the Z direction (0.07, 2 and 

3.63 m) calculated by DYNSUB and NHESDYN with three resolutions (R1, R2 and R3). 

The densities exhibit a good agreement between NHESDYN and DYNSUB, especially for 

the first axial level which is not affected by the power changes due to the feedback. Here  a 

mismatch in the water densities predicted by the two codes exists even having the same 

temperature. Both codes use the same water/steam tables (125), this difference can be ex-
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plained due to the different mesh resolutions. Nevertheless the difference is not higher than 

1 kg/m3. Both codes simulate the same amplitude for the temperature and density change. 

As the axial elevation increases deviations are evolving and NHESDY calculates higher val-

ues compared with the reference. The results provided by the resolution R3 are closer to the 

DYNSUB values during the temperature step, the density values are lower because more 

power is generated as illustrated in Fig. 6-22. But during the null transient conditions (before 

second 42) R1 shows a constant deviation of one degree, with a better behave than R2 and 

R3. 

Concerning the time the TH changes are apparently started with some delay for the CFD 

code. The density changes calculated by SCF have smoother shapes and slopes. On other 

hand the NHESDYN provides more sharp slopes during the transient for the same situa-

tion. Again DYNSUB show a faster reaction to the TH changes, NHESDYN has a few 

tenths delay in comparison.    

To check the correctness of the conjugated heat transfer between the TH tools (NEP-

TUNE_CFD/SYRTHES) of the new coupled solution, the total flux at the interface solid-

liquid and the total power received by SYRTHES in the fuel domain is depicted in Fig. 6-20. 

For simplicity only configuration R1 is shown. This figure demonstrates that in steady con-

ditions the heat flux generated in the fuel domain is conserved through the gap and clad to 

reach the fluid domain with no important numerical leakages. During the power peak the 

flux at the interface is damped by thermal inertia and after some seconds both fluxes tend to 

join again. At the beginning of the temperature step, the flux at the interface increases even 

before the flux at the fuel. This is because the moderator temperature decreases improving 

the heat transfer coefficient. 

The evolution with the time of the reactivity of the case is shown in Fig. 6-21. The most 

notorious effect is the small reactivity peak that appears just before the power returns to 

nominal conditions, this peak in reproduced only by NHESDYN. The Effect is related to 

the small delay in the TH moderator temperature calculated by NHESDYN.  

Fig. 6-22 shows the power provided by DYN3D_SP3 during the transient for the DYNSUB 

and for the different configurations of NHESDYN. Again, the simulation R1 and R2 match 

almost perfectly between each other but there some little differences during the power peak. 

Compared with the DYNSUB results, R2 provides 1.55% less power and R1 1.03% more 

power at the power peak (second 43). Simulation R3 provides more power after the peak 

according to a lower Doppler temperature.  
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Fig. 6-20. Time evolution of the power flux produced 

in the fuel and total flux at the interface solid-liquid 

for NHESDYN R1. 

Fig. 6-21. Comparison of the reactivity evolution 

predicted by DYNSUB and NHESDYN using the 

three different resolutions (R1, R2 and R3). 

 

 

 
Fig. 6-22. Comparison of the total power evolution predicted by DYNSUB and NHESDYN using different 

resolutions (R1, R2 and R3). 
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6.5.2 Transient case: Mass flow variation   

This transient case assumes a variation of the moderator mass flow rate. It is divided in two 

cases. The first is a temporal mass flow increase with a step shape; this increase is about the 

7% of the nominal conditions. The second is a temporal and progressive decrease of the 

mass flow to the 50% of the nominal conditions.  

6.5.2.1 Fast mass flow rate variation   

To prove the code robustness a severe step change in the inlet mass flow is tested. The mass 

flow rate is increased a 7% of the nominal value during 10 seconds (Fig. 6-23), then it re-

turns to nominal conditions.  By increasing the mass flow rate an improvement of the mod-

erator is expected followed by an increase of the reactivity and power. This case is simulated 

with the three purposed resolutions of NHESDYN (R1,R2 and R3) and with DYNSUB as a 

reference. 

 
Fig. 6-23. Anticipated Mass flow rate evolution purposed for the transient case analysis. 

In Fig. 6-24 the comparison of the temporal evolution between the power calculated by 

DYNSUB and the different resolutions of NHESDYN (R1, R2 and R3) is shown. For this 

case the power seems to be lower for the NHESDYN code. Here the scale is quite detailed 

and the relative error is in the range of the 1%.  

Fig. 6-25 shows the balance between the heat flux generated in the fuel and the total heat 

flux registered at the interface clad-moderator. The data in the figure corresponds to the 

refined resolution of the case NHESDYN R1. As is expected when the mass step takes 

place a sudden increase of the heat flux happens at the interface because the HTC is sudden-

ly improved. After some seconds the equilibrium between the flux generated and transferred 

is achieved by the balance of the energy.  
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In this scenario the codes (specially the CFD) struggle in the mass and momentum balance 

which provokes some oscillations in the system. Nevertheless, the oscillations are quickly 

damped.  

The reactivity calculated for this case is illustrated in Fig. 6-26. The NHESDYN simulation 

with the refined resolution (R1) has a better agreement with the reference.   

 
Fig. 6-24. Calculated power evolution. Comparison for DYNSUB and different NHESDYN resolutions (R1, R2 

and R3). 

  
Fig. 6-25. Time evolution of the heat flux produced in 

the fuel and total flux at the interface solid-liquid for 

NHESDYN R1. 

Fig. 6-26. Time evolution of the system reactivity. 

Comparison for DYNSUB and different resolutions of 

NHESDYN (R1, R2 and R3). 
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6.5.2.2 Slow mass flow rate variation   

Another scenario regarding the mass flow variation at the inlet is tested. This time a 50% 

gradual decrease of the nominal mass flow rate occurs, from 0.28 kg/s to 0.14 kg/s. After 

four seconds it returns to nominal conditions (Fig. 6-27). 

 

 
Fig. 6-27. Mass flow rate evolution purposed for the transient case analysis. 

This transient represent a more realistic scenario than the previous mass flow rate step, (e.g. 

a recirculation pump trip leads to a gradual mass flow decrease). This case is simulated with 

two purposed resolutions of NHESDYN (R1 and R2) and with DYNSUB as the reference. 

This time, the single node for the gap modeling configuration (R3) is refused due to its lack 

of accuracy. The comparison is focused on the behaviour of the code for the refined and 

coarse mesh of NHESDYN. It is expected that the decrease of the mass flow decreases the 

moderator density leading to a power decrease.  

The evolution of the prediction in the moderator temperature for two axial eights (2 and 

3.63 m) is illustrated in Fig. 6-28. In this figure, the first axial level (0.07 m) is omitted be-

cause the data is the constant inlet temperature (560 degrees Kelvin). Compared with DYN-

SUB a better match is reached by the refined mesh of NHESDYN (R1) where only a devia-

tion of 0.2 degrees is registered. But no big differences are registered with the coarse mesh 

(R2) either in the axial height 2 (2m) or 3 (3.63m). 

 

Fig. 6-29 illustrates the local Doppler temperature at the axial height of 2 m. The differences 

in the predictions are quite small. There is a constant two degrees deviation where the 

NHESDYN code is overestimating the temperatures. For this case there are no visible dif-

ferences in the results provided from simulations R1 and R2.  
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Fig. 6-28. Comparison of the moderator temperature evolution for two heights in the Z direction (2 and 3.63 m) 

predicted by DYNSUB and NHESDYN with two different resolutions (R1, R2). 

 

 
Fig. 6-29. Comparison of the local Doppler temperature evolution during the transient at the axial eight 2 (2m) 

predicted by DYNSUB and NHESDYN using two different resolutions (R1 and R2). 
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In terms of power, in (Fig. 6-29) the values for the total pin power show a very good agree-

ment for both NHESDYN testes cases (R1 and R2) with the reference DYYNSUB. 

 

 
Fig. 6-30. Comparison of the power evolution calculated by DYNSUB and  NHESDYN using two resolutions 

(R1 and R2). 

6.5.3 Transient case: Depressurization 

A depressurization scenario is simulated with the coupled solution to investigate the behav-

iour of the code with the presence of void in the domain. For PWR the depressurization is 

expected if failure occurs in the pipe system. The pressure drops and when the saturation 

temperature is reached boiling happens.  

A pressure guided transient is performed. With constant inlet temperature and mass flow 

according to Tab. 6-1, the domain is depressurized to 7.1 MPa from its initial 15.5 MPa. At 

this pressure the moderator has already reached the saturation temperature and VF appears 

in the domain. Then a pressure oscillation is reproduced to force the saturation temperature 

oscillate and consequently the void generation.  

Like in the previous case, two configurations of the NHESDYN code are disposed for this 

test, R1 (refined mesh resolution) and R2 (coarse mesh resolution). Additionally the refer-

ence results are provided by DYNSUB.  

When the void appears, large density gradients in the moderator are expected. The decrease 

of the density of the moderation leads to a decrease of the power generated. On the other 

hand if the moderation is improved an increase in the power is expected.  

Fig. 6-31 shows the evolution of the absolute pressure, which is set at the outlet of the stud-

ied domain.  
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When the pressure reaches saturation temperature (second 24.5) boiling starts, see Fig. 6-32. 

This figure illustrates the void generation at the axial eight of 3.63 m, close to the outlet of 

the domain for two resolutions of the NHESDYN code (R1 and R2). The driven oscilla-

tions of the outlet pressure lead to variation in the void generation. As expected the refined 

mesh provided by case R1 starts boiling before and generates more void than the coarse 

mesh provided by case R2. Those differences are observed in the moderator density. 

The local density evolution for two axial heights of the domain (2 and 3.63 m) is illustrated 

in Fig. 6-33. Differences in the density evolution between codes are small. Compare to the 

reference better agreement is reached the coarse resolution of NEHSDYN (R2) for the axial 

height located close to the outlet (3.63m). For the axial height of 2 m the refined mesh (R1) 

match better with the reference especially during the first VF peak (second 26.5).  

Before the boiling starts (before second 24) the moderator density decreases due to the pres-

sure decrease, this facts provides negative reactivity and the power decreases to (Fig. 6-34). 

As a consequence the total averaged Doppler temperature and later the total averaged mod-

erator temperature decrease, Fig. 6-35 and Fig. 6-36.  

When boiling starts (second 24.5) sudden power decrease occurs due to the negative reactiv-

ity provided by the moderator density (Fig. 6-34), followed by the total averaged Doppler 

and total averaged moderator temperatures, Fig. 6-35 and Fig. 6-36. 

During the pressure oscillation the void generated oscillates with its effect on the moderator 

density and power. The power peaks fit in time with the guided pressure peaks which in-

crease saturation temperature and moderation of the system. 

 
Fig. 6-31. Outlet pressure imposed by NHESDYN during the transient. 
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 Fig. 6-33. Comparison of the local moderator density evolution for two axial heights in the Z direction (2 and 

3.63 m) predicted by DYNSUB and NHESDYN using two resolutions (R1 and R2). 

510

530

550

570

590

610

630

650

670

690

710

730

750

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44

M
o

d
e
ra

to
r 

D
e
n

si
ty

 (
k

g
/

m
3
)

Time (s)

DYNSUB_Rho.3

NHESDYN_Rho.3_R1

NHESDYN_Rho.3_R2

600

620

640

660

680

700

720

740

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44

M
o

d
e
ra

to
r 

D
e
n

si
ty

 (
k

g
/

m
3
)

Time (s)

DYNSUB_Rho.2

NHESDYN_Rho.2_R1

NHESDYN_Rho.2_R2

 
Fig. 6-32. Local VF predicted by two NHESDYN resolutions (R1 and R2) at the outlet during the transient. 
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Fig. 6-34. Comparison of the power evolution for the depressurization transient scenario calculated with DYN-

SUB and NHESDYN using two resolutions (R1 and R2). 

  
Fig. 6-35. Comparison of the total averaged Doppler temperature evolution predicted by DYNSUB and  

NHESDYN using two resolutions (R1 and R2). 

 
Fig. 6-36. Comparison of the total averaged moderator temperature evolution predicted by DYNSUB and 

NHESDYN using two different resolutions (R1 and R2). 
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For the averaged total Doppler temperatures (Fig. 6-35) there is a constant 2-3 degrees 

overprediction, refined case (R1) is closer to the reference, this NHESDYN resolution pre-

dicts also the moderator temperature better than case coarse resolution (R2) during the tran-

sient (Fig. 6-36).  

6.6 Summary and conclusions of the tested cases 

The code NHESDYN has been verified for tests with PWR conditions against the well vali-

dated coupled solution DYNSUB. For the simulation performed both codes (NHESDYN 

and DYNSUB) shares the same material properties for the simulations based on the infor-

mation provided by the OECD/NEA and US NRC PWR MOX/UO2 core transient 

benchmark (128). The tests selected are a temperature, mass variation in the moderator and 

a system pressure variation. The code behaviour has been satisfactory for all the considered 

tested cases. The code capability to solve slow thermal transients can be conceived as dem-

onstrated.       

The simulations show a strong sensitivity to the gap modeling. The DYNSUB code uses a 

constant HTC for solving the gap heat transfer, while the SYRTHES models the gap like a 

solid with the Helium properties. The nodalization of this domain is conditioning the evolu-

tion of the simulation as being demonstrated by comparing the cases R1 and R2 (two nodes 

at the gap) against case R3 (one node in the gap). A correct code comparison is only 

achieved by implementing similar gap models for both codes. Originally during the null 

transient there was 5 degrees difference in the Doppler temperature between DYNSUB and 

NHESDYN, this difference is explained by the different gap treatment. To demonstrate 

this, the averaged HTC for NHESDYN is calculated during the null transient. Then the new 

coefficient is implemented in the DYNSUB code for further simulations. This process im-

proves the comparison between codes but is not expected to totally neglect the differences 

between them, mainly because DYNSUB uses a global HTC and NHESDYN calculates 

different values depending on the local parameters of the domain. This change of the coeffi-

cient makes the Doppler temperature to be in a good agreement between codes. A compari-

son for the default HTC used by DYNSUB and the new proposed is illustrated in Annex E.  

The heat conduction problem in the fuel or clad doesn’t have a big sensitivity to the space 

discretization. In NHESDYN refined mesh case R1 is providing similar temperatures to the 

coarse mesh case R2. The discretization provided by R2 is good enough and R1, even hav-

ing the double number of cells in the radial direction, doesn’t improve the results.  

The fluid domain show a small sensitivity to the discretization. This is normal since the 

coupled code works with averaged values over cross sectional areas for each axial level of 

the pin geometry. The local temperature in the near wall region is strongly dependent on the 

nodalization, but when the values are averaged, the near wall region is weight together with 

the fluid temperatures at the bulk (central subchannel region), then the difference between 

discretizations decrease.  
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It was mentioned that axially the nodalizations of the code doesn’t match. This can be a 

deviation source, because the axial average operations done by the DYNSUB code deal with 

more volume than the NHESDYN code. Furthermore, the    

To use the same material libraries is mandatory. A deviation in the results of the code to 

code comparison happens if this point is not respected. Heat capacity and conductivity de-

pends on the temperature, density has been decided to be set as constant. The DYNSUB 

code uses constant density. This is due to the non-variation of the volume, the geometry is 

fixed and the effects of the temperature on the expansion of the material is not taken into 

account, the temperature is integrated over a constant volume and as a consequence it 

shouldn’t change significantly by effects of the density. This principle can be applied also to 

SYRTHES, because this is not a mechanical code and it works with constant nodalizations.   
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7 General conclusions  

First of all, the validation basis of NEPTUNE_CFD has been extended by using LWR-

relevant transient test data obtained in both a PWR-specific (NUPEC PSBT) and a 

BWR-specific (NUPEC BFBT) test facility. It is the first time that the two-phase flow 

models of NEPTUNE_CFD have been validated using transient data obtained for tests 

representing the LWR plant conditions of postulated transients like a turbine trip or a 

recirculation pump trip. This validation process has clearly shown the status of the two-

phase flow modeling of NEPTUNE_CFD. According to the appreciations made after 

each simulated experiment in Chapter 4 it is possible to summarize the global conclu-

sions about the NEPTUNE_CFD capabilities, identifying its strengths and weaknesses. 

According to the interfacial exchange terms, the main flow regime currently implemented 

in NEPTUNE_CFD is the bubbly flow which is good enough to describe the flow with 

a certain void concentration. However, and especially in BWR the amount of void gener-

ated is beyond the limits of the bubbly flow and other flow regimes (slug flow or annular 

flow) must be taken into account for an accurate description of safety-relevant pheno-

mena. How to model the transition between flow regimes describing a whole flow map is 

an open issue for CFD codes. In addition to the presented approach, other methodolo-

gies can be applied in order to achieve a description of the flow, like the volume of fluid 

method (VOF) that solves the two phase flow like a mixture and reconstructs the inter-

face water/steam. 

NEPTUNE_CFD cannot solve heat conduction. For that reason it is coupled with 

SYRTHES which is in charge of calculating the temperature in the solid domains (fuel 

and clad). The capabilities of the NEPTUNE_CFD working together with SYRTHES 

have been demonstrated by the prediction of the thermal inertia at the walls. By applying 

SYRTHES the simulations of the turbine trip are in better agreement with experimental 

data compared with the application of NEPTUNE_CFD standalone. In addition, this 

heat conduction solver helps to a reasonable control of steam and water temperatures in 

the near wall region by computing a proper HTC at the solid/fluid interface. The use of 

SYRTHES for the coupled solution is mandatory to solve the conjugated heat transfer 

between solid and liquid and it has a positive contribution to the NEPTUNE_CFD pre-

diction capabilities. However, it is not parallelized and penalizes the computational time.   

Due to the different mesh distribution applied for each code (tetra volumes for 

SYRTHES and hexa volumes for NEPTUNE_CFD) a carefully mesh design is required 

to match the nodes at the solid/liquid interface and have a good energy balance regard-

ing the heat flux. 

NEPTUNE_CFD includes an extension of the classical three fluxes approach for the 

boiling wall modeling. In addition to the convective, evaporation and quenching flux 

which are transferred from the wall to the liquid phase, when the VF exceeds the 80% at 

the wall, the flux is transferred to the steam phase. This model is under validation. Ac-
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cording to the results obtained it contributes to the water temperature regulation avoid-

ing excessive overheating. 

The spatial discretization has a big influence in the CFD simulations. The design of the 

mesh affects the prediction of the VF and mesh sensitivity analyses are mandatory. A 

very refined mesh density especially near the heated wall is problematic regarding the 

water and steam temperature prediction. The near wall cells must have the right size to 

solve the heat transfer problem properly without penalizing excessively the y+ values. 

According to the results obtained during the validation process, the subcooled and satu-

rated boiling description can be considered sufficient enough in its range of applicability. 

NEPTUNE_CFD has demonstrated to be good TH tool which has the state of the art in 

two phase flow modeling for LWR applications.  

Furthermore, the validation of NEPTUNE_CFD previous to the development of the 

coupling approach between NEPTUNE_CFD and DYN3D_SP3 has been important to 

investigate the optimal spatial nodalization of fuel rod clusters and the surrounding fluid 

requested for the accurate prediction of the feedback parameters in the frame of coupled 

simulations. 

Secondly, a novel coupling scheme between the NEPTUNE_CFD/SYRTHES code and 

the transport code DYN3D_SP3 in the frame of a parallel environment (MPI-based) has 

been developed, tested and validated. The new coupled code, named NHESDYN, per-

mits in principle to perform high-fidelity multi-physic simulations describing the TH 

phenomena in a multi-scale sense e.g. at a micro- and meso-scale. By this way the predic-

tion of local safety parameters such as clad temperature, pin power, etc. are feasible using 

a refined space discretization if demanded. The coupled code NHESDYN has been 

tested extensively to demonstrate the programmed information exchange between the 

involved computational domains operating consistence and it is predicting physical 

sound results. In addition, the stability of the coupled code NHESDYN has been ana-

lysed together with the handling of different boundary conditions that allow the simula-

tion of transient cases. NHESDYN shows a stable behaviour and the communication 

between the different modules is proved to be consistent. The code has enough robust-

ness to deal with rapid boundary changes like sudden inlet or mass flow changes which 

are challenging transient scenarios especially for a CFD code.    

The steady state analyses provide satisfactory result for the moderator and fuel, with a 

good agreement with the reference code regarding the axial and radial temperature pro-

files. The convergence loop for the steady state works properly and ensures a converged 

solution as initial condition for transient simulations. The designed main program drives 

properly the transition steady state to transient.  

During the transients a small time delay in the calculated TH by NHESDYN for the 

temperatures of the moderator are observed compared with the DYNSUB predictions. 
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This delay evolves with the axial elevation and its due the different discretization applied 

for the TH tools (NEPTUNE_CFD and SCF). NHESDYN is able to compute the axial 

heat conduction in the pin providing smooth axial temperature profiles compared with 

DYNSUB which leads to differences in the TH predictions. 

The overall prediction capability of NHESDYN has been demonstrated by the validation 

process where both steady state problems and transient test cases have been analyzed.  
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8 Outlook  

Despite the reasonable well NHESDYN predictions with respect to the selected valida-

tion cases and compared to DYNSUB results, further effort is necessary to fully explore 

its prediction accuracy and potentials. Further investigations should be performed to 

tackle the following areas: 

 Extension of the coupling scheme for the analysis of boron dilution transients in 

PWR cores or fuel pin arrangements. 

 Simulation of BWR relevant transient cases for fast (e.g. rod drop accidents) and 

slow transients such as pressure, coolant temperature and coolant mass flow rate 

perturbations e.g. the BWR Turbine Trip Benchmark (129) 

 Extension of the pin model to pin clusters (Fig. 8-1). The radial mapping of the 

case is mandatory. By this extension more variables can be analysed (cross flow, 

radial power feedbacks, etc.)  

 

Taking advantage of parallel computing it is feasible to perform high fidelity simulations 

of fuel rod clusters and large problems in a very detailed spatial resolution. At present, 

the size of the problems to be analyzed by NHESDYN is limited by the SYRTHES code 

which requires high computational time even for small problems. since it is well known 

that commercial CFD codes are numerically robust and more user friendly than research 

codes like NEPTUNE_CFD, the replacement of NEPTUNE_CFD and SYRTHES e.g. 

by ANSYS CFX or FLUENT may be very promising for the analysis of larger problems 

in combination with the used of massive parallel computers. 

Finally, the modularity of the developed coupling scheme makes  possible to implement 

of a Monte Carlo transport code instead of DYN3D_SP3 so that the coupled system  

can be run fully in a parallel mode in the frame of high fidelity simulations for reactor 

design and safety.  

 

                              

Fig. 8-1. NEPTUNE_CFD/SYRTHES model for a pin clus-

ter model 3x3 pins 
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Fluid domain 
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10 Annex A. The NEPTUNE_CFD/SYRTHES validation 

10.1 BFBT turbine trip without bypass 

A sensitivity analysis has been performed for the HTC of the liquid phase to the steam 

phase for the turbine trip scenario of the BFBT database. The different models tested are 

summarized in Tab. 10-1. The results of the simulation for the three axial locations are 

illustrated in Fig. 10-1. 

 

 
   Fig. 10-1. Comparison of the BFBT computed VF evolution by NEPTUNE_CFD with the experimental VF data 

and its measurement error (±2%) at three axial levels during the turbine trip experiment.   
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Tab. 10-1. Performed simulations for the BFBT benchmark 

Run Number Min Bubble ø (mm) HTC Model water/steam SYRTHES 

R1 0.15 “Ranz-Marshall”/sat. No 

R2 0.15 “Ranz-Marshall”/sat. Yes 

R3 1 “Ranz-Marshall”/sat. No 

R4 0.15 “Astrid”/sat. No 

 

Z=2.7 m 

Z=1.72 m 

Z=0.67m 
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According to Fig. 10-1, the first 10 second under steady state conditions shows a good 

agreement with the experimental data, specially the run R1 at the lower measurement 

location (Z=0.67m). At second 10.5 there is a power peak plus a flow decrease that pro-

duces a large amount of steam in the domain. At that moment all runs are over predict-

ing the void for Z=0.67m. 

The computed void evolution during the power peak unveils the “fast” steam generation 

produced in the domain. While the experimental data has a gradual increase, the calcu-

lated void increases as soon as the power peak appears. The maximum VF calculated 

during the simulations fits in time with the maximum power peak. While the maximum 

void registered during the experiment has a time delay from 0.5 to 1 second (depending 

on the location) from the power peak. Only the run R2 is producing a little delay in the 

steam generation, in this simulation the heat flux is set by SYRTHES and the insulator 

and cladding effect is taken into account. The different location definition of the heat 

flux as boundary condition by solving or not the thermal inertia of the solid walls has a 

strong influence on the simulation. VF has clearly for run R2 has a different evolution 

compare to the other configurations without SYRTHES especially during the power 

peak were the computed VF is closer to the experimental data. 

From second 17 the power and mass flow are stabilized and the void variation is due to 

the pressure change. At second 33 there is a small power drop with its correspondent 

void decrease. From second 42 the mass flow starts recovering up to nominal values, and 

due to that the void decreases. At second 47, the power starts increasing again to initial 

conditions. 

Only the location Z=0.67m can be considered to have a reliable prediction of the VF 

concentration, due to its bubbly flow regime. NEPTUNE_CFD provides closure laws 

for this kind of flow. In the other axial locations the VF concentration suggest that the 

flow regime is no longer bubbly flow, nevertheless the code can follow the tendency of 

the data. 

In R1 and R3 two minimum bubble sizes are selected to clip the bubble size. This is im-

portant to avoid numerical errors in the calculation of the non drag due to excessive 

small bubbles. The differences between the two minimum bubble diameters are only 

appreciable at axial level (Z=0.67m) were the regime is bubbly flow and the main phe-

nomena is the subcooled boiling. If the bubble size is smaller generates mode interfacial 

area and the condensation is stronger, leading to VF concentration in the domain. At 

higher locations the results are similar for the whole transient and the selection of this 

diameter is less important.  

Direct comparison between different HTC models for the liquid to steam interface “As-
trid” (simulation R4) and “Ranz-Marshal” (simulation R1) have similar result, but the 
second one is numerically more stable. 
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11 Annex B. The MPI commands 

11.1 The Message Passing Interface (MPI) 

The first approach to solve the communication was made with parallel virtual machine 

(PVM). This option was abandoned because the development of this tool is nowadays 

over. The philosophy of PVM is similar to MPI, actually the commands of both codes 

are rather similar. The experience acquired during the PVM work was applied to imple-

ment the communication with MPI.  

The MPI is an extended tool and a lot of information and feedback can be found about 

it. It is widely used in the parallelization of codes, what explains its constant develop-

ment. Many different distributions of this tool can be found since it is free software. The 

chosen distribution for this work was OpenMPI version 1.5.4 beta, which behaves better 

during the server-client communication establishment than its predecessor, the stable 

version 1.4.4.  

The NEPTUNE_CFD code uses a distribution called LAM/MPI to parallelize the 

processes. In order to use the same MPI code and avoid duplicities by working with two 

different MPI installations, the LAM/MPI 1.7.7 implemented in the CFD code was re-

placed by the OpenMPI 1.5.4. This version is able to compile the code from the distribu-

tion LAM 1.7.7, this means that no further changes has to be done regarding the paralle-

lization in NEPTUNE_CFD processes. The modification in the installation is affecting 

basically the Makefile and the macros file. The macros file has to point the include folder 

and the libraries of the new Open MPI 1.5.4. By this way is possible to use the same MPI 

installation to solve the communication between the different codes and the CFD paral-

lelization.  

The MPI works by creating groups which are called MPI_COMM_WORLD. The 

processes are called tasks. The task included in one MPI_COMM_WORLD share an 

inter-communicator. One task can join at the same time more than one group, handling 

with more than one inter-communicator. Once the communication is established, the 

information is packed and sent to destination classified by inter-communicators and tags. 

The basic working methodology is to use blocking senders and receivers plus barrier 

instructions implemented to control the timing between codes.  

11.1.1 MPI initialization and finalization 

Before perform any king of instruction the MPI has to be initialized. The usual way is to 

modify the source code of the program to be coupled, by including some instructions. 

Those examples are written in FORTRAN but it possible to do it in C language too.  
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CALL MPI_INIT (error) 

if (error.EQ.0) then  

   write(*,*)'[NHESDYN] : MPI_initializated' 

else 

   write(*,*)'[NHESDYN] : MPI_INI ERROR',error 

endif 

CALL MPI_FINALIZE (error) 

 

All the MPI commands have a flag that provides information in case of a fatal error. In 

case of failure the user manual contains information about each flag. It is strongly rec-

ommended to include some simple instructions to visualize the error like in the example 

of the CALL MPI_INIT. Once the program is no longer in use the mpi_finalize com-

mand is used to switch of the server.  

There are some extra operations to do after the initialization. The most common are the 

mpi_comm_size, which checks the number of processes regards the code which initializ-

es MPI. And the other is the mpi_comm_rank, this command names each process with a 

number starting from 0. This rank number is very important when dealing with paralle-

lized codes like NEPTUNE_CFD. The reason is that the command will be duplicated in 

many processors as we chose for the CFD code to run. For the information exchange we 

only need one process, in this case the process named with rank number 0. 

CALL MPI_COMM_SIZE ( MPI_COMM_WORLD,nprocs,error ) 

CALL MPI_COMM_RANK ( MPI_COMM_WORLD,myrank,error ) 

11.1.2 Communication establishment  

The next step is to establish communication between the codes. Two types of communi-

cations are used in this work, the point to point communication (client/server) and the 

spawn command, which creates a link between a code and its “parent”. Both systems can 

communicate independent codes by establishing a common connection called inter-

communicator. 

11.1.2.1 Client/Server communication 

This can also be called the point to point or dynamic communication. In this method a 

direct link is created between two tasks. One is working as a server and the other as a 

client. The server publishes a “name” and a IP port and the client applies to connect to 

the server task by searching for that “name”. Once the server accepts the communication 



Annex B. The MPI commands 

133 

 

both tasks share and inter-communicator, which is a number. The most common com-

mands for this kind of communications are listed below for the server side: 

 The MPI__ERRHANDLER_SET. Before starting this communication is com-

mon to use this command which allows getting the error massage in case of fail-

ure. If this command is not called is possible that the code fails with no apparent-

ly reason and no feedback information. 

 

 The MPI_OPEN_PORT. It copies a system-supplied port name into the variable 

“port_name”. This variable identifies the newly opened port and can be used by a 

client to contact the server. The maximum size string that may be supplied by the 

system is MPI_MAX_PORT_NAME. Then, the port name has to be defined as a 

character string with this maximum length. E.g.: charac-

ter*(MPI_MAX_PORT_NAME)port_name 

 

 The MPI_PUBLISH_NAME. It publishes the pair (port_name, service_name), 

so that an application may retrieve a system-supplied port_name using a well-

known service_name. The service name is chosen by the user, e.g. ser-

vice_name=”public1” 

At this point the server program waits until the client provides an answer. The com-

mands to be implemented for the client side at this stage are: 

 The MPI_LOOKUP_NAME. This command looks for the server name pub-

lished by the server, in this case “public1”. When found the port name is pro-

vided as an output. 

 

 The MPI_COMM_CONNECT. Whit the recently recognized port name the 

server accepts the communication. 

From the side of the client the work is done. Back to the server the only thing left to do 

is to accept the communication the client demands: 

 The MPI_COMM_ACCEPT. It accepts the communication for the server and 

produces an inter-communicator.  

After this command the communication is establish and the operations for the informa-

tion exchange can start. After the program is completed the disconnection is performed 

by the server by calling the next command: 

 The MPI_COMM_DISCONECT. This command disconnects the server from 

the inter-communicator. Both codes are independent again. 
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 The MPI_UNPUBLISH_NAME. The service name is unpublished. 

 

 The MPI_CLOSE_PORT. The port where the server name was opened is 

closed. 

To have an idea about what are the inputs and outputs for each commands a detailed 

description of the MPI code regarding the point to point communication is explained: 

here, first from the side of the server: 

The instructions for the client program are explained bellow. In this coupled solution the 

client programs are: NEPTUNE_CFD and SYRTHES. They both are program mainly in 

FORTRAN language, however the routines where the communication is initialized are 

program in C language, for that reason the next commands are provided in C. 

The instructions described below summarize the actions to be performed by the client to 

establish a successful communication, by applying the mpi_lookup_name and 

mpi_comm_connect. This code is taken from one of the routine modified in the 

SYRTHES code.   

MPI_Lookup_name ("public1",MPI_INFO_NULL,&port); 

printf ("\n [syrc1] port received from lookup : %s\n",port); 

if (MPI_Comm_connect(port,MPI_INFO_NULL,0,MPI_COMM_WORLD, & inter-

comm) == MPI_SUCCESS) 

{printf("\n [syrc1] Connection to DYN3D stablished!\n"); 

  printf("\n [syrc1] intercomm: %02d\n",intercomm); 

 }else{ printf("\n [syrc1] MPI_Comm_connect Failed\n");} 

 

Comment:  here the code is looking up for the service name “public1”. As an output it 

gets the port name, it is defined as: char port [MPI_MAX_PORT_NAME]. Then, the 

port is used as an input for the MPI_COMM_CONNECT and the inter-communicator 

is provided as an output. 

 

CALL MPI_ERRHANDLER_SET (MPI_COMM_WORLD, 

MPI_ERRORS_RETURN, error ) 

Comment: The MPI_COMM_WORLD and MPI_ERRORS_RETURN are generic va-

riables of the MPI and they don’t need to be defined. 

CALL MPI_OPEN_PORT (MPI_INFO_NULL, port_name, error) 

Comment: The MPI_INFO_NULL is a generic variable of the MPI and it doesn’t need to 
be defined. The port_name is provided by the system and it is defined like a character. 
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From the side of the client the communication is ready. To finally establish the common 

inter-communicator the acceptance from the server is needed:  

CALL MPI_COMM_ACCEPT (port_name,0,0,0,newcomm,error) 

Comment: With the port name as an input, the server program gets the inter-
communicator “newcom” as an output. In this case the value 0 replaces the MPI_ IN-
FO_NULL, and the  MPI_COMM_WORLD, which is the default value for those va-
riables. 

Now the programs share a common link and can work together. When the communica-

tion is no longer necessary the server turns of the communication by calling the next 

commands. 

For this coupled solution the combination of FORTRAN language and C is mandatory. 

In principle this shouldn’t be a problem for the MPI distribution, however some inci-

dents in that sense were found in the Open_MPI_1.4.5, where the Lookup_name 

command was not working properly. The beta version Open_MPI_1.5.5 was tested suc-

cessfully for all the command applied and this is the version used for solving the com-

munication.     

The Lookup_name operations is not able to recognize by itself the service_name pub-

lished by the other code. It needs the help of the called OMPI_SERVER. This function 

acts as a data server for Open_MPI jobs to exchange contact information in support of 

MPI-2’s Publish_name and Lookup_name commands. 

The OMPI_SERVER sets a URI file where the information for the open port is stored. 

Normally the program that is acting like a server must call this server before being initia-

lized. In this case this call is made only by the NHESDYN main code, because 

DYN3D_SP3 is a spawned process and it acquired this capability from its parent pro-

gram by default. An example about how to set this server is shown below:  

ompi-server -d --report-uri URIfile & 

CALL MPI_COMM_DISCONNECT (newcomm,error) 

Comment: Uses the inter-communicator as an input. 

CALL MPI_UNPUBLISH_NAME (public1,MPI_INFO_NULL,TRIM(port_name), 
error) 

Comment: the service_name “public1” of the port_name is removed. 

CALL MPI_CLOSE_PORT(TRIM(port_name),error) 
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And it must be followed by the execution of the program in the Open_MPI environment 

pointing to the location of the URI file generated. For executing the main program the 

command is: 

mpirun -ompi-server 

file:/home/perez/NHESDYN/NHESDYN_MAIN/URIfile -np 1 NHESDYN 

The client programs have to be executed pointing to this file too, and example of how to 

do this for the SYRTHES and NEPTUNE code is shown below:  

mpirun -ompi-server 

file:/home/perez/NHESDYN/NHESDYN_MAIN/URIfile -np 1 syrthes 

mpirun -ompi-server 

file:/home/perez/NHESDYN/NHESDYN_MAIN/URIfile -np 

${NOMBRE_DE_PROCESSEURS} neptune 

In the case of the SYRTHES code this is not the only modification on the launching 

script. This code is not parallelized, hence it needs to be executed in a MPI environment. 

The mpirun command must be called before the execution of the code and the number 

of processors (-np) set to 1. A detail description of the routines modified and its location 

on the different codes can be found in the Annex A.  

 

11.1.2.2 Slave programs. 

The other system to link two different processes is applying the spawn command. This 

way a program can be lunched from the “parent” process, automatically they share a 

inter-communicator. In this case one task (DYN3D) is spawned by the main one 

(NHESDYN). The command to spawn a program from the master is The 

MPI_COMM_SPAWN. This command needs some information to be called. The inputs 

and outputs are xplained below.  

CALL MPI_COMM_SPAWN (cmd, array_of_argv, maxpes,info1, myrank, 

MPI_COMM_WORLD, dyncomm, errcodes, error)  

The spawn order is given by the array “cmd” which is calling a script to initialize the 

DYN3D program. If the spawn process need some input arguments they are stores in 

the string array_of_argv. For this case it is not necessary because all the information 

needed by the DYN3D is in its input file. 

11.1.3 Main MPI commands applied. 

When the connection between codes is operative, is possible to control the processes by 

create dependencies such: wait for code A until code B is finished, or code C doesn’t 

start until A and B had deliver the information, and so on. The most popular system to 
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do this with MPI is by using the sender and the receiver commands, in addition to those 

two, the barrier instruction is quite extended to.  

The sender and receiver commands have mainly two modalities, the blocking or the non-

blocking condition. The blocking option stands by the execution of the code until the 

message has been received. The non-blocking option doesn’t stop the code until the 

message has arrived to destination. E.g.: Code A has to send a variable to code B, when 

A is supposed to send the information B is not ready to get it. In a blocking sender in-

struction A enters in a standby mode until B is ready to get the information. In a non-

blocking sender command, A sends the info and continues its execution, the info is store 

in a buffer until is claimed by B. The receiver command has an analog function, but this 

time from the receiver side. In this coupled solution the main instruction type applied is 

the blocking one. A more detailed description of those commands is explained bellow. 

CALL MPI_SEND(TCOEF,5,MPI_REAL8,0,15,4,error) 

CALL MPI_RECV(CCWOEF,5,MPI_REAL8,0,20,4,status,error) 

The barrier instruction is applied over a group, where a number of programs share an 

inter-communicator. Its finality is to synchronize the execution of the different pro-

grams. When MPI_BARRIER is called all the programs that belong to a group have to 

reach this point to be able to continue. E.g. in a three members group (A, B and C), A 

and B have just executed the barrier command, they are in standby waiting to C, which at 

the moment is occupied. When C reached the code line where the Barrier is located, then 

all the codes in the group can continue its normal execution.  

CALL MPI_BARRIER (4,error) 

 
All the MPI instructions applied in the coupled solution are summarized in figure Fig. 
11-1. The commands appear in order of execution. The first column corresponds to the 
SYRTHES code, the second to the DYN3D_SP3 NK code, the third corresponds to the 
MAIN code (NHESDYN) and the fourth to NEPTUNE_CFD. 
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Fig. 11-1. MPI instructions applied in the coupled solution in order of execution for the different codes. 

CADTMY.F NDINPSTA

MPI_RECV(timelong,1,MPI_INT,0,22,6,status,error) < MPI_SEND(timlong,1,MPI_INT,0,22,6,error)

flag =1

10 USCASE.F

MPI_RECV(TCOEF,5,MPI_REAL8,0,2,newcomm,...) < MPI_SEND(TCOEF,5,MPI_REAL8,0,2,6,error)

CPHYSO MPI_RECV(DCOEF,5,MPI_REAL8,0,3,newcomm...) < MPI_SEND(DCOEF,5,MPI_REAL8,0,3,6,error)

MPI_RECV(flag-close,1,MPI_int,0,18,6,status,error) < MPI_SEND(flag_close,1,MPI_INT,0,18,6,error) MPI_RECV(TEMXL,44,MPI_REAL8,0,4,newcomm,...) < MPI_SEND(TEMXL,44,MPI_REAL8,0,4,6,error)

if flag =1 continue / if noit go to 104 MPI_RECV(DENXL,44,MPI_REAL8,0,5,newcomm...) < MPI_SEND(DENXL,44,MPI_REAL8,0,5,6,error)

NHES2DYN_INI.F

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,16,6,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,16,6,status,error) if flag = 1 time step1 

MPI_SEND(WTCOEF,5,MPI_REAL8,0,17,6,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,17,6,status,error) flag=0

MPI_SEND(DOPPLER,5,MPI_REAL8,0,18,6,error) > MPI_RECV(DOPPLER,5,MPI_REAL8,0,18,6,status,error)

go to end cphyso MPI_RECV(TCOEF,5,MPI_REAL8,0,15,4,status,error) < MPI_SEND(TCOEF,5,MPI_REAL8,0,15,4,error)

MPI_RECV(DCOEF,5,MPI_REAL8,0,16,4,status,error) < MPI_SEND(DCOEF,5,MPI_REAL8,0,16,4,error)

flag 0 , never more entering (only first time step

CFLUVS.F NK CALCULATION go to 10 (new loop)

NDSTAT.F

36

MPI_BARRIER(6,error) MPI_BARRIER(6,error)

MPI_RECV(sum_powdist,1,MPI_REAL8,0,11,6,...) < MPI_SEND(sum_powdist,1,MPI_REAL8,0,11,6,...)

MPI_RECV(PCOEF,5,MPI_REAL8,0,3,6,...) < MPI_SEND(PCOEF,5,MPI_REAL8,0,3,6,...)
MPI_RECV(POW_WS,1,MPI_REAL8,0,12,6,...) < MPI_SEND(POW_ST,1,MPI_REAL8,0,12,6,...)

BILFLU.F

MPI_SEND(WPOWER,1,MPI_REAL8,0,26,6,error) > MPI_RECV(WPOWER,1,MPI_REAL8,0,26,6,status,error)

TH CALCULATION TH CALCULATION

CADTMY.F

MPI_RECV(timelong,1,MPI_INT,0,22,6,status,error) < MPI_SEND(timlong,1,MPI_INT,0,22,6,error)

CPHYSO send flag = 0 (no first time step)

MPI_RECV(flag-close,1,MPI_int,0,18,6,status,error) < MPI_SEND(flag_close,1,MPI_INT,0,18,6,error)

if flag =1 continue / if noit go to 104

104 10 USCASE.F

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,13,6,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,13,6,status,error) MPI_RECV(TCOEF,5,MPI_REAL8,0,2,newcomm,...) < MPI_SEND(TCOEF,5,MPI_REAL8,0,2,6,error)

MPI_SEND(WTCOEF,5,MPI_REAL8,0,14,6,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,14,6,status,error) MPI_RECV(DCOEF,5,MPI_REAL8,0,3,newcomm...) < MPI_SEND(DCOEF,5,MPI_REAL8,0,3,6,error)

MPI_SEND(DOPPLERC,5,MPI_REAL8,0,19,6,error) > MPI_RECV(DOPPLERC,5,MPI_REAL8,0,19,6,status,error) MPI_RECV(TEMXL,44,MPI_REAL8,0,4,newcomm,...) < MPI_SEND(TEMXL,44,MPI_REAL8,0,4,6,error)

MPI_SEND(DOPPLER,44,MPI_REAL8,0,21,6,error) > MPI_RECV(DOPPLER,44,MPI_REAL8,0,21,6,status,error) MPI_RECV(DENXL,44,MPI_REAL8,0,5,newcomm...) < MPI_SEND(DENXL,44,MPI_REAL8,0,5,6,error)

MPI_SEND(COEFD,5,MPI_REAL8,0,23,6,error) > MPII_RECV(COEFD,5,MPI_REAL8,0,23,6,status,error)  flag = 0 goto 120 

MPI_SEND(CCOEF,5,MPI_REAL8,0,24,6,error) > MPII_RECV(CCOEF,5,MPI_REAL8,0,24,6,status,error)

MPI_SEND(CCWOEF,5,MPI_REAL8,0,25,6,error) > MPII_RECV(CCWOEF,5,MPI_REAL8,0,25,6,status,error)

MPI_SEND(WPOWER,1,MPI_REAL8,0,21,4,error) > MPI_RECV(WPOWER,1,MPI_REAL8,0,21,4,status,error)

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,13,4,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,13,4,status,error)

MPI_SEND(WTCOEF,5,MPI_REAL8,0,14,4,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,14,4,status,error)

MPI_SEND(DOPPLERC,5,MPI_REAL8,0,15,4,error) > MPI_RECV(DOPPLERC,5,MPI_REAL8,0,15,4,status,error)

MPI_SEND(DOPPLER,44,MPI_REAL8,0,17,4,error) > MPI_RECV(DOPPLER,44,MPI_REAL8,0,17,4,status,error)

MPI_SEND(COEFD,5,MPI_REAL8,0,18,4,error) > MPII_RECV(COEFD,5,MPI_REAL8,0,18,4,status,error)

MPI_SEND(CCOEF,5,MPI_REAL8,0,19,4,error) > MPII_RECV(CCOEF,5,MPI_REAL8,0,19,4,status,error)

MPI_SEND(CCWOEF,5,MPI_REAL8,0,20,4,error) > MPII_RECV(CCWOEF,5,MPI_REAL8,0,20,4,status,error)

MPI_SEND(TTS,1,MPI_INT,0,16,4,error) > MPI_RECV(TTS,1,MPI_INT,0,16,4,error)

TTS = 0 continue

130 convergence check 

MPI_RECV(TOTALCONV,1,MPI_INT,0,11,4,error) < MPI_SEND(TOTALCONV,1,MPI_INT,0,11,4,error)

MPI_RECV(TOTALCONV,1,MPI_INT,0,15,6,status,error) < MPI_SEND(TOTALCONV,1,MPI_INT,0,15,6,error) if convergence=1 continue, if not goto 10

if flag =1 continue/ if not go to 20 if flag =1 continue/ if not go to 36

SUB2DYN

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,5,6,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,5,6,status,error)

MPI_SEND(WTCOEF,5,MPI_REAL8,0,6,6,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,6,6,status,error)

MPI_SEND(DOPPLER,5,MPI_REAL8,0,20,6,error) > MPI_RECV(DOPPLER,5,MPI_REAL8,0,20,6,status,error) 15

20 MPI_RECV(TCOEF,5,MPI_REAL8,0,9,4,status,error) < MPI_SEND(TCOEF,5,MPI_REAL8,0,9,4,error)

CFLUVS.F MPI_RECV(DCOEF,5,MPI_REAL8,0,8,4,status,error) < MPI_SEND(DCOEF,5,MPI_REAL8,0,8,4,error)

NK CALCULATION

supose end of steady state

NDTRAN.F

DYN2SUB

MPI_BARRIER(6,error) MPI_BARRIER(6,error)

MPI_RECV(sum_powdist,1,MPI_REAL8,0,11,6,...) < MPI_SEND(sum_powdist,1,MPI_REAL8,0,11,6,...)

MPI_RECV(PCOEF,5,MPI_REAL8,0,3,6,...) < MPI_SEND(PCOEF,5,MPI_REAL8,0,3,6,...)

MPI_RECV(POW_WS,1,MPI_REAL8,0,12,6,...) < MPI_SEND(POW_ST,1,MPI_REAL8,0,12,6,...)

BILFLU.F

MPI_SEND(WPOWER,1,MPI_REAL8,0,26,6,error) > MPI_RECV(WPOWER,1,MPI_REAL8,0,26,6,status,error)

TH CALCULATION TH CALCULATION

CADTMY.F

MPI_RECV(timelong,1,MPI_INT,0,22,6,status,error) < MPI_SEND(timlong,1,MPI_INT,0,22,6,error)

CPHYSO send flag = 0 (no first time step)

MPI_RECV(flag-close,1,MPI_int,0,18,6,status,error) < MPI_SEND(flag_close,1,MPI_INT,0,18,6,error)

if flag =1 continue / if noit go to 104

104

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,13,6,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,13,6,status,error) 10 USCASE.F

MPI_SEND(WTCOEF,5,MPI_REAL8,0,14,6,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,14,6,status,error) MPI_RECV(TCOEF,5,MPI_REAL8,0,2,newcomm,...) < MPI_SEND(TCOEF,5,MPI_REAL8,0,2,6,error)

MPI_SEND(DOPPLER,5,MPI_REAL8,0,19,6,error) > MPI_RECV(DOPPLER,5,MPI_REAL8,0,19,6,status,error) MPI_RECV(DCOEF,5,MPI_REAL8,0,3,newcomm...) < MPI_SEND(DCOEF,5,MPI_REAL8,0,3,6,error)

MPI_SEND(DOPPLER,44,MPI_REAL8,0,21,6,error) > MPI_RECV(DOPPLER,44,MPI_REAL8,0,21,6,status,error) MPI_RECV(TEMXL,44,MPI_REAL8,0,4,newcomm,...) < MPI_SEND(TEMXL,44,MPI_REAL8,0,4,6,error)

MPI_SEND(COEFD,5,MPI_REAL8,0,23,6,error) > MPII_RECV(COEFD,5,MPI_REAL8,0,23,6,status,error) MPI_RECV(DENXL,44,MPI_REAL8,0,5,newcomm...) < MPI_SEND(DENXL,44,MPI_REAL8,0,5,6,error)

MPI_SEND(CCOEF,5,MPI_REAL8,0,24,6,error) > MPII_RECV(CCOEF,5,MPI_REAL8,0,24,6,status,error)  flag = 0 goto 120 

MPI_SEND(CCWOEF,5,MPI_REAL8,0,25,6,error) > MPII_RECV(CCWOEF,5,MPI_REAL8,0,25,6,status,error)

MPI_SEND(WPOWER,1,MPI_REAL8,0,21,4,error) > MPI_RECV(WPOWER,1,MPI_REAL8,0,21,4,status,error)

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,13,4,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,13,4,status,error)

MPI_SEND(WTCOEF,5,MPI_REAL8,0,14,4,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,14,4,status,error)

MPI_SEND(DOPPLER,5,MPI_REAL8,0,15,4,error) > MPI_RECV(DOPPLER,5,MPI_REAL8,0,15,4,status,error)

MPI_SEND(DOPPLER,44,MPI_REAL8,0,17,4,error) > MPI_RECV(DOPPLER,44,MPI_REAL8,0,17,4,status,error)

MPI_SEND(COEFD,5,MPI_REAL8,0,18,4,error) > MPII_RECV(COEFD,5,MPI_REAL8,0,18,4,status,error)

MPI_SEND(CCOEF,5,MPI_REAL8,0,19,4,error) > MPII_RECV(CCOEF,5,MPI_REAL8,0,19,4,status,error)

MPI_SEND(CCWOEF,5,MPI_REAL8,0,20,4,error) > MPII_RECV(CCWOEF,5,MPI_REAL8,0,20,4,status,error)

MPI_SEND(TTS,1,MPI_INT,0,16,4,error) > MPI_RECV(TTS,1,MPI_INT,0,16,4,error)

TTS=1 then no need to check convercence goto  15

totalconv=1

MPI_RECV(TOTALCONV,1,MPI_INT,0,15,6,status,error) < MPI_SEND(TOTALCONV,1,MPI_INT,0,15,6,error)

if flag =1 continue SUB2DYN

MPI_SEND(CLCOEF1,5,MPI_REAL8,0,5,6,error) > MPI_RECV(CLCOEF,5,MPI_REAL8,0,5,6,status,error)

MPI_SEND(WTCOEF,5,MPI_REAL8,0,6,6,error) > MPI_RECV(WTCOEF,5,MPI_REAL8,0,6,6,status,error)

MPI_SEND(DOPPLER,5,MPI_REAL8,0,20,6,error) > MPI_RECV(DOPPLER,5,MPI_REAL8,0,20,6,status,error) 15

20 MPI_RECV(TCOEF,5,MPI_REAL8,0,9,4,status,error) < MPI_SEND(TCOEF,5,MPI_REAL8,0,9,4,error)

MPI_RECV(DCOEF,5,MPI_REAL8,0,8,4,status,error) < MPI_SEND(DCOEF,5,MPI_REAL8,0,8,4,error)

goto10

SYRTHES DYN3D_SP3 MAIN_NHESDYN NEPTUNE_CFD 
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12 Annex C. The NHESDYN communication. 

A complete description of the MPI instruction used at each moment is showed below. 

The information flux for both types of calculation: Stead state and transient, can be fol-

lowed. Fig. 12-1 shows a detail flow chart or the coupling process, flowing the tagged 

steps the communication is developed as follows: 

 The SYRTHES code recognizes the first iteration by the information provided 

by DYNSTART.F and sets an independent time step form the CFD code.  

 The TH parameters from NEPTUNE_CFD are sent via USCASE to the 

NHESDYN code (step1). The TH info generated by SYRTHES is send via 

CPHYSO.F to NHES2DYN_INI.F (step2). 

 NEP2MAIN_INI.F sends the CFD data to NHES2DYN_INI.F (step 3). 

 DYN3D_SP3 performs the first NK time step calculation and enters in the 

STATIC.F routine.  

 In step 4, SYRTHES receives the data (power, power map distribution and sum 

power distribution) by the routine DYN2NHES.F inside STATIC.F. 

 SYRTHES and NEPTUNE_CFD perform the TH time step calculation. 

 SYRTHES sends the fuel Doppler temperature to the STATIC.F routine (step 5) 

who resent it to the main code (step7) in the meanwhile NEPTUNE_CGD has 

sent the TH info to the main code in step 6. 

 NHESDYN recognizes the steady state and with all the information collected 

exectes the convergence loop for the TH variables.  

 If convergence is not reached the previos steps are repeated. With the NK code 

looping the STATIC.F routing and providing always the same power. 

 If convergence is reached, CPHYSO.F sends the Doppler to NHES2DYN.F 

(step 8), and MAIN2DYN.F send the TH feedback to NHES2DYN.F too (step 

9). 

 DYN3D_SP3 executes a new time step calculation. 

 If the next time step is no longer a NK steady state, the TRANSIT.F routine is 

called. It sends the power to the CFLUVS.F routine in the SYRTHES code 

(step10). 

 Then the TH tools can calculate again a new time step. 

 The SYRTHES TH info is send from CPHYSO.F to the routine NHES2DYN.F 

(step11),  and the CFD code repeats the step 6. 

 The Doppler previously sent in step 11 is transferred to the main code in step 12 

to visualize all the TH parameters. The convergence loop is no longer executed. 

 DYN3D_SP3 collects all the info via step 8 and 9 for the next NK calculation. 
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13 Annex D. Modified routines in each code 

13.1 NHESDYN  

 NHESDYN.F : Main code that controls the coupled solution by implementing 

MPI instructions. 

 USPOLY.F : last square method for the creation of polynomial functions 

 INTERP.F : interpolation routine to obtain a value form a polynomial function 

13.2 NEPTUNE_CFD  

 RUNCASE.SH : The script that launches the CFD code has to modified to be 

executed in a new MPI environment. It also determines whether NEP-

TUNE_CFD runs coupled with SYRTHES or stand alone.  

 CS_BASE.C : Initializes the MPI process as a client of the main program. 

 USCASE.F : Averaged values for temperatures, densities, VF, etc. are calculated 

by this routine. It also sends the information to the main program. 

 USCLIM.F : Any boundary conditions concerning TH are controlled by calling 

an external data file via this routine.    

 USKPDC.F : Local pressure drop can be set by modifying this routine. 

 USINI.F : Initial values for velocities, VF, turbulent kinetic energy or pressure 

field.  

 XPLUS.F : Calculates the y+ values  

13.3 SYRTHES  

 CFLUVS.F : Sets the volumetric heat flux in a specific domain (fuel). It receives 

information from the NK code. 

 XFLUX.F : Sets the heat flux in a surface used for the TH tools validation. 

 CADTMY.F : Sets the dependences in the time step, can be NEPTUNE_CFD 

dependent or independent. 

 CPHYSO.F : Material properties (densities, heat capacity and conductivity) are 

defined in this routine. It controls the communication with the NK too. 

 SYRTHES.DATA : Standard input file for SYRTHES. Determines whether 

SYRTHES is executed coupled with NEPTUNE_CFD or stand alone. 

 SYRTHES.ENV : Standard input file which points to the mesh, and files loca-

tion. 

 SYRT.ERM_C2.C : Initializes the MPI process as client of DYN3D. 

 SYRT.ERM_C1.C : Finalizes the MPI process. 

 BILFLU.F : The heat flux at the interface solid/liquid is registered by this rou-

tine. 
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13.4 DYN3D_SP3  

 MPI_INI.F: initializes the MPI environment as a spawn process of the main 

progam. 

 MPI_END.F: finalizes the MPI environment. 

 DYNSTART.F : Sends the first flat telling SYRTHES the NK code is in steady 

state. 

 NHES2DYN_INI.F : Gets the TH parameters of the first iteration. 

 STATIC.F: Manages the information exchange during the NK steady state cal-

culations. 

 NHES2DYN.F : Receives information from the TH tools 

 DYN2NHES.F : Sends information to the TH tools 

 TRANSIT.F : Manages the information exchange during the NK transient cal-

culations. 

 NDOBOU_MG.F : Makes the code to recognize single pin geometries. 

 NDINCRS22.F : Modified to support the new BWR cross sections. 

13.5 DYNSUB  

 NDDYNT_DYNSUB.F : Modified to call the rhotem.F routine  

 ROTHEM.F : This routine finds the arrays for the density, Doppler and mod-

erator temperature for any axial level needed and stores them in a data file. 

 SUBCHANFLOW_TRANSIENT.F90 : Was modified to support guided 

mass flow transients. 

 A2_VAR_GLOBAL.F90 : A new variable was defined to support the guided 

mass flow transients.  

13.6 SUBCHANFLOW 

 A5_FUELPROP.F90 : Set the material properties for the fuel according to 

SYRTHES.  

 A6_CLADPROP.F90 : Set the material properties for the clad according to 

SYRTHES. 

 SUBCHANFLOW_TRANSIENT.F90 : Occasionally the routine is modified 

to show results every time step by calling the routine results.f90. 

 RESULTS.F90 : Shows temperature, heat flux, pressure, mass flow, etc. at each 

node. 
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14 Annex E. The NHESDYN Validation. 

14.1 Keff deviation during a transient 

When in the coupled solution the transient starts is possible to calculate the error in the 

calculation of the Keff against the eigenvalue computed during the steady state. The big-

gest relative errors take place during the power changes due to the initialized thermal 

transient (Fig. 14-1). The relative error is illustrated for the different NHESDYN simula-

tion in Fig. 14-2 and it is always bellow 10-5. In an explicit coupling to maintain under 

control this variable is important the selection of a small enough time step, otherwise the 

convergence of the system can be compromised. 

 

Fig. 14-1. Water temperature evolution imposed at the inlet purposed for the transient case analysis. 

 
Fig. 14-2. Deviation of the Keff during the temperature step transient. comparison for different NHESDYN 

resolutions (R1, R2 and R3). 
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14.2 DYN3D_SP3/SYRTHES power transfer error    

During the mapping operations, the power calculated by DYN3D is transferred to the 

heat conduction code SYRTHES by executing the instructions explained in paragraph 

5.7.5. The amount of operation carries a numerical error in the real power produced by 

the NK code and the one that SYRTHES finally reads. The relative error between the 

total power provided by DYN3D and the power registered in SYRTHES is shown for 

the temperature step transient by Fig. 14-3. Here, for configurations R1 and R2 the error 

is similar, for the case R3 this value is higher. The error is constant during stable condi-

tions (around 0.04%), and increases during the power peaks of the transient reaching 

±0.6%.  

 
Fig. 14-3. Power transfer error from DYN3D to SYRTHES during the temperature step transient. Compari-

son for different resolutions of NHESDYN: (R1, R2 and R3). 

14.3 Gap modeling approach in DYNSUB 

The narrow region between the fuel and clad of the pin is called gap and it is fulfilled 

with helium. This domain is modelled in a different way by NHESDYN and DYNSUB. 

NHESDYN calculates the local convective HTC taking into account the wall tempera-

ture of the fuel and clad. DYNSUB sets a constant HTC for the gap domain, this is de-

fault value of 104 (W/m2K). The averaged value calculated by NHESDYN during the 

steady state is slightly higher: 11710 (W/m2K). This value is set in DYNSUB as a default 

value for the HTC at the gap. Fig. 14-4 illustrates the sensitivity of the DYNSUB simula-

tions to this variable. Here, the axial distribution for the center line, outer surface and 

Doppler temperature of the fuel are shown together with two NHESDYN simulations 

(R1 and R2), simulation R3 is neglected due to its lack of accuracy. As expected, the val-

ue 11710 (W/m2K) for the gap HTC in DYNSUB computes closer results to NHES-

DYN.  
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Fig. 14-4. Axial distribution for: center line, outer fuel, and Doppler temperatures. Comparison for DYNSUB work-

ing with two HTC (104 and 11710 W/m2K) and two NHESDYN resolutions (R1 and R2). 
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The total averaged Doppler temperature and moderator density of the temperature step 

transient simulations are illustrated in Fig. 14-5 and Fig. 14-6 comparing the two differ-

ent HTC for the gap modelling in DYNSUB. 

The local averaged Doppler temperature of the pin (Fig. 14-5) has a better agreement 

with NEHSDYN cases (R1 and R2). The total averaged moderator temperature of the 

pin (Fig. 14-6) is not significantly affected by the change of the HTC at the gap, the since 

both data match. The gap modelling only affects the temperatures of the fuel domain.  

  

Fig. 14-5. Total averaged Doppler temperatures: Comparison for DYNSUB working with two gap HTC (104 

and 11710 W/m2K) and two NHESDYN resolutions (R1 and R2). 

 

 
Fig. 14-6. Total averaged moderator temperatures: Comparison for DYNSUB working with two gap HTC (104 

and 11710 W/m2K) and two NHESDYN resolutions (R1 and R2). 
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