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Abstract

The German weather radar network comprises 17 C-Band dual polarisation

Doppler radar systems evenly distributed throughout Germany for complete

coverage. They provide unique information about precipitation in three di-

mensions and high temporal and spatial resolution. Up to now, these 3D data

are not used within the numerical weather prediction COSMO model of DWD.

This thesis contributed to the development of a radar forward operator for the

COSMO model to derive synthetic radar measurements from the predicted mod-

el variables, in order to facilitate model verification (and data assimilation) us-

ing these data. These can be ways to improve the quantitative precipitation

forecast based on numerical models.

This radar forward operator simulates the radar observables reflectivity and

radial velocity. The model values are interpolated from the model grid onto the

spherical coordinates of the radar system (azimuth, elevation, range). Several

physical processes and geometric effects affecting radar measurements are con-

sidered, so as to make simulations and observations as comparable as possible.

The focus of this thesis is the calculation of the reflectivity with the possibil-

ity of using full Mie theory (with or without attenuation of the radar pulse)

or simpler Rayleigh approximation. Furthermore lookup tables are applied to

drastically enhance the computational efficiency of the Mie calculations which

are very costly otherwise.

In the second part of this thesis the operator has been used for verification

of the operational cloud microphysical scheme which is applied for resolutions

sufficiently high to permit explicit calculation of convection within the COSMO



model. This has been done by comparing measured data with the simulated out-

put of the radar forward operator by using and refining the method of CFADs.
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Kurzfassung

Der deutsche Radarverbund besteht aus 17 C-Band Dopplerradargeräten aus-

gestattet mit Dual-Polarisationstechnik. Deutschlandweit liefern diese Geräte

einzigartige, zeitlich und flächendeckend hochaufgelöste, dreidimensionale In-

formationen über Niederschlag. Bisher werden diese 3D-Daten jedoch kaum

im COSMO-Model, dem numerischen Wettervorhersagemodell des Deutschen

Wetterdienstes (DWD), verwendet. Diese Arbeit lieferte einen Beitrag zur Ent-

wicklung eines Radarvorwärtsoperators für das COSMO-Model für die Herlei-

tung von künstlichen Radarmessgrößen aus den prognostizierten Modellvaria-

blen. Damit soll es für die Modellverifikation (und Datenassimilation) erleich-

tert werden, diese Daten zu verwenden. Die auf Modellrechnungen basierende

quantitative Niederschlagsvorhersage kann dadurch verbessert werden.

Der Radarvorwärtsoperator simuliert die Radarmessgrößen Reflektivität und

Radialgeschwindigkeit. Dabei werden die Werte vom Modellgitter in polare

Radarkoordinaten (Azimut, Elevation, Radialentfernung) interpoliert. Bei der

Simulation werden verschiedene physikalische Prozesse und geometrische Ef-

fekte berücksichtigt, um die somit erhaltenen Größen mit den Messwerten so

vergleichbar wie möglich zu machen. In dieser Arbeit liegt der Fokus auf der

Berechnung der Reflektivität. Dabei gibt es die Möglichkeit die vollständige

Mie-Theorie (mit oder ohne Dämpfung des Radarstrahls) oder eine vereinfach-

te Rayleigh-Näherung zu verwenden. Zudem sorgen Lookup-Tabellen für eine

deutliche Verbesserung der Rechenzeit für die ansonsten sehr kostenintensive

Berechnung der Mie-Theorie.

Im zweiten Teil dieser Arbeit wurde der Operator in Hinblick auf die Veri-

fikation von wolkenmikrophysikalischen Prozessen verwendet, bei einer Auf-



lösung des COSMO-Modells, die es erlaubt Konvektion explizit zu berechnen.

Dafür wurden Vergleiche von gemessenen Werten mit der simulierten Ausgabe

des Radarvorwärtsoperators herangezogen. Die für den Vergleich verwendete

CFAD-Methode wurde dabei genauer untersucht.
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1 Introduction

Weather radar systems detect clouds and particularly precipitation at a high tem-

poral and spatial resolution and is thus superior to any other measurement tech-

nique of these parameters. With its increasing deployment in the last decades

resulting in a nationwide coverage of radar observables, they provide data that

are useful, as e.g., for validation of ground-based precipitation measurements.

Moreover, the analysis of radar data tracks of severe thunderstorms can be

extracted (Handwerker, 2002) and damaging hail tracks can be investigated

(Puskeiler, 2013). Radar data give unique information on temporal and spa-

tial processes leading to clouds and precipitation. Consequently, since numeri-

cal weather prediction (NWP) models simulate the formation and development

of clouds and precipitation, it is obvious that it should be able to derive radar

products based on the output of appropriate fields of these water constituents

(hydrometeors). Thus, hints and conclusions about the representation of at-

mospheric water particles within the model system can be drawn, which is an

important step towards further improving microphysical schemes and their pre-

diction.

The basic problem in combining measured with modelled radar data is that

the quantities given by radar systems are not directly comparable to the model

output. Firstly, the radar observables (reflectivity, radial velocity and polarisa-

tion parameters) do not represent specific variables of the model, like pressure,

temperature, wind or the total mass fraction of the water constituents in the at-

mosphere. Secondly, the observed radar values are available on a coordinate

grid related to the radar instrument that differs from the numerical grid of the

model. The main objective of this project to be presented here is the provision

1



1 Introduction

of radar data for model verification. Note that in an accompanying project the

main objective is the delivery of radar data for data assimilation (Zeng, 2013).

For both applications a so-called radar forward operator has been developed,

a tool that calculates the radar observables (in the following reflectivity and ra-

dial velocity) from the predicted model variables and represents them in the

same coordinate system as a ’real’ radar would measure. The program mod-

ule is embedded in the DWD’s (Deutscher Wetterdienst, the national meteoro-

logical service of Germany) numerical weather prediction model that is called

COSMO1 model (formerly named “Lokal Modell” LM), and customised for

the German radar network of DWD comprising 17 C band dual polarisation

Doppler radar systems.

This radar forward operator differs from others (Lindskog et al., 2004; Cau-

mont et al., 2006; Pfeifer et al., 2008) in its physical completeness and accuracy,

especially with respect to the propagation of electromagnetic radiation in the at-

mosphere (describing the geometry of the radar beam) as well as the scattering

by atmospheric targets (hydrometeors). Since the operator is going to be also

used for operational data assimilation, additional effort is made to minimise

the computational cost which is realised by simplifications/approximations as

well as by explicit vectorisation and parallelisation of the program code. The

complete forward operator has a modular design that also enables adjusting the

balance between accuracy and efficiency as required.

This thesis is organised as follows: the COSMO model is briefly presented

in chapter 2, the microphysics of clouds and precipitation in chapter 3 and the

measuring technique of weather radar in chapter 4. The main topic of this work

is divided into two parts. First, in chapter 5 the development of the radar for-

ward operator is elaborated, with special emphasis on the simulation of the

radar reflectivity. This includes the possibility of using the full Mie theory with

or without extinction as well as the simpler Rayleigh approximation. Further-

more, lookup tables are calculated to speed-up the complex Mie calculation on

1Consortium for Small Scale Modelling
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request. All these methods are discussed in great detail in the following. The

second part (chapter 6) presents a number of examples with respect to model

verification. In this regard, the results in form of contoured frequency by alti-

tude diagrams (CFADs) are discussed, that compare vertically stratified areal-

mean statistics.

It is finally stressed that a second PhD project, performed by Yuefei Zeng

(2013), was intended in close cooperation to this work. At first, the develop-

ment of the radar forward operator was distributed in equal parts between both

projects. Afterwards, Y. Zeng focused on the application of the operator in data

assimilation as mentioned above.

3





2 The COSMO Model

2.1 General Overview

The national meteorological service of Germany, Deutscher Wetterdienst (DWD),

uses the COSMO model (Schättler et al., 2012; Baldauf et al., 2011), a non-

hydrostatic, limited area atmospheric model, for operational numerical weather

prediction (NWP) as well as for other scientific purposes. The first version of

the model that had been developed at the DWD became operational in 1999,

initially under the name of “Lokal Modell” (LM). Since then the further devel-

opment of the model has been maintained by COSMO – Consortium for Small-

scale Modelling – an organisation consisting of several meteorological services

and other national organisations. Currently they are from the seven European

countries Germany, Switzerland, Italy, Greece, Poland, Romania and Russia.

At present two variants of the COSMO model are used operationally at DWD,

firstly the so-called COSMO-EU, which roughly covers the region of Europe,

and secondly the higher resolution COSMO-DE for Germany and its neighbour-

ing countries. The main parameters of both models are displayed in Table 2.1

and an overview of their respective domain is shown in Figure 2.1. Even though

both variants are based on the same basic model code, some equations and

Table 2.1: Comparison of both COSMO model variants that run operationally at DWD.

name of the operational horizontal grid grid size time step forecast

model since length [km] horizontal vertical [s] range [h]

COSMO-EU 1999 7 665×657 40 40 78

COSMO-DE 2007 2.8 421×461 50 25 21

5



2 The COSMO Model

(a) (b)

Figure 2.1: (a) Domain of COSMO-EU in orographic view (colour bar in m a.s.l.). The framed

box marks the embedded higher resolved COSMO-DE with the contours of Ger-

many. (b) Domain of COSMO-DE in political view, with Germany highlighted.

model parameters given in this thesis may apply to COSMO-DE. This is true

especially for the microphysical treatment of the parametrisation of clouds and

precipitation used in the model (cf. section 3.3). Since the regional COSMO

model is a limited area model, lateral boundary conditions are needed. For

COSMO-DE they are provided by COSMO-EU and in turn COSMO-EU ob-

tains its boundary data from the global model GME, that had also been devel-

oped at DWD. The initial data for each forecast are given by separate continous

data assimilation cycles2 for both COSMO variants.

2.2 Model Equations

The COSMO model uses non-hydrostatic, compressible, hydro-thermodynam-

ical equations to quantify the atmospheric flow of dry and moist air (Doms,

2011). The temporal evolution is described by so-called prognostic equations,

derived from Euler equations and Reynolds averaging of turbulent motion. The

23h-forecasts started every 3h from the end state of the last forecast.

6



2.2 Model Equations

time-dependent prognostic variables are wind~v, pressure p, temperature T and

mass fractions of the different constituents of atmospheric water qx (which later

will be unravelled more specifically). Additionally there are time-independent

diagnostic variables, most important the total density of air ρ .

The governing equation for the three-dimensional wind ~v = {u,v,w} is ob-

tained from the budget equation of momentum

ρ
d~v
dt

=−∇p+ρ~g−2~Ω× (ρ~v)−∇ ·T . (2.1)

The main forces are pressure gradient force ∇p, gravity acceleration~g, Coriolis

force due to rotation of the earth with angular velocity ~Ω and friction described

by the (Reynolds) stress tensor T.

The pressure tendency equation and the heat equation are

d p
dt

=−
(

cp

cV

)
p∇ ·~v+

(
cp

cV
−1
)

Qh +

(
cp

cV

)
Qm , (2.2)

ρcp
dT
dt

=
d p
dt

+Qh , (2.3)

cp and cV are the specific heats at constant pressure and constant volume, re-

spectively. Qh is the diabatic heating (if positive) or cooling (if negative) and

Qm describes the impact of changes of the different qx-terms in moist air. Both

contributions, Qh and Qm, are neglected at present in the pressure equation.

The mass fraction of the water constituents qx ≡ ρx/ρ can be subdivided

into the specific content of water vapour qv, which is identical with the specific

humidity, the specific content of liquid water ql, namely cloud droplets and rain,

7



2 The COSMO Model

and frozen water q f , that can be cloud ice, snow, graupel or hail. The budget

equations are combined in

ρ
dqx

dt
=−∇ ·~Jx + Ix , (2.4)

with ∑
x

Ix = Iv + Il + I f = 0

and ∑
x

qx = qd +qv +ql +q f = 1

⇓

ρ
dqv

dt
=−∇ · ~Fv− (Il + I f ) , (2.5)

ρ
dql, f

dt
=−∇ · ( ~Pl, f + ~Fl, f )+ Il, f . (2.6)

Ix represent the sources and sinks resulting from phase changes and collision

processes between the liquid and frozen water constituents. The conservation

of theses terms connects the budget equations of qv, ql and q f , respectively. ~Jx

stand for diffusion fluxes, namely the precipitation fluxes ~P and the diffusive

fluxes ~F of water vapour (index v) or non-vaporous water (index l, f ) respec-

tively. The equations (2.1)-(2.4) represent the prognostic equations that are used

in the COSMO model, where (2.4) subdivides into (2.5) and (2.6), respectively.

Based on the equation of state of an ideal gas, the density of the gaseous

atmospheric air ρdv (dry air and water vapour) can be described,

p = ρdvRT ⇒ p = ρdv(Rdqd +Rvqv)T , (2.7)

where the total specific gas constant R is divided into the dry part of the air and

the content of water vapour in the atmosphere. Hence, the diagnostic equations

for the total density ρ of moist air and its liquid and frozen water constituents

is derived, neglecting the small contribution of the finite (non-zero) volume of

frozen and liquid particles themselves

ρ =
p

Rd

(
1+
(

Rv
Rd
−1
)

qv−ql−q f

)
T
. (2.8)
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2.3 Horizontal and Vertical Grid Structure

Equation (2.8) together with the prognostic equations represents the total set of

budget equations of the COSMO model.

2.3 Horizontal and Vertical Grid Structure

The COSMO model uses a spherical coordinate system analogue to the geo-

graphic coordinate system with longitude λ and latitude ϕ to define the horizon-

tal grid structure on a spherical earth. However, for a mathematical description

two numerical difficulties arise from the convergence of the meridians (lines

of constant longitude) towards the poles. First, both poles form a mathemat-

ical singularity where all meridians collapse at one single point. Second, the

grid structure is more strongly distorted the closer the computational domain is

located to the poles. This distortion is maximum at the poles and becomes a

minimum near the Equator. Since the COSMO model is a limited area model

these problems can be avoided by rotating the coordinate system relative to the

original geographic system. The principle is shown by following simplified

chart:

original geographic Geographic geographic point of the rotated

grid (long.,lat.) ⇐ North Pole y rotated north pole ⇒ grid

(λg,ϕg) 90◦N,0◦W PN = (λ N
g ,ϕN

g ) (λ ,ϕ)

The transformation is done by defining a point PN as new northern pole of the

coordinate system (transformation equations see Doms, 2011). The new prime

meridian is defined as the meridian that runs through both the new and the orig-

inal North Poles. In case of the coordinate system used in both COSMO model

variants, PN is located in the Pacific Ocean at 40◦N,170◦W and hence the Equa-

tor of the rotated grid runs through the middle of Europe. For the COSMO-DE a

0.025◦-resolution of λ and φ results in a grid spacing of approximately 2.8 km.

The vertical grid structure of the COSMO model is defined by terrain-fol-

lowing coordinates. This means the model layers adapt to the contour of the

orography, see Figure 2.2. Thus, the model orography provides – a numerically

9



2 The COSMO Model

easy to handle – lower boundary condition. At upper levels the terrain-following

layers gradually turn into layers of constant altitude or pressure. The transition

takes place linearly and is completed at the interfacial height, which can be

chosen arbitrarily. From the interfacial height to the top of the model domain

the horizontal layers remain plane. This dual principle of terrain-following and

constant vertical layers is a so-called hybrid coordinate system. In Figure 2.2

should one recognise that the single layers are not equidistant. The spacing re-

duces towards the surface in order to enable a better resolution of the important

physical processes that take place in the planetary boundary layer. The elevation

of each layer is denoted by ζ . Together with the rotated spherical coordinates

the three-dimensional location of a grid point is defined by (λi,ϕ j,ζk).

A characteristic of the grid structure used in the COSMO model is the dis-

tribution of the model variables on the grid points. Every grid point marks the

centre of a grid box on which the all variables except of the three-dimensional

wind components are defined. These are displaced by half a grid length in

their corresponding direction. Figure 2.3 demonstrates this arrangement. The

method is well-known as Arakawa C/Lorenz-grid and allows a more accurate

mathematical description and minimises numerical errors.

Because of the limited coarse discretisation of the model grid structure in

time and space, most physical processes can not explicitly be solved by the

model, depending on the grid size and the magnitudes the physical processes

happening, respectively. Therefore parametrisation schemes have to be devised

in order to capture even the smallest scale processes (e.g. turbulence and ra-

diation). Most importantly that applies to the description of the development

of clouds and precipitation, which play a central role in this thesis and hence a

separate chapter (3) is dedicated to this subject.

10



2.3 Horizontal and Vertical Grid Structure

Figure 2.2: A two-dimensional display of the hybrid vertical model layers (in analogy to Step-

peler et al., 2003) for an example of a simplified hill (filled grey). The interfacial

height (dashed line) separates terrain-following layers from the layers of constant

height coordinate (this can be altitude or pressure).

Figure 2.3: Arrangement of the model variables on an Arakawa C/Lorenz grid. The wind com-

ponents are displaced by half a grid step. (Doms, 2011)

11





3 Microphysics of Clouds and Precipitation

3.1 Formation of Clouds and Precipitation

The atmosphere is a mixture of dry air and water, where water can exist in all

states of matter: vapour, liquid and solid. The gaseous constituents are consid-

ered as ideal gases and the total density ρ can be described with the generalised

equation of state (2.8) presented on page 8. The principal task of cloud mi-

crophysics is to describe all atmospheric processes leading to clouds and pre-

cipitation. In numerical weather prediction cloud microphysical schemes are

used to parameterise the quantitative effects of these processes. The following

explanations are mainly based on the descriptions from the textbook of Rogers

(1979).

Water particles can be categorised according to their size, shape, formation,

phase state as well as fall velocity, but some of these properties determine

each other. However, their main distinctive features are their phase state and

their characterisation as non-precipitating cloud constituents and those compris-

ing precipitation. Other than precipitation particles, cloud particles are small

enough to have an only small fall velocity compared to the surrounding ascend-

ing and descending air currents. These particles are either completely liquid

(cloud water) or completely frozen (cloud ice). Precipitation particles are typ-

ically subdivided into rain and mixed-phase states (of ice/air or ice/(air/)water,

when partially melted) like snow, graupel, and sometimes hail. A detailed de-

scription of all these different categories is given in section 3.3. Both cloud and

precipitation particles are generally denoted as hydrometeors.

13



3 Microphysics of Clouds and Precipitation

(a) (b)

Figure 3.1: Microphysical processes which form clouds and lead to precipitation. (a) Phase

changes between all three states of matter of water. (b) Collisional interactions

between the liquid and the frozen state of water.

Clouds are formed by phase transitions. The initial process to form cloud

droplets is nucleation from pure water vapour by condensation. This is called

homogeneous nucleation, which requires several hundred percent saturation of

relative humidity. For this reason it does not occur in the atmosphere. The

more realistic process is heterogeneous nucleation that is the formation of wa-

ter droplets on atmospheric aerosols, so-called cloud condensation nuclei. The

same is also true for cloud ice, which can be produced either by freezing of su-

percooled cloud droplets, requiring ice nuclei, or by deposition of water vapour

at deposition nuclei, respectively. Of course, all these phase transitions can also

act in reverse, leading back to liquid water and water vapour, respectively, as

shown in Figure 3.1(a).

In a warm cloud, where the temperature anywhere within the cloud is not

colder than 0◦C, only liquid water droplets exist. Once cloud water has formed

the created cloud droplets grow either by diffusion of molecules of water vapour

– in other words by further condensation – or by collection of slowly falling

small water droplets by the faster larger ones. The efficiency of this collision-

coalescence-process can be defined by the following expression:

collection efficiency = coalescence efficiency× collision efficiency ,

14



3.2 Particle Size Distributions

with the

collision efficiency =
number of collisions in path
number of droplets in path

,

accounting for deflection in consequence of the surrounding current, and the

coalescence efficiency =
number of coalescence events

number of collisions
.

The collisional interactions between the primary cloud droplets are the domi-

nant processes through which ’warm’ precipitation develops. If growth contin-

ues the cloud droplets turn into raindrops that can reach the ground before they

are completely evaporated below cloud base. If cloud droplets interact with

each other to form raindrops the process is called autoconversion. The process

of raindrops growing at the expense of cloud droplets is referred to accretion

(Kessler, 1969).

If the temperature within the cloud drops below 0◦C or the cloud top rises

to altitudes above the freezing level besides supercooled droplets also cloud

ice can occur. Cloud ice grows either by further deposition of water vapour or

by collision interactions. In such a mixed-phase cloud interactions emerge be-

tween the liquid and the solid parts of water. Accumulating and instantaneous

freezing of liquid water at the surface of frozen particles is called riming. The

collision and sticking of frozen particles, mostly ice crystals, is called aggrega-

tion. Figure 3.1(b) demonstrates all possible interactions within a mixed-phase

cloud.

3.2 Particle Size Distributions

For further considerations it is important to specify the size distribution func-

tions N(D) in terms of a size parameter, in this case the diameter D of the par-

ticles, for every type of hydrometeors. N(D)dD indicates the number of drops

per unit volume with diameters in the interval [D,D+ dD]. Early experimen-

15



3 Microphysics of Clouds and Precipitation

tal observations suggested an inverse exponential form of the number density

distribution:

N(D) = N0 exp(−λD) ,

with

NO : intercept parameter, which means a hypothetically virtual value of N(D = 0)

λ : slope factor.

For raindrops Marshall and Palmer (1948) first proposed for the two free pa-

rameters:

N0,r = 8000mm−1m−3 and λr = 4.1R−0.21 mm−1 .

with the inserted rainfall rate R in mm h−1 as new and the only free parameter

left.

Because of the irregular shape of snow (and other frozen particles) an equiv-

alent diameter conveniently replaces the real diameter, for example the corre-

sponding diameter of a water drop when the snowflake is completely melted.

Here, Gunn and Marshall (1952) gave the following approximation:

N0,s = 3800R−0.87 mm−1m−3 and λs = 2.55R−0.48 mm−1 .

A second possibility to avoid the problem of characterising the specific shape

of snow is the use of the particle mass instead of its diameter (cf. Seifert,

2002). And there is also a third possibility that defines a sphere surrounding an

arbitrary shaped ice crystal (e.g. needles). The resulting bulk density is given

by the mass of the particle divided by the equivalent volume of the surrounding

sphere.

A more generalised function describing the size spectra of the particles is the

gamma distribution

N(D) = N0Dµ exp(−λD) ,

with the spectral width or shape parameter µ as an additional free parameter (in

case of rain µ = µr). The gamma distribution is often used for cloud particles,
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3.3 Implementation in the COSMO Model

because of its modal shape and its ability to N(D)→ 0 for D→ 0. It is also

appropriate for rain drops that are evaporating and sedimenting below cloud

base.

The most generic distribution function, as estimated at present, is the gener-

alised gamma distribution with four free parameters:

N(D) = N0Dµ exp(−λDν) .

It is obvious that choosing ν = 1 will lead back to the gamma distribution and

both ν = 1, µ = 0 to the exponential form.

By means of the drop size distribution many other quantities can easily be

calculated via the moments of N(D), e.g.:

zeroth moment – number density (total number of particles per volume):

Ntot =
∫

∞

0
N(D)dD , (3.1)

third moment – equivalent to liquid water content3 (mass of liquid water per

volume):

L =
πρw

6

∫
∞

0
N(D)D3dD . (3.2)

sixth moment – radar reflectivity factor for the Rayleigh approximation of the

scattering coefficient (cf. equation (5.3) on page 50).

The more moments of the distribution function are known the more free param-

eters can be identified.

3.3 Implementation in the COSMO Model

In the COSMO model the budget equations (2.1)-(2.4) specified in section 2.2

are used for the calculation of the prognostic variables. Describing the evolution

3The ice water content would be defined with the respective parameters for frozen water.
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3 Microphysics of Clouds and Precipitation

of the liquid and frozen water content in the atmosphere a so-called one-moment

bulk water continuity model is applied (Doms et al., 2011). This means that the

only parameter that is predicted is the total mass fraction qx for various cate-

gories (index x) of hydrometeors. Therefore the size distribution for each type

should have only one free parameter. Taking the exponential distribution into

account, the slope factor λx can be related to qx whereas N0,x has to assumed

to be a constant value or vice versa. Knowing qx, the slope factor can then be

determined by inverting the following integral

qx =
N0,x

ρ

∫
∞

0
m(D)exp(−λxD)dD ,

where ρ is the total density and m(D) is the mass of the particle with diameter

D. And with the assumptions on the size distribution other moments can be

calculated.

In the COSMO-DE model the so-called three-category ice scheme or graupel

scheme is in operational use. In this configuration the following categories

are defined according to their phase state, shape, size, size distribution and fall

velocity (for references see (Doms et al., 2011)):

non-precipitating water categories:

• water vapour (qv) – gaseous aggregate state of water. The specific

content of water vapour in the atmosphere is given by the budget

equation (2.5) and provides the initial basis for the formation of all

other water categories.

• cloud water (qc) – the smallest liquid water droplets in the atmo-

sphere with diameters up to ∼ 100 µm. They have a negligible ter-

minal fall velocity and are considered as spheres. In the COSMO

model cloud water has no specific size distribution.

• cloud ice (qi) – the smallest frozen water particles in the atmo-

sphere with a pristine crystal structure (small hexagonal plates with

Di . 200 µm) and a negligible terminal fall velocity as well. The

18



3.3 Implementation in the COSMO Model

size distribution is monodisperse (defined by a δ -peak) and the tem-

perature-dependent number density, related to the freezing point

T0 = 273.15 K, is given by

Ni(T ) = N0,i exp(0.2(T0−T )) with N0,i = 1.0×102 m−3 .

– crystal mass: mi = ρqiN−1
i

– mass-size-relation: mi = am,iD3
i with form factor

am,i = 130 kg m−3

precipitating water categories:

• rain (qr) – liquid water drops with a diameter of ? 100 µm up to

5 mm. They are considered as spheres (disregarding that falling

larger drops are rather oblate).

– gamma distribution with N0,r = 6× 104 exp(3.2µr) (Ulbrich,

1983)

– water density: ρw = 1000 kg m−3

– mass-size-relation: mr = am,rD3
r with form factor

am,r = πρw/6 kg m−3

– terminal fall velocity: vT,r(Dr) = v0,rD0.5
r with

v0,r = 130 m0.5 s−1

• snow (qs) – completely frozen aggregates of ice crystals of various

shapes and comparatively small bulk density.

– exponential size distribution with the temperature-dependent

parameter N0,s(T ) according to Field et al. (2007)

– mass-size-relation: ms = am,sD2
s with form factor

am,s = 0.38 kg m−2

– terminal fall velocity: vT,s(Ds) = v0,sD0.25
s with

v0,s = 4.9 m0.75 s−1
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• graupel (qg) – ice category with higher bulk density and higher fall

velocity than snow, considered spheres.

– exponential size distribution with N0,g = 4×106 m−4 (Rutledge

and Hobbs, 1984)

– mass-size-relation: mg = am,gD3.1
g with form factor

am,g = 169.6 kg m−3.1

– terminal fall velocity: vT,g(Dg) = v0,gD0.89
g with

v0,g = 442.0 m0.11 s−1

• hail (qh) – ice category with very high bulk density and large termi-

nal fall velocity. Only used in an alternative non-operational two-

moment scheme (Seifert and Beheng, 2006; Noppel et al., 2006).

A more detailed scheme is the two-moment parametrisation, which has a sec-

ond prognostic variable per hydrometeor category. In the COSMO-DE model

this is the number density Nx (3.1) besides the mass fraction qx (Seifert and Be-

heng, 2006). Also an additional water category, namely hail, is included (Nop-

pel et al., 2006). This scheme allows for another free parameter for the size

spectrum but requires more computing time and is only used for case studies

and research applications to date.

To conclude this chapter, Figure 3.2 summarises all water categories and

microphysical processes which are parameterised in the one-moment three-

category ice scheme in the COSMO-DE model. The presented scheme has been

applied in the framework of this thesis.
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Figure 3.2: The one-moment bulk water-continuity model and three-category ice scheme or

graupel scheme that is implemented in the COSMO model with six overall water

categories (including three different types of frozen water substance). The grey

scales indicate the aggregate state analogue to Figure 3.1. The microphysical pro-

cesses are either phase transitions as in 3.1(a) indicated by the dash-dotted lines –

or interactions as in 3.1(b) indicated by the solid lines.
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4 Dual Polarisation Doppler Weather Radar

4.1 Principle of Measurement

The previous chapter focused on the theoretical description of clouds and pre-

cipitation, in this chapter an important measurement technique for these atmo-

spheric characteristics is described which is provided by weather radar systems.

These systems detect clouds and precipitation in short time intervals from re-

mote on a long range of over hundred kilometres and thus provide an essential

tool for precipitation analysis.

A radar uses radio waves (microwaves) in order to provide the detection and

ranging of present atmospheric objects, hydrometeors at its best, and moreover

to determine their characteristics. For this purpose, a short pulse of electro-

magnetic radiation with well-known frequency, intensity, duration (length) and

direction is sent into the atmosphere by a parabolic (in case of weather radar)

antenna. If the pulse hits a target whose refractive index differs from that of air,

the incoming wave is scattered and is partly reflected to the radar. The back-

scattered signal is called an “echo”, and by the amount conclusions are drawn

from it about the existence, quantity and size of the scattering objects. De-

pending on the configuration of the radar system, conclusions about the motion,

shape and state of matter of the different hydrometeor types can be made in ad-

dition. Radars are widely used in meteorology and can be applied for different

purposes. Their range of applicability for certain phenomena is determined by

the frequency (or wavelength) which is used, due to the strong variation of its in-

fluence on attenuation (see paragraph 5.4.3). Radio frequencies are divided into

so-called “bands”. Table 4.1 shows the frequency bands of the radio spectrum
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Table 4.1: List of the radar frequency bands according to the IEEE standard.

Band Frequency Wavelength Usage in meteorology

[GHz] [cm]

L 1-2 15-30 temperature measurement via radio acoustic

sounding systems

S 2-4 7.5-15 long-range detection of (heavy) precipitation

C 4-8 3.75-7.5 medium-range detection of precipitation

X 8-12 2.5-3.75 short-range detection of (clouds and) precipitation

Ku 12-18 1.67-2.5

K 18-27 1.11-1.67 detection of clouds

Ka 27-40 0.75-1.11 detection of clouds

V 40-75 0.4-0.75

W 75-110 0.27-0.4 high-resolution, short-range detection of clouds

as specified by the Institute of Electrical and Electronics Engineers (IEEE) and

their most common usage in meteorology. Most weather radars in Europe oper-

ate at C band. The following considerations are mainly based on the textbooks

of Sauvageot (1992) as well as Doviak and Zrnic (1993).

Electromagnetic radiation propagates at the speed of light (in a horizontally

stratified medium) and hence from the elapsed time before an echo is received

the range r of the scatterers can be identified. The maximum detectable range

is determined by the pulse repetition frequency (PRF), the number of pulses

per second. The antenna transmits the pulse, forming the so-called radar beam,

and from the orientation of the antenna (in addition to the arrival time of an

echo) the precise location of the scatterer in terms of (r,φ ,θ) is known. Here,

the orientation of the antenna is given by the azimuth angle φ , that is the angle

between the radar beam and a vector pointing north projected onto the surface

of the earth, and the elevation angle θ , the angle between the radar beam and

the surface of the earth.

However, the radar pulse broadens with increasing distance and hence the

received signals are from larger and larger volums. In order to describe the
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4.1 Principle of Measurement

broadening a second coordinate system is introduced denoted by the angles θp

and φp, respectively, with respect to the centre of the radar pulse. A sketch of

a single radar pulse propagating along the radar beam is shown in Figure 4.1

with the corresponding coordinate systems. Because of the beam broadening,

scatterers from an ever enlarging volume contribute to the received signal from

still one single radar pulse. This is a main problem which will be discussed in

more detail later on.

Weather radars are typically used as volume-sensing devices. During the

measurement of consecutive pulses, the antenna rotates azimuthally through

360 degrees once, then switches the elevation and rotates again. This procedure

is repeated until the final elevation is reached such that then an entire volume

scan is finished, then it starts again with the first (in most cases lowest) eleva-

tion. Thereby measurements of the atmospheric scatterers are produced inside

the volume of a cone. Figure 4.2 shows the resulting coverage of such a scan

strategy. In that way a three-dimensional and comprehensive atmospheric mea-

surement is provided and not only the precipitation reaching the ground but

moreover its formation and growth in the atmosphere can be detected. This is

one of the significant advantages of the radar technique.

Directivity and Radiation pattern

As stated before, in order to obtain a localisation as precise as possible the

antenna sends a directed and preferably narrow pulse. However, due to technical

constraints there are two restrictions that are inevitable and hence have to be

considered. As was already mentioned, the transmitted radar pulse widens with

distance both in azimuthal (φp) and in elevational (θp) direction. As the antenna

dish is usually circular as for meteorological radars, this effect is symmetrical

in both directions. Furthermore, the transmitted power density has in a good

approximation a Gaussian shaped angular distribution and therefore the power

distribution does not look like a cone as illustrated in Figure 4.1 but more like

a “lobe” as can be seen in Figure 4.3. The picture also shows, that the antenna
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4 Dual Polarisation Doppler Weather Radar

Figure 4.1: (a) Sketch of a single radar beam (light grey) with azimuth φ , elevation θ and range r

(related to a Cartesian coordinate system x,y,z) pointing to the centre of the radar

pulse (dark grey section), that broadens with distance described by the coordinates

φp and θp respectively.
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4.1 Principle of Measurement

Figure 4.2: Simplified illustration of “all” radar beams composing a so-called volume scan (in

analogy to Ruffieux and Illingworth, 2013). Here each grey scale indicates all az-

imuth scans of one single elevation step.

unfortunately does not only emit its power in the forward direction only but in

smaller parts also sideways and even backwards in additional lobes, called side

lobes and back lobe respectively. The main lobe contains the major part of the

power. In order to give a quantitative description of this effect there are two

parameters that specify the directional characteristic.

First, the direcivity D(θp,φp) is a measure of the capability of the antenna to

send the transmitted power Pt in one specific direction with power density Sdir

relative to a source that radiates isotropically with power density Siso. So, at any

distance r it is (here, first of all without attenuation)

Siso(r) =
Pt

4πr2 and Sdir(r,θp,φp) =
Pt

4πr2 D(θp,φp) (4.1)

⇒ D(θp,φp) =
Sr,dir(θp,φp)

Sr,iso
.
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Figure 4.3: Power distribution of a radar beam known as radiation pattern on a polar grid in

logarithmic scale (in analogy to Sauvageot, 1992).

For further considerations it is more convenient to use the normalised inten-

sity or radiation pattern f 2(θp,φp). Given the maximum intensity on the beam

axis, this means at D0 = D(θp = 0,φp = 0), the radiation pattern is defined by

f 2(θp,φp) =
D(θp,φp)

D0
=

Sr,dir(θp,φp)

Sr,dir(0,0)

It should be mentioned that these definitions are only valid in the far-field

region of the source of radiation, which roughly starts at a radial distance of

2d2/λ where d is the diameter of the antenna dish and λ the wavelength of the

emitted radiation. The scattering signals from objects that are located closer to

the radar are disregarded by the radar software.

Radar equation

A weather radar transmits the emitted power Pt and measures the received power

Pr which depends on a few radar parameters but most importantly on the proper-

ties of the scattering objects, in other words the backscattering cross-section σb

(its detailed definition is given in paragraph 5.4.2). Via the radar equation a re-
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lation between these quantities is created. Starting with the assumption of there

being only a single particle that scatters and as an extension of equation (4.1)

for a directional antenna, the relation has the following gross form

Pr = PtCradar

(
f 2

r2

)2 1
l2 σb .

Cradar is a technical constant of the specific radar system, including the wave-

length and some properties of the antenna, and l−2 is the part of the damping of

the radar pulse during its propagation to the position of the target. The squared

terms originate from both the path lengths from the radar to the scatterer as well

as the distance from the scatterer back to the radar.
The next step is to extend the foregoing consideration to a large number of

scatterers. Thus the radar measures at a specific time the sum of the signals
of all particles that are located in the pulse resolution volume4. Since nobody
knows exactly how the particles5 are distributed in such a volume, a uniform
distribution is presumed with diameters according to an assumed size spectral
function N(D) which was introduced in section 3.2. Consequently the radar
equation for the averaged received power from a size-distributed ensemble of
scatterers is composed as follows

Pr = PtCradar

r0+δ/2∫
r0−δ/2

+π∫
−π

+π/2∫
−π/2

dV
f 4(θp,φp)

r4 |W (r)|2 1
l2(r,θp,φp)

∞∫
0

dDσb(D)N(D,r,θp,φp) ,

(4.2)

with dV = dV (r,φp,θp) = r2 cosθpdθpdφpdr. In radial direction the integral is

limited by the range δ of the radar pulse. In angular direction the contribution

of the term is determined by f 2 which is typically approximated by a Gaussian

function that has a strong slope towards its boundaries (which is truncated at

some point). Additionally an range weighting W (r) is applied, which can be

assumed by a simple boxcar function.

So far it was tacitly supposed that only one particle type is present in the

beam volume. In case of different hydrometeors (as in mixed-phase clouds) the
4We think of it as being the main lobe.
5supposing these are all hydrometeors
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received signal is assumed to be the sum over all corresponding backscattering

cross-sections and hydrometeor characteristics in the particle size distributions.

It should be further noted that one single value represents the whole volume

of the radar pulse at distance r, and that the assumption of a homogeneous

coverage of the measuring volume with particles is just a rough approximation

to reality. This causes a certain potential of misinterpretation of radar signals

and has to be kept in mind.

4.2 Radar Observables

4.2.1 Radar Reflectivity

The inner integral over the particle diameter in equation (4.2) is the sum of all

backscattering cross-sections of all particles per volume,

η =

∞∫
0

dDσb(D)N(D) . (4.3)

This variable is referred to as radar reflectivity η . With the calculation of η (for

σb, cf. paragraph 5.4.2) and the other aforementioned approximations, equa-

tion (4.2) can be simplified6

Pr = C̃radar
Z

r2l2 .

The quantity Z appearing in this relation is the so-called radar reflectivity factor

(as the term radar reflectivity is already taken), an extension of η that is more

convenient to work with. The reason for that will be described later. In addition,

some more assumptions have to be made to define C̃radar (e.g. all hydrometeors

are raindrops) which leads to a further definition, the so-called equivalent radar

reflectivity factor Ze. The exact calculation of Z and Ze, respectively, is given

in paragraph 5.4.2 in great detail. The equivalent radar reflectivity factor is the

quantity of interest for meteorologists working with radar data. It is a measure
6A derivation can be found e.g. in Sauvageot (1992).
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of the number of particles per volume and a function of the size and the di-

electric properties of the targets and hence gives information about the particles

occurring in the atmosphere.

Note that in meteorological applications, the rate of rainfall R, commonly

expressed in units of mm/h, is derived from Ze. However, in this study the

concentration is on the calculation of the radar reflectivity. It is assumed that a

reliable relation between R and Ze exists.

4.2.2 Radial Velocity

Besides the received intensity, most modern radar systems are able to measure

the phase shift of the received signal from pulse to pulse such that the radial

velocity of the scatterers can be obtained from the Doppler shift. The phase ϕ

and hence the phase shift or Doppler shift dϕ/dt are given by the following

relations:

ϕ(t) = 2π
2r
λ

and
dϕ

dt
= 2π

2vr

λ
,

with fD =
2vr

λ
.

The Doppler frequency fD is the change in frequency due to the velocity of

the hydrometeors towards or away from the radar with the radial velocity vr.

By convention a positive velocity (vr > 0) results if the target is receding and a

negative velocity (vr < 0) if the target is approaching the radar. All other compo-

nents of the velocity that are transverse to the direction of the radar beam cannot

be measured. Nevertheless, these data can be interpreted7 as additional infor-

mation about the horizontal wind field. However, the presence of atmospheric

objects is necessary, and without clouds and precipitation no radar measurement

of the radial wind is possible. It should be further mentioned that the measured

radial velocity of a radar pulse represents the (reflectivity- and beam function-

)weighted average of the motion of all hydrometeors in the pulse volume.
7with the usual difficulties
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A significant drawback in the measurement of the radial velocity is that only

a phase shift within ±π is clearly detectable. At phase differences that exceed

±π , the resulting vr is folded around −vr and lead to an ambiguity. Thus, the

received signal will be interpreted to a velocity which is shifted by multiples of

±2vr. This effect is called aliasing and can be corrected afterwards with some

effort and success. The maximum unambiguous velocity at an exact phase shift

of π is called the Nyquist velocity.

4.2.3 Polarisation Parameters

Conventional Doppler radar systems measure the reflectivity of the hydrome-

teors and their motion relative to the radar. Since most atmospheric particles

are not spheres – raindrops are oblate and snow can have any shape – it would

be desirable to further know the exact shape (axis ratio) and additionally the

state of matter of these particles. This can be achieved with the use of the dual

polarisation technique, which means that the radar pulse can be transmitted and

received at two polarisations, horizontally and vertically. Here, the correspond-

ing reflectivity would be denoted by ZHH , ZV H and ZVV , respectively, where the

first index indicates the received and the second index indicated the transmitted

polarisation direction. Thereby a set of new parameters can be defined:

Linear depolarisation ratio LDR = ZV H/ZHH

Differential reflectivity ZDR = ZHH/ZVV

Differential phase shift ΦDP = ΦH−ΦV

Specific differential phase KDP = ∆ΦDP/(2∆r)

Correlation coefficient ρhv

These quantities depend on the angular orientation (canting angle) of the hy-

drometeors, their state of matter as well as its concentration (many small droplets

or a few large drops). In combination they allow an interpretation about the
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shape (asphericity) and type of the scattering particles. Furthermore, the rate of

rainfall can be derived more specifically. However, polarisation parameters are

not further used in this thesis and here only briefly mentioned. A detailed de-

scribtion of polarimetric radars can be found in Bringi and Chandrasekar (2001).

4.3 Errors of Measurement

Besides the already mentioned assumptions made for interpretation and general

uncertainties arising from a radar measurement (calibration, noise, etc.), there

is a list of other typical errors coming along with the radar technique that have

to considered. The following survey itemises possible sources of errors that are

known so far. However, this list does not claim to be complete.

• The “bright band”: Melting particles have a stronger backscattering signal

than completely liquid or completely frozen hydrometeors, which could

lead to an overestimation of the rate of rainfall in the presence of melting

snow or graupel. On the other hand this effect helps to detect the melting

layer of clouds, due to a zone of higher reflectivity values, that is known

as the “bright band”.

• Non-meteorological clutter (clear-air echoes): Clutter are unwanted radar

echoes. Besides cloud and precipitation particles there are a lot of other

objects that could scatter, like planes, birds, insects, dust or even pollen.

Also atmospheric turbulence (caused by variations in the air refractive

index) can lead to radar echoes. Usually these signals are very small and

mostly seen on days without precipitation in the vicinity of the radar.

• Ground clutter: Clutter arising from the obstacles at ground is a special

case of non-meteorological clutter. These can be reflexions from trees and

other vegetation, buildings and other man-made constructions, orographic

structures like rocks, hills and mountains or sea clutter. These mostly
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fixed obstacles as mountains may also lead to a (partial) shielding of the

radar pulse.

• Second-trip echoes: Precipitation events that are further away from the

radar than the maximum detectable range could not “answer” the first

pulse before the second pulse is sent. So, the detected echo of the first

pulse is mismatched to the second and hence the event is interpreted to

be located closer than it is actually. Second-trip echoes can be sometimes

recognised as azimuthal stripes in the graphics created from the radar

data.

• Anomalous propagation of the radar beam (anaprop echoes): The propa-

gation of electromagnetic radiation depends on the refractive index of the

atmosphere. Under special atmospheric conditions it can deviate strongly

from the “normal” case. The beam is, e.g., bent towards the earth’s sur-

face and ground clutter can occur at points where it normally does not

(see section 5.2).

• Partial or non-homogeneous filling of the detecting volume of the radar

pulse leads to a misinterpretation of the derived parameters like the pre-

cipitation intensity.

• Attenuation of the radar pulse due to atmospheric gases and hydromete-

ors: Absorption and side scatter of energy out of the pulse diminish the

energy and reduces the echoes from far away (see paragraph 5.4.3).

• Scattering from the back or the side lobes, respectively.

• Aliasing: folding of the radial wind (see paragraph 4.2.2).

4.4 The Radar Network in Germany

The first radar station launched by the German Meteorological Service (Deut-

scher Wetterdienst, DWD) was installed in 1987 near Munich and was able to
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measure only the reflectivity. Gradually, 15 more radar stations were built and

additionally equipped with Doppler capability until 2004. From 2010 on the

already existing facilities are in the process of being replaced by state-of-the-art

dual polarisation Doppler weather radars DWSR5001/C/SDP/CE from the En-

terprise Electronics Corporation (EEC), which was done within the framework

of the project RadSys-E (Radar-System-Ersatz). This project is planned to be

finished in 2014. The new radar network is extended by an additional site in

Memmingen and will finally comprise 17 radar stations altogether throughout

Germany, each endowed with the capability to measure reflectivity, radial wind

and polarisation parameters. Table 4.2 lists the names of all 17 radar stations,

the year of the initial operation and the altitude of the antenna. In Figure 4.4

the corresponding locations within Germany can be seen. It shows that the

network provides a complete coverage and can provide three-dimensional and

high-resolution precipitation measurements for the whole country. A complete

volume scan performed every 15 minutes comprises 18 elevations from 0.5◦ to

37.0◦, in 1◦ azimuthal and 1 km range steps. The maximum range is 124 km and

the elevations supply a vertical coverage up to approximately 12 km. Hence all

measuring grid points of a single radar composing one volume scan are given

by:

r ∈{1.0,2.0,3.0, . . . ,124.0}km

φ ∈{0,1,2,3, . . . ,359}◦

θ ∈{0.5,1.5,2.5,3.5,4.5,5.5,6.5,7.5,8.5,9.5,

11.0,13.0,15.0,17.0,19.0,23.0,29.0,37.0}◦.
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Table 4.2: Radar stations of the DWD.

location since altitude

[m a.s.l.]

Boostedt 1990 124

Rostock 1995 36

Emden 1994 58

Hannover 1994 81

Ummendorf 1996 183

Prötzel 1991 189

Essen 2011 185

Flechtdorf 1997 623

Dresden 2000 262

Neuhaus 1994 879

Neuheilenbach 1998 585

Offenthal 2011 246

Eisberg 1997 799

Türkheim 1998 764

Schnaupping 1987 724

Feldberg 1997 1517

Memmingen 2011 720
Figure 4.4: Map of the radar stations located in Germany.
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5.1 General Structure

Data from radar measurements give essential information about the existence

and quantity of hydrometeors in the atmosphere and can help to improve the

numerical precipitation forecast. For this reason it is intended to make use of

these data for data assimilation and model verification. However, as described

in section 2.2 and 2.3 the output of the COSMO model are the prognostic vari-

ables given on a rotated geographical coordinate system as well as on terrain-

following vertical coordinates, analogue to a nearly Cartesian coordinate sys-

tem. On the contrary the weather radar measures its observables in the spher-

ical coordinates azimuth, elevation and range related to the radar location (see

section 4.1 and 4.2).

• The prognostic variables of the model are, with dependence on (x,y,z):

– horizontal and vertical wind components: u, v, w

– pressure: p

– temperature: T

– specific humidity: qv

– total mass fraction of cloud water and cloud ice: qc, qi

– total mass fraction of rain, snow and graupel: qr, qs, qg

• The radar observables are, with dependence on (r,φ ,θ):

– radar reflectivity: Ze
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1. Prognostic variables of 
the COSMO model on the 
model grid (T, p, qx,...) 

6. Propagation of the radar 
beam, considered as:

constant (4/3 earth model)

variable (depending on n)

8. Trilinear Interpolation of 
values from model grid 
onto radar (sub)beams 

9. Attenuation of radar 
reflectivity by atmospheric 
hydrometeors and gases

10. Radial wind on the 
radar beam

consider vT of hydrometeors

11. Beam weighting 
function: weighted spatial 
averaging over volume of 
the radar pulse 

reflectivity weighting

12. Output of the simulated 
radar data to a file

5. Parallelisation strategy
(distribute to processors): 

2. Calculate values for:

refractive index (n,m)
degree of melting

3. Radar reflectivity factor 
on the model grid, using 
the theory of either:

Mie

using "azimuthal slices"

7. Shading effects of the 
radar beam due to 
orographic obstacles

Rayleigh

4. Extinction coefficient  on 
the model grid, using:

Mie theory

Figure 5.1: Conceptual flow chart of the full comprehensive and modular radar forward oper-

ator including all important physical processes. Dashed frames indicate optional

modules.

– radial wind: vr

– polarisation parameters: LDR, KDP, ZDR, ρhv

It is obvious that both types of variables are not directly comparable with each

other. In order to permit quantitative comparisons they have to be converted into

each other. For this purpose a radar forward operator has been developed in this

investigation, a tool that simulates radar data, reflectivity and radial velocity8, in

the “forward direction” meaning from model output to observational data. The

program is embedded in the COSMO model.

The operator was intended and designed at full complexity taking all physical

aspects – that are known to have an impact on the measurement – into account

in order to get the best possible accuracy. Concurrently, simplifications and

approximations were implemented that – if required – can be switched on to
8Polarisation parameters are not considered so far.
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enable a more efficient simulation. This was realised by a modular design. In

Figure 5.1 a schematic overview of all individual operations which are neces-

sary to create a complete simulation program of radar data is shown. Starting

from the prognostic model data given on the model grid (1), the output are fi-

nally the simulated radar observables given in the coordinate system of the radar

beam (12). Boxes (2)-(11) in between will be described in detail in the follow-

ing sections: First, section 5.2 discusses steps (6), (7) and (11). Section 5.3

deals with step (10). The main focus of this work was the simulation of the

reflectivity, thus section 5.4 elaborates boxes number (2), (3), (4) and (9). And

some final remarks to part (5) of the flow chart will be given in section 5.7 to

complete the radar forward operator. The development took place in close co-

operation with Yuefei Zeng (2013), whose work will be referred to in a number

of cases. His main contribution is described in the sections 5.2 and 5.7.

5.2 Propagation of the Radar Beam

Refraction

When electromagnetic waves propagate through a medium the speed of propa-

gation c differs from the speed of light in vacuum c0 by a factor n, the refractive

index, such that c0 = c ·n, depending on the type of medium. In vacuum this

factor is unity, in any other environment it is always n> 1, i.e. the speed of radi-

ation is limited by the medium (the greater n, the smaller c) which is penetrating.

The refractive index of atmospheric air differs only slightly from vacuum. So,

for convenience the so-called refractivity N is introduced:

N = (n−1)106
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5 Radar Forward Operator

Figure 5.2: Possible cases of refraction of the radar beam due to present atmospheric conditions

according to the vertical gradient of the refractivity N or the modified refractive

index M = 106h/RE +N respectively (in analogy to Turton et al., 1988).

In air the refractivity is not a constant but depends on the present conditions

as temperature T , pressure p and vapour pressure e according to the following

relation (Bean and Dutton, 1966):

N =77.6
p
T
−5.6

e
T
+3.75×105 e

T 2

N ≈77.6
T

(
p+4.81×103 e

T

)
For example, based on the International Standard Atmosphere with the surface

values for T = 288.15 K (that equals 15◦C) as well as p = 1013.25 hPa and

assuming a relative humidity of 35%, which means the vapour pressure e =

6.0 hPa, the resulting refractivity is 300. At saturation (100% relative humidity)

with e = 17.1 hPa and same temperature and pressure conditions the refractivity

would be 350.

It is generally known that the atmospheric parameters vary at most in ver-

tical direction. The pressure as well as the vapour pressure decrease rapidly
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5.2 Propagation of the Radar Beam

(exponentially) with altitude. The temperature, however, decreases gradually

(linearly) or sometimes even increases with height. Thus, the vertical gradient

of the refractivity is negative while the horizontal variations can be neglected.

The result is that the upper wave packets of the radar pulse propagate faster

than the underlying parts, which causes a bending of the radar beam towards

the earth’s surface. This effect is called atmospheric refraction. Under normal

conditions the radiation follows standard refraction where the curve radius of

the bended beam is still smaller than the earth’s curve radius. In certain cases

the atmospheric circumstances strongly differ from the normal case and conse-

quently lead to a stronger deviation from the standard refraction, the result is

sub-refraction, super-refraction or ducting (see Figure 5.2). The latter causes

the beam to hit the earth’s surface. On rare occasions the radar pulse even can

be trapped inside atmospheric layers leading to a wave-like propagation.

The knowledge of the path of the propagating radar pulse is important for

the exact localisation of the received reflectivity signal. Concering spatial vari-

ations of the refractive index only a vertical change is assumed. Therefore it

is sufficient to know the height hi above MSL (mean sea level) at any range

point ri and arc distance si, respectively, along the trajectory in terms of the lo-

cal incoming elevation angle θi. Since the horizontal gradient of the refractive

index is negligible the azimuth angle φ remains constant along the main axis.

The radar forward operator is supplied with three possible configurations how

to calculate h (Zeng, 2013):

1. Equivalent earth model

In the literature (e.g. Doviak and Zrnic, 1993) a simple approximation can

be often found based on a standard atmosphere with steady and represen-

tative parameters. In this case the vertical gradient of the refractive index

is dn/dh =−4×10−8 m−1 = const. It can be shown that multiplying the

earth radius RE by the factor 4/3, the radar beam would propagate along

a curve parallel to the earth’s surface if an equivalent 4/3-earth radius is

considered. This method is time independent and has the advantage of
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computational simplicity. In case of standard refractivity it has adequate

accuracy but it can lead to significant errors in the localisation of the radar

pulse if the present atmospheric conditions show a strong variation from

the assumption which cause anomalous propagation. This error is partic-

ularly large in case of ducting.

2. Total reflection

According to Snell’s law for a continuous spherically stratified medium

n(h)(RE +h)cosθi = const with tanθi =
RE

RE +h
dh
ds

,

h can be calculated by discretisation of the refractive index in constant

increments and adopting the criteria of total reflection at each transition

of ni to ni+1. Thus, the path consists of discrete straight ray parts. This

method knows the current atmospheric state and is able to capture anoma-

lous propagation but at the expense of computational cost because of its

time dependence. Furthermore there is an ambiguity of the correct sign

of the incoming elevation θi. This problem can be avoided by applying

an additional ad hoc criterion (Zeng, 2013).

3. Second-order ordinary differential equation

The exact description of the problem is given by the Euler-Lagrange-

equation (Hartree et al., 1946):

d2h
ds2 −

(
2

RE +h
+

1
n

dn
dh

)(
dh
ds

)2

−
(

1
RE +h

+
1
n

dn
dh

)(
RE +h

RE

)2

= 0.

This equation can also be formulated as a function of h = h(r) instead of

h(s). Based on the altitude and elevation of the antenna this is an initial

value problem which can also be solved by discretisation. The case of

total reflection is already described by the equation and there is no sign

ambiguity. This method has the same advantages as the second method

and is more robust at the same time.
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5.3 Simulation of the Radial Velocity

A more detailed description of all three methods and some sensitivity experi-

ments can be found in the work of Zeng (2013) and Zeng et al. (2013), respec-

tively.

Beam Weighting Function

As already mentioned in Section 4.1 the radar pulse is not concentrated in one

single ray but broadens with distance (cf. Figure 4.1 on page 26). This problem

mainly comes up at ranges further away from the radar where the resolution

is lowered and the received signal becomes more and more blurred over an in-

creased volume. To deal with this effect the beam weighting function (Blahak,

2008) is introduced, a volume averaging over the radar pulse. Therefore sev-

eral auxiliary radar axes are calculated that provide additional finite integration

points in azimuthal and elevational direction. The number of axes (points) can

be chosen arbitrary. The numerical summation over those integration points is

done via the Gauss-Legendre quadrature.

By using auxiliary axes to capture the broadening of the radar beam a second

problem can be treated at the same time to calculate the received radar observ-

ables. A single ray would totally be blocked if hitting a fixed obstacle or the

“ground”,9 respectively. However, because of the extent of the radar beam only

parts of the pulse are shadowed while other parts could still “see through” the

obstacle. This is true as long as at least one auxiliary axis can pass the object.

Sensitivity experiments to find the optimal number of axes per radar beam are

described in the work of Zeng (2013).

5.3 Simulation of the Radial Velocity

The radial velocity vr is calculated from the three-dimensional wind compo-

nents u, v and w of the model variables. After the propagation of the radar

beam has been simulated, the model values are interpolated trilinearly on the

9See the description of ground clutter in section 4.3 for the definition of the term “ground” in this case.
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coordinate points of the radar pulse. In the next step the radial velocity simply

can be derived from the wind components given in terms of the radial distance r,

azimuth θ and elevation φ . Järvinen et al. (2009) and Lindskog et al. (2004) pro-

posed the following equation, only considering the horizontal wind field while

the vertical wind component is neglected at first:

vh = usinθ + vcosθ → vr = vh cos(φ +α).

The sign of vh is positive in agreement with the convention described in para-

graph 4.2.2.

For the use within the radar forward operator all wind components should be

taken into account. So, the equation is extended by the vertical term analogously

vr = vh cos(φ +α)+wsin(φ +α).

The angle α results from the curvature of the earth’s surface. In case of the

equivalent earth model (4/3-earth) this argument can be approximated after

Järvinen et al. (2009) by

α = arctan

(
r cos(φ)

r sin(φ)+ 4
3RE +h0

)
,

where RE is the radius of the earth and h0 is the height of the antenna above

mean sea level. In case of a variable refractive index of the atmosphere α has

to be estimated directly when simulating the propagation of the radar beam.

There are two further options that can be considered in the modular radar

forward operator when simulating the radial velocity. First, when regarding the

vertical wind component, the average terminal fall speed of the hydrometeors

have an impact on it and can be taken into account for additional accuracy. That

becomes significant especially at high elevations. Second is the weighting by

the reflectivity values. Some more detailed remarks on the simulation of the

radial velocity can also be found in Zeng (2013).
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Table 5.1: List of all considered cases of hydrometeors according to their compound of state of

matter. Here, “dry” means completely frozen and “wet” means partially melted.

state of matter example

water pure liquid water cloud water, raindrops

ice pure frozen water cloud ice, dry hail

ice/air mixture of frozen water and air dry snow, dry graupel

ice/water mixture of frozen and liquid water wet hail

ice/air/water mixture of frozen water, air and liquid water wet snow, wet graupel

5.4 Simulation of the Radar Reflectivity

5.4.1 Refractive index

As already introduced in paragraph 4.2.1, the reflectivity is a function of the

backscattering cross-section of the scatterer which in turn mainly depends on its

refractive index. So, first of all the refractive index of every type of hydrometeor

has to be calculated, which is a measure for the dielectric properties of the

media. The refractive index n was introduced in the previous section as a factor

that determines the propagation velocity of electromagnetic radiation. However,

generally the refractive index m is a complex variable denoted as

m = n− ik,

where the real part n is the part of the refractive index that conforms the def-

inition n = c/c0. The imaginary part k is referred to as the absorption coef-

ficient and would be zero in a lossless dielectric, which is nearly fulfilled for

atmospheric air. Hence, only the real part of the refractive index is used in the

calculation of the propagation of the radar beam (cf. section 5.2).

When calculating the scattering of hydrometeors (liquid and frozen water),

the complete complex form has to be taken into account for any given classifi-

cation, furthermore the hydrometeor’s state of matter plays a decisive role. It

should be borne in mind that besides pure liquid and frozen water there are also
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mixtures of states as, e.g. melting particles (cf. Table 5.1) and it becomes even

more complicated considering to define a reliable refraction index (or scatter-

ing cross-section). In this case an additional parameter has to be calculated, the

degree of melting, which is not predicted by the microphysical scheme in the

COSMO model and has to be estimated from other available information (Bla-

hak, 2009). This dimensionless, temperature dependent quantity determines the

fraction of liquid water within the particle and is “0/1” at a predefined mini-

mum/maximum temperature.

Table 5.1 shows all possible cases with the corresponding examples of hy-

drometeors that are included in the COSMO model so far. This fact poses a

serious challenge in calculating the refractive index. The task is to consider

the mixture as a homogeneous medium with an effective refractive index10

me f f . There are several different formulations of calculating the refractive in-

dex of both pure and mixed states depending on the composition of the mate-

rial (Blahak, 2009). Additionally the refractive index is a function of tempera-

ture T and wavelength λ . For the radar forward operator the following formu-

lations/parameterisations of me f f are implemented, which the user can choose

(Blahak, 2009):

• for pure liquid water:

– Ray (1972): valid for−10◦C < T < 30◦C and 0.001m < λ < 1.0m.

– Liebe et al. (1991): valid for −3◦C < T < 30◦C and

0.0003m < λ < 0.3m.

• for pure frozen water:

– Ray (1972): valid for −20◦C < T < 0◦C and 0.001m < λ < 107m.

– Mätzler (1998): valid for −60◦C < T < 0◦C and

10−9 m < λ < 8.6m.

10The method is commonly called effective medium approximation.
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– Warren (1984): valid for −250◦C < T < 0◦C and

0.0001m < λ < 107m.

• for mixed states (ice/air, ice/water, ice/air/water):

– Oguchi (1983): homogeneous mixture of inclusions with shape pa-

rameter u (u = 2 in case of spherical inclusions) in a isotropic back-

ground material.

– Maxwell-Garnett (1904): spherical or spheriodical inclusions with

random size in a isotropic background material, leading to 15 dif-

ferent possibilities of defining me f f of a three-phase mixture

(ice/air/water).

– Bruggemann (1935): homogeneous mixture of small spherical grains

of different material equally distributed in a enclosing sphere com-

bining a dense package.

For further calculations only the formulation of Ray for liquid water and Mätzler

for frozen water is used.

5.4.2 Rayleigh and Mie Theories

In paragraph 4.2.1 the radar reflectivity was defined by equation (4.3) on page 30

by

η =

∞∫
0

dDσb(D)N(D) . (4.3 revisited)

The particle size distribution N(D) of each hydrometeor type is already de-

fined by the COSMO model (see section 3.3) and will be adopted unmodified.

The backscattering cross-section σb is a new, as yet not described quantity that

indicates the part of energy which is scattered back towards the direction of in-

cidence. It corresponds to a fictional area of the target which is “seen” by the
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radar and is a function of the particle’s diameter D (and shape), its refractive in-

dex m and the wavelength λ of the interacting radiation, i.e. σb = σb(D,m,λ ).

After the refractive index has been calculated, the backscattering cross-section

is determined in the next step.

Gustav Mie (1908) found a solution for the cross-section of dielectric homo-

geneous spherical particles directly from Maxwell’s equations

σb =
λ 2

4π

∣∣∣∣∣ ∞

∑
n=1

(−1)n(2n+1)(an−bn)

∣∣∣∣∣
2

, (5.1)

the Mie coefficients an and bn are spherical Bessel functions depending on m

and a parameter α = πD/λ . This theory provides the most accurate description

of the problem but comes at a high computational cost. There are efficient for-

mulations to calculate the backscattering cross-section according to Mie’s the-

ory (e.g. from Bohren and Huffman, 1983). Furthermore, different algorithms

for two-layered particles11 are implemented in the radar forward operator, one

directly based on Kerker (1969) and another given by Bohren and Huffman

(1983). For the further simulation only the latter is used, though Kerker gives

a more general but also more complicated solution which is omitted here, for

brevity.

An alternative to the expensive but exact Mie solution is an approximation

ascribed to Rayleigh

σb =
π5

λ 4 |K|
2D6 with K =

m2−1
m2 +2

. (5.2)

This is a good simplification and accurate enough in most cases. The dielec-

tric factor |K|2 depends only on the refractive index and is about 0.93/0.18

for liquid/frozen water. However, the Rayleigh approximation has a signifi-

cant limitation. It is only valid for small particles compared to the wavelength,

that means in cases when D� λ or α � 1, respectively. The reason for this

can be seen in Figure 5.3. For greater particles the approach becomes inac-

curate and the size of the particles related to the backscattered energy will be
11only for (melting) snow
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Figure 5.3: The normalised cross-sectional area of a perfectly conducting metal sphere with

constant diameter D related to its optical area as a function of the parameter

α = πD/λ depending on the wavelength λ (in analogy to Skolnik, 1980). This

demonstrates the range of validity of the Rayleigh approximation indicated by the

solid tangent straight line.

overestimated. At most radar wavelengths the Rayleigh approximation can be

used for cloud particles, rain and small frozen hydrometeors. But with larger

particles like graupel or hail the exact Mie solution should be considered, as the

backscattering cross-section shows an oscillatory behaviour (as can also be seen

in Figure 5.3) because of interference effects. And for even bigger objects the

scattering cross-section of the target approaches their geometric cross-section.

It should be noted that both the Mie and the Rayleigh theory are valid for

spherical particles only. However – though most hydrometeors deviate from

a spherical form – the COSMO model only knows the diameter of a particle

considering it as a sphere and hence any asphericity will be neglected. The task

of considering the particle’s actual shape remains for future research.
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Inserting equation 5.2 in equation 4.3, the radar reflectivity according to the

Rayleigh approximation becomes

η =
π5

λ 4 |K|
2

∞∫
0

dDD6N(D) and Z =

∞∫
0

dDD6N(D) (5.3)

⇒ Z =
λ 4

π5|K|2
η . (5.4)

Here, the radar reflectivity factor Z emerges again, as already foreshadowed in

paragraph 4.2.1. This new quantity was originally introduced in order to get

a parameter that is independent of the radar’s wavelength, which is only true

if the Rayleigh approximation is valid. Using this approach Z is related to the

sixth moment of the particle size distribution. From a historical point of view

and for reasons of clarity the unit of Z is given im mm6/m3. The general form

can be obtained by inserting equation (4.3) for η in equation (5.4) for Z. Hence,

the radar reflectivity factor is defined as

Z =
π5

λ 4 |K|
2

∞∫
0

dDσb(D)N(D) .

In paragraph 4.2.1 also the equivalent radar reflectivity factor was introduced,

which is derived by replacing the general dielectric factor |K|2 by the specific

(nearly) constant value for liquid water |Kw|2 = 0.93

Ze =
π5

λ 4 |Kw|2
∞∫

0

dDσb(D)N(D) .

This convention has to be done for technical reasons. Since the radar software

does not know the actual state of matter of the scatterers, small spherical liquid

water particles are assumed. All further considerations of the reflectivity refer

to this quantity (unless otherwise noted).

It should be mentioned that the refractive index, the backscattering cross-

section and the particle size distribution are describing only one type of hy-

drometeors, respectively, and technically speaking all previous expression only

50



5.4 Simulation of the Radar Reflectivity

describe one type of hydrometeor. Consequently, an index denoting the particle

type has to be added consistently to all parameters, e.g. Kr, σb,r,etc. for rain. In

order to get the total reflectivity a sum over all categories has to be taken

Ze = ∑
j

Ze, j with j = {Classes of hydrometeors} .

However, the index is previously omitted and will be in the following also to

improve readability12.

So far, the radar reflectivity can be calculated at every grid point of the

COSMO model but no effects of the propagation of the radar beam (refraction,

broadening of the radar beam) are taken into account. Before going further on

that, the influence of the attenuation has to be described.

5.4.3 Attenuation

Attenuation of the radiation can be described by Lambert-Beer’s law. Accord-

ingly, extinction results in an exponential decay of the radiation (amplitude,

power) during the transmission through a medium

`−2(r,φp,θp) = exp

−2
r∫

0

dr′Λ(r′,φp,θp)

 .

The quantity `−2 already appeared in the radar equation (4.2) in section 4.1 and

is called the two-way attenuation coefficient. The extinction coefficient Λ is

definded analogically to equation (4.3) of the radar reflectivity η , by replacing

the backscattering cross-section σb with the extinction cross-section σext

Λ =

∞∫
0

dDσext(D)N(D) . (5.5)

This term has to be integrated along the path of propagation, though it should be

remembered that the attenuation takes place twofold – on the way to the target
12The same consideration also applies to the attenuation.
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and on the same way back to the radar. Here and in the following, only the

extinction by hydrometeors is considered.

Electromagnetic radiation can be attenuated in two ways by interacting with

the hydrometeors. A part of the energy is absorbed by the medium and trans-

formed into heat. Another part is scattered out of the main direction of the

beam. But only the backscattered part is measured by the radar and only the

transmitted part is available for further detection along the path while all en-

ergy which is scattered sidewards is lost for the measurement. So, the total

extinction cross-section is composed of the absorption term and the losses due

to scattering:

σext = σabs +σsca .

The exact formulation of the extinction cross-section is again given by the Mie

theory as

σext =
λ 2

2π

(
−ℜ

∞

∑
n=1

(2n+1)(an +bn)

)
,

with the same parameters an and bn as occurring in equation (5.1) for the

backscattering cross-section. Also there is a more general solution for an and

bn for two-layered spheres from Kerker (1969) and efficient code from Bohren

and Huffman (1983).

And again there is a small-size approximation similar to the Rayleigh theory

that was used in equation (5.2). In case of extinction this is

σext =
π2

λ
ℑ(−K)D3 +

2
3

π5

λ 4 |K|
2D6 , (5.6)

with the first term describing the absorption and the second term describing the

attenuation due to scattering. However, this approach is less accurate than for

the backscattering cross-section and should only be used for very small par-

ticles. For this reason it is forgoed to consider attenuation when using the

Rayleigh theory in the radar operator.
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An exception is the attenuation by clouds. In this case the Rayleigh approxi-

mation is sufficient. Moreover, the scattering term can be neglected and only the

extinction by absorption is considered. Inserting the first term of equation (5.6)

in equation (5.5) the extinction coefficient is (Doviak and Zrnic, 1993):

Λc =
π2

λ
ℑ(−K)

∞∫
0

dDN(D)D3 .

The integral is related to the third moment of the size distribution. In section 3.2

this was defined as the liquid water content L described by equation (3.2) on

page 17

L =
πρw

6

∫
∞

0
dDN(D)D3 .

Now, using the liquid water content L the attenuation by clouds can be expressed

as:

Λc =
6π2L
ρwλ

ℑ(−K) .

The extinction coefficient Λ is calculated analogously to the equivalent radar

reflectivity factor Ze on the model grid. However, it cannot be applied to Ze be-

fore knowing the propagation path. So, the next step is to calculate the two-way

attenuation coefficient `−2 by integrating Λ along the path after the propagation

of the radar beam is calculated (regardless which method is used). Now, the

attenuated reflectivity can be expressed as the product of both Zext = Ze`
−2. Fi-

nally the broadening of the radar pulse can be included using the beam weight-

ing function. The resulting mean is given by:

Zext(~r) =

t

V
dV Ze(r,φp,θp)`

−2(r,φp,θp)
f 4(φp,θp)

r4

t

V
dV f 4(φp,θp)

r4

,

with dV = dV (r,φp,θp) = r2 cosθpdθpdφpdr.
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5.5 Lookup Tables

As already stated, the exact formulation of the cross-section is given by the

Mie theory (and its generalised version for two-layered particles) and hence the

best possible method to calculate reflectivity and extinction. In contrast, using

the Rayleigh approximation, attenuation is not even included within the radar

forward operator. Furthermore, the Mie theory is not only the best choice in case

of larger particles but also when melting particles occur due to the additional

consideration of one- or two-layered spheres. However, this accuracy has its

price of high computational complexity. Without having to waive either good

quality or efficiency a compromise has to be found. One solution are lookup

tables, lists of sampling points precalculated once (in the first time step) and

then used in further computational runs. The actual values will be interpolated

from those points. Since this process is faster than the complex calculation of

the Mie coefficients this method reduces the overall computation time.

In the case of the calculation of reflectivity and attenuation again every hy-

drometeor type to which the Mie theory is applied has to be considered sepa-

rately and hence has to have its own array of sampling points. So, in case of

considering graupel this means creating a lookup table for the reflectivity val-

ues for rain as well as for completely frozen (“dry” snow and graupel) particles

and partly melted (“wet” snow and graupel) particles, respectively, as all these

components contribute to graupel formation. The same is to be done also for

the attenuation values. Accordingly, this means ten distinct lookup tables have

to be created in total.

With regard to rain and other frozen (not-melting) particles the reflectiv-

ity and the extinction are functions of their corresponding cross-sections and

the particle size distribution of the respective type of hydrometeor, see equa-

tion (4.3) and equation (5.5), respectively. In turn these two parameters are de-

pending on the particle refractive index m and the total mass fraction qx={r,s,g}.

The refractive index can be reduced to a function of the temperature T for liquid
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5.5 Lookup Tables

drops and a function of T and qx for frozen particles. Thus, depending on the

number of sampling points the lookup table will be an array of NT ×Nqx entries.

With regard to melting snow and graupel, a third coordinate in the lookup table

has to be added that determines the degree of melting, because in this case m

also depends on the degree of melting. This can be be indicated by the maxi-

mum temperature Tmax at which the particle will be totally melted. So, in this

case the lookup table is an array of NT ×Nqx×NTmax entries. Denoting Tmin as

the temperature at which the frozen particle starts to melt, the whole melting

process takes place in the temperature range between Tmin and Tmax.

The initial as well as the final value of each variable and the number of in-

terim values can be set arbitrarily. For the radar forward operator the following

configurations for the lookup tables were currently chosen for each category:

rain:

• T = [−40,40]◦C with NT = 20

• qr = [−7,−1] kg/kg with Nqr = 30

dry snow:

• T = [−80,Tmin]
◦C with NT = 40, Tmin = 0◦C

• qs = [−6,−2] kg/kg with Nqs = 15

dry graupel:

• T = [−80,Tmin]
◦C with NT = 20, Tmin =−10◦C

• qg = [−6,−1] kg/kg with Nqg = 30

wet snow:

• T = [Tmin,10]◦C with NT = 50, Tmin = 0◦C

• qs = [−6,−2] kg/kg with Nqs = 15

• Tmax = [3,10]◦C with NTmax = 14
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wet graupel:

• T = [Tmin,15]◦C with NT = 50, Tmin =−10◦C

• qs = [−6,−1.5] kg/kg with Nqg = 30

• Tmax = [3,15]◦C with NTmax = 24

It should be noted that in case of snow (dry and wet) one problem arises for

the calculation of the lookup tables since the parameter N0,s(T ) in the parti-

cle size distribution for snow is also temperature dependent (cf. section 3.3).

Therefore this parameter is calculated separately before each single entry in the

table.

After all lookup tables have been created in the precalculation part (first time

step) of the model the interpolation of the actual values is carried out bilinealy

and trilinearly, respectively, in the operational runs. This is done in three steps:

1. The actually given values of qx, T and, where necessary, Tmax are truncated

to the range of the lookup table. 2. The indices of the neighbouring regular

values in the table are computed. 3. The interpolation between these points is

carried out. Once the lookup table has been created the calculation of the actual

values of reflectivity and attenuation by interpolation is a much faster process

and saves a lot of computational time. It turns out to be even faster than the

simpler calculation using the Rayleigh approximation.

5.6 Case Studies

5.6.1 Idealised Case Studies

In the previous sections the radar forward operator has been described in great

detail with the main focus on the simulation of the radar reflectivity and the at-

tenuation of radiation during the interaction with hydrometeors. In this section

the operator’s reliability shall be demonstrated. But before it can be applied to

real synoptical situations some test cases have to be done first. The first simula-

tions were performed in an idealised environment with initial conditions along
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the lines of Weisman and Klemp (1982) using a convective system which was

triggered by three simultaneously released warm bubbles. These thermal per-

turbations injected, in a apart from that horizontally homogeneous atmosphere

(Figure 5.4, left upper plot), lead to the development of a typical convective

storm structure which results in a lot of precipitation. Therefore, this test case

is well suited for the simulation of the radar measurement of hydrometeors.

The radar reflectivity without attenuation and averaging over the radar pulse

volume is available in both, the coordinate system of the model and after inter-

polation on the radar beam given in spherical coordinates. Initially, it is calcu-

lated on the COSMO model grid and hence independently of any radar charac-

teristics but merely dependent on the prognostic model variables. This means

in the first calculation step no radar station is needed. So for a start, Figure 5.4

shows the calculated reflectivity given on the model grid resulting from the ide-

alised test case described above after four hours of simulation. The graphics

are pseudo-three-dimensional illustrations in a top view together with the side

views. In each view the projection of the maximum reflectivity is shown. This

is a simple form to visualize a three-dimensional measurement with focus on

high reflectivity values.

First of all it should be mentioned that the values cover a wide range of mag-

nitude and thus it is more convenient and usual practise in radar meteorology to

convert these values from linear units to logarithmic units, using the dB-scale

referred to Z that is defined as

ξe[dBZ] = 10log10 Ze[mm6m−3].

Secondly, it can be seen from the figure that periodic boundary conditions are

used, meaning that model values on one margin simultaneously provide the

boundary data on the opposite margin. So, the developing precipitation that

moves out of the model domain comes in again on the other side. Figure 5.4

shows the temporal development of the convective cell with plausible resulting

values of the radar reflectivity.
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time since
simulation
start:
 00:20:00
(hh:mm:ss)

time since
simulation
start:
 01:00:00
(hh:mm:ss)

time since
simulation
start:
 01:40:00
(hh:mm:ss)

time since
simulation
start:
 02:20:00
(hh:mm:ss)

time since
simulation
start:
 03:00:00
(hh:mm:ss)

time since
simulation
start:
 03:40:00
(hh:mm:ss)

Figure 5.4: Simulated radar reflectivity (in dBZ, see colour bar) of an idealised test case in time

intervals of 40 min, starting at the upper left plate 20 min after injecting three warm

bubbles, and ending after 3 h 40 min (lower right plate). The values are plotted on

the model grid with the projection of the maximum reflectivity in top and side view.

Here, no radar station is considered.
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In the next step the reflectivity values are interpolated by the radar forward

operator to the centres of an assumed radar pulse volume according to their

range, azimuth and elevation. At first, only one radar station was taken into

account having a resolution of 130 range bins of 1 km in radial direction, 20

elevations and 360 azimuths in steps of 1◦. The results of the same test case is

shown in Figure 5.5 and Figure 5.6, respectively, using a display of a complete

single elevation scan as an another alternative of visualisation, a so-called plan

position indicator (ppi). This is a simple way to illustrate the radar reflectivity

on a radar beam, since no transformations have to be made, when the data are

already existing on the radial grid. Unfortunately, this is only a very limited

view and in order to get a complete picture of the three-dimensional distribution

of the precipitation a ppi-plot of each of the 20 elevations would be necessary.

To demonstrate this, Figure 5.5 represents a selection of ppi-plots for different

elevation angles at a specific point in time (after 2 h of simulation). But in most

cases it is sufficient to look at just one elevation, as in Figure 5.6 showing the

same temporal development as Figure 5.4. In this case the ppi of the 1.5◦-

elevation is chosen. Note that when comparing the plots of the model values of

the reflectivity (cf. Figure 5.4) with the ppi-plots in the latter graphics the centre

is the position of the radar station, which is different to the centre of the model

domain.

To complete this discussion, the simulated radial velocity (using the same

test case) can be seen in Figure 5.7 as ppi with the same configurations as em-

ployed in Figure 5.6. The radial velocity given by the radar forward operator

was plotted unmodified, which means including aliasing (the description was

given in paragraph 4.2.2). This is clearly visible in the sharp transitions from

blue (−20 m/s) to red (20 m/s) wind fields occurring in the last two panels of

Figure 5.7, where velocities exceeding the maximum range are folded. All in

all, a successfully simulation of the radial velocity could be shown.

The presented test case of Weisman and Klemp (1982) with the use of three

warm bubbles is the basic principle for the further idealised case studies. Now,
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(a) 0.5◦ (b) 3.5◦

(c) 6.5◦ (d) 9.5◦

(e) 15.5◦ (f) 25.3◦

Figure 5.5: Simulated radar reflectivity of the same test case as in Figure 5.4 after 2 h. Now the

values are interpolated on the radar beam with the radar station located in the centre

of each plot, showing the ppis of different constant elevation scans.
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(a) 20 min. (b) 1 h.

(c) 1 h, 40 min. (d) 2 h, 20 min.

(e) 3 h. (f) 3 h, 40 min.

Figure 5.6: As Figure 5.5, but for a constant elevation of 1.5◦ and different simulation times

(same times as in Figure 5.4).
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(a) 20 min. (b) 1 h.

(c) 1 h, 40 min. (d) 2 h, 20 min.

(e) 3 h. (f) 3 h, 40 min.

Figure 5.7: As in Figure 5.6 but for simulated radial velocity (in m/s, see colour bar). In the last

two panels aliasing is clearly visible.
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various configurations of the radar forward operator are tested for the simulation

of the radar reflectivity. The results are shown in Figure 5.8. Two different radar

wavelengths are used: λ1 = 5.5 cm in the left column and λ2 = 3.0 cm in the

right column. The results in the first line (a) and (b) have been obtained by

applying Rayleigh scattering in combination with the Oguchi approximation of

the hydrometeors refractive index (cf. paragraph 5.4.1). Compared with Mie

scattering shown in the plots in the second line (c) and (d), it can be seen that

the Rayleigh calculation becomes inaccurate at high values of reflectivity. The

reason can be the presence of partially melted large graupel. The third line

comprising the plots (e) and (f) show the same Mie calculation but additionally

applying the attenuation by hydrometeors (cf. paragraph 5.4.3). In this case the

strong impact of the extinction especially towards smaller wavelengths is clearly

visible. All in all the Figures show the expected results of the simulations. In all

cases the propagation of the radar beam according to the simple equivalent earth

model is used and no beam broadening is regarded. For further case studies

concerning these characteristics see Zeng (2013).

Now finally, having a special look on the attenuation, the two-way attenuation

coefficient introduced in paragraph 5.4.3 can also be written in a logarithmic

scale (ignoring the integration along the range of the radar beam in this case)

k2[dB] = 10log10(l
−2) = 10log10(exp(−2Λ)) =− 20Λ

ln10
.

This can be compared to the unattenuated radar reflectivity on the model grid.

The resulting relation can be seen in Figure 5.9(a) first in theory (Blahak, 2004)

with different values of the degree of melting fs for snow and fg for graupel in

comparison with the result of the simulation in Figure 5.9(b). The simulation

only contains graupel and rain, because hail is not implemented in the one-

moment graupel-scheme, and snow does not occur because the temperature of

the test case is too high (∼ 27◦C at the surface). In the plot of the theoretical

results, dry particles are omitted because their attenuation effect is negligible

(except for dry hail), which can be seen at the little contribution of dry graupel
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(a) Rayleigh theory, λ1. (b) Rayleigh theory, λ2.

(c) Mie theory, λ1. (d) Mie theory, λ2.

(e) Same as (c) including attenuation. (f) Same as (d) including attenuation.

Figure 5.8: Different possibilities (as described in paragraph 5.4.2 and 5.4.3) of simulating the

reflectivity (first row: Rayleigh theory, second row: Mie theory without attenuation,

third row: Mie theory with attenuation), and for two different radar wavelengths

(left column: λ1 = 5.5 cm, right column: λ2 = 3.0 cm).
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in Figure 5.9(b). But apart from that there is a good agreement for the curves of

rain and melting graupel between both pictures which suggests that the simula-

tion of the reflectivity and attenuation is correct.

5.6.2 Real Case Studies

The simulation of the radar reflectivity could be successfully tested using ide-

alised case studies. In the next main step, true meteorological situations were

used to verify the reliability of the radar forward operator. And furthermore, not

only one radar station was regarded but the complete radar network of the DWD

installed throughout Germany. Thus, the calculated values of the reflectivity can

be compared to the real measurements. Therefore the domain of simulation is

extended to the whole domain of the COSMO-DE model. Figures 5.10 to 5.13

show different meteorological situations with the results of both for the simu-

lated and the measured data. The observations stem from up to 17 radar stations,

though occasional technical failures of some stations can be recognised by the

forward operator and hence these data are not simulated (as there is no use for

it).

The graphics show a pseudo-composite of the lowest ppi-plots – the 1.5◦ con-

stant elevation scans of each radar station. However, one problem in combining

several ppi-plots at different locations arises considering the overlapping areas

within the range of two or more radar stations. Since the altitude of one eleva-

tion scan is not constant but increases with radial distance, sharp edges at the

intersections can occur when different radar data encounter one another at dif-

ferent heights. In order to avoid this problem and to provide smooth transitions

in all regions only the reflectivity with the lowest altitude is plotted at locations

where more than one radar covers the area. So, the resulting figures show a

composite of the values, which are nearest to the earth’s surface. This method

works well for the simulated data and a smooth composite picture is obtained.

But the limitation of this method can be seen in some graphics of the observa-
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(a) Theory (Blahak, 2004).

(b) Simulation.

Figure 5.9: Relation between the simulated reflectivity and the two-way attenuation coefficient

(lower plate) show good agreement to the theoretical results (upper plate). For de-

tails see text.
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tional data, which appears as “jumps” of the data in the intersections, mostly

occurring at smaller values of the reflectivity.

In the plots of the observational data also some typical errors of the mea-

surement are visible (cf. section 4.3). Second-trip echoes recognisable by the

striped structure appear mainly in the Figures 5.12 and 5.13. Clear-air echoes

are mainly visible in the vicinity of the radar stations and are only slightly vis-

ible. Ground clutter only occurs at one radar station near Munich because of

the Alps in the south. The second station that partly covers the region of the

Alps is located on the Feldberg and hence high enough (1517 m a.s.l.) not to

encounter the mountains. All these errors are detected in a quality check and

will be ignored for the operational usage of the data.

The first look at the results shows on the hand the reliability of the radar

forward operator in the simulation of radar data. Also the model is able the

capture the meteorological situations quite well. On the other hand, it is clearly

visible that the model often overestimates the reflectivity at these low heights

compared to the measured data. In the next chapter this observation will be

examined in more detail.
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5.7 Parallelisation and Vectorisation

In the end some short remarks on programming aspects of the radar forward

operator should be made for the sake of completeness. Besides the requirement

of good physical accuracy the operator also has to work with great computa-

tional efficiency when used operationally in the framework of data assimilation.

The simulation program is embedded in the COSMO model and has to run on

the vector-parallel supercomputer machines of the DWD, which currently are

two NEC SX-9 clusters. Each cluster has 14 nodes with 16 processors and 8

replicated vector pipes. So the program code written in Fortan 90 and 95, re-

spectively, (as well as the COSMO model) is fully vectorised.

Since the program runs parallel on several processors parallelisation strate-

gies have to be applied, because each computational processor calculates a part

of the domain only. The communication between the processors is provided by

the message passing interface (MPI) which is linked to the programming code.

The conventional method of the COSMO model is to divide the domain hori-

zontally in commensurate rectangular subdomains and spread those equally on

each processor. This is adopted by the radar forward operator and can be used

when calculating the propagation of the radar beam using the equivalent earth

model. However, this strategy can not be applied when simulating the propaga-

tion of the radar beam based on the actual simulated refractive index of air, since

every calculation point along the radar beam has to know its preceding point of

origin. So, one single radar beam cannot be subdivided on several processors.

The solution is to cut the volume scan horizontally in “azimuthal slices” (re-

sembling “pieces of cake”) and spread them evenly over all processors. The

method has been developed by Zeng (2013), where details can be found.
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6 Cloud Microphysics Verification

6.1 Contoured Frequency by Altitude Diagrams (CFADs)

In the previous section the capabilities of the radar forward operator have been

described and analysed, first by using idealised test cases and then by real case

studies. One application of this operator is to compare the results of such real

case simulations to corresponding radar observations, with the objective of ver-

ifying the COSMO model and its microphysical representation of precipitating

clouds. The following discussion presents a method which can be proved bene-

ficial for this purpose.

Note that in this thesis it is assumed that the observed radar data reflect

the true meteorological event even though it is known that there are limita-

tions and uncertainties of this measuring technique as described in chapter 4.

A main advantage of using the radar forward operator is that some of these

errors/characteristics can be simulated, and thus their individual effect on the

radar observables can be examined. Furthermore, a better comparability to the

observations is obtained. However, this topic is not considered in the following,

since this last chapter only gives a first insight in the verification of the cloud

microphysics.

Why CFADs?

The results of simulations of real synoptical situations compared to observa-

tions of the same atmospheric state measured by the radar network in Germany

(introduced in section 4.4) are presented in Figures 5.10 to 5.13 in the previous

section. The pictures of the radar composite help to get a first general idea of the
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differences and to make qualitative statements on the results of the numerical

calculations. However, it is unlikely that the model predicts the precipitation

at the exact same location (grid point) and the exact same time as a radar will

measure it. Since the main interest in model verification is to find sytemati-

cal differences, it is inappropriate to contrast simulated data with observated

data pointwise at each single coordinate point. Therefore, in order to facili-

tate a quantitative comparability a statistical methology is needed to display the

data. One technique that fullfills this requirement are contoured frequency by

altitude diagrams, subsequently abbreviated as CFAD(s). Yuter and Houze Jr.

(1995) initially proposed this idea. This method is used here and will be de-

scribed in detail in the following. Another positive aspect of CFADs is that

they additionally provide information on the vertical structure of the radar data,

which is useful since clouds and precipitation mainly form and develop in the

vertical dimension.

What are CFADs?

A contoured frequency by altitude diagram is a diagram of the statistical hori-

zontal distributions of a parameter that is vertically stratified (Yuter and Houze Jr.,

1995). The graphic is a pseudo-three-dimensional view with the height given at

the y-axis and the value of the parameter, in the following the radar reflectivity,

given at the x-axis. The frequency of occurrence of the pairs of values are dis-

played as contours given in percent per dB per km. Figure 6.1 demonstrates the

development and composition of such a diagram in three steps: (a) shows a sim-

ple historgam at a specific altitude (in the example 8 km); in (b) all histograms

of all altitudes are combined in a perspective view and (c) is the actual CFAD,

which is a simplified version of (b) converted in a topographic top projection

with the described countour lines (here in intervals of 2.5 %dB−1km−1).
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Figure 6.1: Developing process of a CFAD (Yuter and Houze Jr., 1995), starting with the his-

tograms (a) at a specific altitude of 8 km, (b) for all heights and finally (c) as contour

map, which is the actual CFAD in intervals of 2.5 %dB−1km−1 contour lines. The

thick lines are the 5 %dB−1km−1 contour.
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This method is not only able to avoid the temporal and spatial13 mismatch

between simulation and observation but also represents a picture of the volume

of the radar data and thus allows to examine the characteristic frequency dis-

tribution of the radar reflectivity values as a function of height. In literature

of cloud microphysics it is common use to distinguish between precipitation

events from convective and stratiform storm structures. The characteristic dis-

tinctive features as seen by the radar are the intensity of precipitation and the

size of the area covered by precipitation. Furthermore CFADs depict significant

differences in the vertical structure of the radar parameters, which is drafted in

Figure 6.2 for the reflectivity. In convective regions the predominant reflectiv-

ity values are higher than in stratiform regions. The convective profile remains

constant or decreases with increasing altitude. In contrast, the stratiform profile

first reveals a sharp maximum at a height of about 3 to 5 km, which corresponds

to the temperature layer of 0 ◦C, then decreases as well as the convective profile.

This significant maximum indicates the bright band (cf. section 4.3) that occurs

in the melting layer of stratiform precipitation.

In the following all demonstrations are limited to the consideration of re-

flectivity. The same examinations can also be done with the radial velocity

analogically (Yuter and Houze Jr., 1995).

How to create CFADs?

The output of the radar forward operator is not only restricted to the radar ob-

servables but also includes the simulated height above sea level. This config-

uration applies to all three methods of calculating the propagation of the radar

beam. That simplifies the creation of CFADs since all required data are already

given by the program. It is now important to distinguish the failed or missing

reflectivity values between data with no information meaning that they would

have been measured below the surface or shaded by the orography and data with

13when taking the collected data over a period of time to create the CFAD
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Figure 6.2: Characteristic mean vertical profiles of the radar reflectivity measured in a typical

convective and stratiform precipitation event, respectively (Steiner et al., 1995).

no (or too little) reflectivity values since no (or not enough) hydrometeors exist

in the corresponding volume of the radar pulse. The latter is a valuable infor-

mation. So, all data with no information are set to “not a number” in order not

to distort the dataset.

In the next step the actual values are restricted to a selected range. The rel-

evant interval of the reflectivity has been chosen from 0.0 dBZ up to the maxi-

mum value. Lower values usually are associated with no precipitation and might

even fall below the detection limit of the radar at larger ranges, depending on

the quality of the radar receiving system. The lower limit of height is chosen

as 0.4 km and 0.5 km, respectively (depending on ∆h), since underneath there

is not enough data because of the increasing altitude of the radar beam with in-

creasing radial distance. The upper limit is set to 8.0 km, with some exceptions

where the cloud top reaches higher altitudes (see first example of section 6.2).

Now, the increment step of the histograms has to be determined. In the fol-

lowing the bin widths are chosen to be ∆Z = 2 dB as well as ∆h = 200 m for

stratiform cases and ∆h = 500 m for convective cases, respectively. The re-
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maining pairs of values are then collected in a two-dimensional histogram and

normalised in both directions. Finally a contour plot is produced with the re-

sulting contour lines given in %dB−1km−1.

With the procedure described above the already given data are processed un-

modified to create CFADs for a start. However, even though the radar param-

eters and its corresponding height are directly provided by the radar forward

operator another problem arises at once. These data are now given on a spheri-

cal grid in the coordinate system of the radar beam in terms of range, elevation

and azimuth. Unfortunately the single grid points are irregularly distributed

across the entire volume of coverage, meaning that there are many data points

close to the radar station and on the contrary much less data far away from that.

Figure 6.3 depicts all those measuring points that are collected by the radar dur-

ing a complete volume scan. The plot demonstrates the nearer the single points

are located to the radar station the smaller is the grid spacing. It also means

that every grid point equates to a different effective resolution volume. Thus

the resulting values of the radar reflectivity are dependent on the position of the

radar station and the position of the precipitation at the time of the measure-

ment, respectively, which is not desired. The aim of model verification is to

find systematic differences in the model simulation compared to the measure-

ment indepent of the coordinate system used or the relative position of the radar

station to the precipitating cloud.

To demonstrate the consequences of a non-uniform grid spacing more clearly,

an idealised test case as introduced in paragraph 5.6.1 is used (Figure 6.4). In

this case, two radar stations are simulated contemporaneously. One station (II)

is located directly nearby the cell. The position of the other station (I) is moved

about 50 km in eastward direction. Figure 6.4 shows the respective ppi-plots of

the lowest elevation measured by the two radar stations I and II, respectively, at

the same time. The resulting reflectivity values look very similar at the surface

as expected. With respect to the maximum range of a radar, of about 120 km,

50 km is no large distance. Anyway, as mentioned before, in the first attempt the
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Figure 6.3: The complete set of measuring grid points provided by an entire volume scan of

a radar. All radar observables are given on a spherical grid according to range,

elevation and azimuth. The greyscales indicate the different elevation angles.

output of the radar forward operator is left unmodified to create the respective

CFADs of the datasets for each radar station according to the above described

procedure. This leads to significant different contour plots for the two radar

stations as can be seen in Figure 6.5, because the data points far away from the

station and in higher altitudes are underrepresented. In this case it is impossible

to interpret the resulting vertical structure appropriately.

To avoid this problem there are two possibilities. The first method is applying

at each pair of values a weight by the corresponding volume which it is repre-

senting. This is a simple and fast solution. But it solves the problem not en-

tirely satisfying, as it addresses only the different coverage per measuring point,

though the irregular grid distribution still remains. Figure 6.6 shows a strong

improvement compared to Figure 6.5 but still reveals some minor differences

between the both CFADs for I and II.

Transforming this data to a rectangular Cartesian grid would solve both prob-

lems, but requires interpolation. The most general way to linearly interpolate
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I II

Figure 6.4: Two ppis of the lowest elevation from the view of two different radar stations (cen-

tre of the plots) I and II located at different positions. Each station measures the

same atmospheric state at the same time using the ideal test case as described in

paragraph 5.6.1. The plot is limited to half of the maximum range.

I II

Figure 6.5: Resulting CFADs of the unmodified radar data on the polargrid for the radar sta-

tions I and II, respectively. The results are not comparable although the initial data

describe the same meteorological situation at the same time. (For details see text.)
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irregular gridded data is based on the Delaunay triangulation of the input data.

Although there are already existing programming tools in different program-

ming languages that provide this method (e.g. the method LinearNDInterpo-

lator in the griddata program of the interpolation package in SciPy14) the cal-

culation takes too much time to handle an entire set of reflectivity data of one

volume scan. So this issue will not be addressed any further.

Instead of a triangular interpolation an alternative version is used here which

is ascribed to Cressman (1959) and has been taken up and refined several times

in the literature, e.g. by Langston et al. (2007). Another similar concept is

the so-called k-nearest neighbour (knn) interpolation (e.g. Gao, 2009). In the

following a combination of both methods is described.

First of all the spherical grid points of the radar observables defined on a polar

coordinate system with respect to radial distance r, azimuth φ and elevation θ

have to be expressed in terms of the Cartesian coordinates xp, yp and zp, where

zp is already given by the height above mean sea level h,

xp(r,φ ,θ) =s(r,θ)sinφ

yp(r,φ ,θ) =s(r,θ)cosφ

zp =h.

The arc length s(r,θ) is approximately described by the equation

s(r,θ) = RE arcsin
(

r cosθ

RE +h

)
,

with the radius of the earth RE . This projection is called an azimuthal equidis-

tant projection and is locally nearly Cartesian.

14SciPy is short for scientific python.

81



6 Cloud Microphysics Verification

In the next step “new” coordinate points along a Cartesian grid (xc,yc,zc) are

defined. The aim is to interpolate the simulated as well as the observed values

of the radar reflectivity on each of these Cartesian grid points

Zr(~rp) = Zr


xp

yp

zp

 → Zint(~rc) = Zint


xc

yc

zc

 .

The knn interpolation method as well as the Cressman method proposes for

each Cartesian grid point~rc,i to pick all values of Zr that are located in a specific

circumcircle around that point. The radius of the circle dmax is set to 2.15 km15,

which means this is the maximum possible distance of a value that is to be

regarded for the interpolation. When no data point lies within the described

volume, the nearest located point is taken and dmax is set to the value of the

distance of the second nearest located point. A weighting function wi per grid

point according to Cressman (1959) is provided by

wi =
d2

max−d2
r

d2
max +d2

r
,

where dr is the distance between the polar grid point and the Cartesian grid

point. The weighting function is unity if dr = 0 and decreases to zero for

dr→ dmax. If dr > dmax, it is set to zero. Finally the interpolation can be done

according to following equation (Zhang et al., 2005)

Zint =
∑wiZr,i

∑wi
.

The Figures 6.6 and 6.7 contain the corresponding CFADs according to the vol-

ume weighting method and the interpolation method, respectively. Both clearly

show an improvement in contrast to Figure 6.5 where no modification of the

data was done. These three pictures demonstrate that the interpolated values

in Figure 6.7 reveal the best result with two nearly congruent contour plots.

Therefore it is recommended to only use the interpolated data to create CFADs

for further discussions.
15At this value for most Cartesian grid points there is at least one point of the spherical grid within its radius.
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I II

Figure 6.5: Resulting CFADs of the radar data on the polargrid and without volume averaging

(revisited from page 80).

I II

Figure 6.6: Same as Figure 6.5 but with volume averaging.

I II

Figure 6.7: Same as Figure 6.5 but with the radar data interpolated on a cartesian grid.
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6.2 Convective Case Studies

Convective Precipitation

The following two sections deal with some case studies of real synoptical situ-

ations as a first attempt to investigate the output of the radar forward operator

in comparison with radar measurements. As indicated in the previous section,

standard practise is to distinguish between convective and stratiform precipita-

tion from a microphysical perspective, regarding intensity and amount of the

atmospheric fallout (not to be confused with the classification of the hydrom-

eteors themselves). This differentiation becomes also noticeable in the values

of the radar reflectivity as can be seen in the vertical profiles (cf. Figure 6.2 on

page 77). Convective events cause higher backscattering signals throughout all

altitudes compared to stratiform events, which is attributed to the strong verti-

cal velocities of the air within a convective cell. For this reason, the vertical

motion w is the main distinguishing criterion for the separation. The occurring

upwinds during such an event are at least 1 m s−1 and can reach up to 10 m s−1.

Thereby large ice particles can be produced, since the motion of the air ex-

ceeds the terminal fall velocities vt of most hydrometeors and they grow not

only when falling but additionally during their updraft in higher (and colder) al-

titudes. This continues as long as the condition |w|> vt is given and can result

in an up and down movement of the particles while they undergo an alternating

melting and freezing process. These high vertical velocities also cause strong

mixing of hydrometeors such that all types can be found in all altitudes and high

reflectivity values can be constantly detected in several kilometres.

Another characteristic of convective precipitation is its spatial and temporal

appearance in the atmosphere. In most cases it is a very local effect and hence

strongly limited in its horizontal expansion while on the other hand the vertical

extent is usually higher than in stratiform clouds. Also the lifetime of a convec-

tive event is strongly limited and does not last for more than a few hours. They
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often occur in the summertime. Houze Jr (1993) gives a more detailed physical

description of convective precipitation.

First Example: 30th June 2012, 22 UTC

In paragraph 5.6.2 the results of some simulations of real meteorological sit-

uations were presented. A typical convective precipitation event happened on

30th June 2012 in Southern Germany. Figure 5.13 in the previous chapter on

page 71 showed the lowest altitude of the measured and simulated values of

the reflectivity at 22 UTC of that day. Two convective cells have formed simul-

taneously four hours earlier at the south-western border to the Alps and at the

western border to France, moved towards the northwestern part of Germany and

finally combined at 23 UTC resulting in heavy thunderstorms with strong rain-

fall over Hesse16 and other parts of Germany. During the course of the storm

extremely high reflectivity values occurred, extending over a particularly large

area. This makes the event perfectly suitable for a first statistical comparison

using CFADs.

For the creation of the contour plots the data of one radar station was used. In

this case the radar station located in Offenthal (Hesse), near Frankfurt am Main,

was chosen at the same point in time also shown in Figure 5.13. To demonstrate

the selected location, Figure 6.8 depicts ppis of three elevations (0.5 ◦, 3.5◦and

6.5◦) of the simulation as well as the corresponding observation of this radar

station at the time of examination. This choice was made because both the

simulation and the observation detected the strongest values at the same time

within the range of the same radar station and so there is a high spatial and

temporal correlation between the datasets. This is an important fact when using

the reflectivity values of only one radar at one specific point in time and still

want to get a good and comparable statistic of both.

16http://www.sueddeutsche.de/panorama/unwetter-in-nordhessen-blitz-erschlaegt-drei-

frauen-auf-golfplatz-1.1397750
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Figures 6.9 and 6.10 compare the resulting CFADs of the simulated and the

measured data, the first showing the complete vertical structure of the convec-

tive cell and the second only the lowest 8 km. It can be seen that even though

the model overestimates the height of the cloud top compared to the observation

the detected event still reveals an extreme large vertical extent. Moreover, the

simulation shows a markedly broader distribution of the reflectivity values and

especially in higher altitudes much more smaller values. However, on average

the calculated values match the measurement. It is worth mentioning that (even

though this is a clearly convective event) the structure of the CFADs (and ppis)

also indicate the occurrence of a bright band.

Second Example: 31st May 2012, 15-16 UTC

A second example should confirm the results from the first example. So, another

event that happened on 31st May 2012 starting at 15 UTC in Northern Germany

was chosen where several single convective cells formed over the North Sea.

In Figures 6.11 and 6.12, respectively, the ppi-plots of the reflectivity values

are presented taken from the radar station in Emden (Lower Saxony) at 15 and

16 UTC. The station is located in the north-eastern part of Germany at the river

mouth of the Ems into the North Sea. Here, also the melting layer is visible

in the higher elevational ppi-plots of the measured data. The precipitation area

is developed further to a large stratiform event that is examined in the second

example in the next section.

The respective CFADs – a sum of the datasets of the two points in time – can

be seen in Figure 6.13. Again, the simulated data show a broader distribution,

mainly towards smaller reflectivity values. However, mostly higher values occur

near ground. They also reach higher altitudes. So, both examples reveal similar

differences between the simulation and measurements.
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Figure 6.8: Simulated (left) and observed (right) radar reflectivity (in dBZ, see colour bar) for

the first convective example: 30.06.2012, 22 UTC, radar station in Offenthal. Here,

ppis of three different elevations (0.5◦, 3.5◦and 6.5◦) are shown. For details see text.
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(a) Simulation.

(b) Observation.

Figure 6.9: Resulting CFADs created from the data of the first convective example presented in

Figure 6.8 (upper palet: from simulated data, lower plate: from observational data),

showing the complete vertical structure. For details see text.
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(a) Simulation.

(b) Observation.

Figure 6.10: Same as Figure 6.9 but showing only the lower 8 km.
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Figure 6.11: Same as Figure 6.8 but for the second convective example: 31.05.2012, 15 UTC,

radar station in Emden. For details see text.
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Figure 6.12: Same as Figur 6.11 but 1 h later: 31.05.2012, 16 UTC.
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(a) Simulation.

(b) Observation.

Figure 6.13: Same as Figure 6.9 but for the second convective example presented in Figure 6.11

and 6.12, respectively, showing the lower 8 km. The resulting CFADs are created

from the sum of the data of both times. For details see text.
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Third Example: 5th January 2012, 9-11 UTC

Another winterly convective event took place on 5th January 2012, when a

strong squall line went through the detection area of a radar station, in this

case the station located in Offenthal (Hesse) again. However, even though the

occurring reflectivity values are lower than in the first example this particular

event stands out by being very stable over a long period of time and was cho-

sen as third example since precipitation with extremely high reflectivity values

are quite rare. Furthermore it is remarkable that it happened in winter. The

Figure 6.14 shows the ppis of the hourly output of the simulation and the corre-

sponding observations from 9 to 11 UTC.

In this case three datasets are available to create the CFAD with an increased

statistics. Figure 6.15 shows the resulting contour plot containing the data of

every hour combined in one single diagram for both the calculated and the ob-

servated reflectivity values. Again the values of the simulation reach higher

altitudes and in this case the measured data reveal a broader distribution espe-

cially near the ground but also a good agreement on average.
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Figure 6.14: Same as Figure 6.8 but for the third convective example: 05.01.2012, 19 UTC,

10 UTC and 11 UTC, respectively, radar station in Offenthal. Here, three different

times are plotted but with the lowest ppi (0.5◦) only. For details see text.
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(a) Simulation.

(b) Observation.

Figure 6.15: Same as Figure 6.13 but for the third convective example presented in Figure 6.14.

Here, the sum of the data of three times is taken. For details see text.
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6.3 Stratiform Case Studies

Stratiform Precipitation

Stratiform precipitation differs strongly from convective precipitation which is

mainly due to the much lower vertical velocities occurring in stratiform clouds

compared to convective cells. In a stratiform region the vertical motion of

air does not exceed 1 m s−1, which equals the typical terminal fall speed of

snow vt,s or ice crystals vt,i. Generally it is claimed to be (Steiner et al., 1995;

Houze Jr, 1993)

|w| � vt,{s,i}.

This significantly affects the microphysical processes, since all hydrometeors

are forced to grow exclusively during their falling through the cloud, there is

no updraft of the particles. It also leads to a well separated distribution of

the different types of hydrometeors, which means that snow and ice particles

are found above the 0◦C level and rain occurs predominantly below this layer,

where the temperature exceeds the melting point. The transition region forms

the so-called bright band (cf. section 4.3) which is characteristic of stratiform

clouds, see Figure 6.2. It is also referred to as the melting layer, since most

melting particles are found in this altitude.

Stratiform precipitation typically extends over a large area and can last up

to several days. The detected values of the radar reflectivity are approximately

homogeneously distributed in their horizontal extent. However, the rate of rain-

fall is much lower than in convective precipitation events. More information on

stratiform precipitation can be found in Houze Jr (1993) as well.

First Example: 07th - 08th March 2012

The real case studies in the previous chapter (paragraph 5.6.2) also presented

a typical stratiform precipitation event that happened on 07th March 2012 in

Germany. The first rainfall was detected at 12 UTC in the north-western part
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of Germany over the North Sea and it took nearly 24 hours to move throughout

the whole country from west to east as demonstrated in Figure 5.10 on page 68

showing the measured and simulated reflectivity values at 2 UTC on 08th March

2012. The precipitation extended nearly homogeneously over the entire region

from north to south. This stable and consistent conditions are well suited to a

stratiform case study.

Like in the previous section, only the data of one radar station were regarded

for the creation of CFADs. At first, again the station in Emden (Lower Saxony)

was chosen. The times of examination are 14 UTC as well as 16 UTC when

the precipitation area hits the land surface, containing a lot of hydrometeors.

Figures 6.16 and 6.17, respectively, show the corresponding ppis in the same

manner as Figure 6.8 of the first example of a convective event. This selection

was made for the same reasons described in the previous section. A preferably

complete coverage of precipitation in the detection range of the radar, occurring

in both the calculated and the measured data, is necessary to provide good and

significant statistics using the data of just one radar station.

The corresponding CFADs are shown in Figure 6.18 as a sum of the two

datasets of 14 UTC and 16 UTC. Since the reflectivity values do not reveal any

significant differences between both points in time, the statistics could easily

be increased. It is clearly visible that also in this case the simulated values

reach higher altitudes than the observed values. Moreover, the average of the

calculated radar reflectivity exceeds the mean reflectivity the radar measured by

about 5 dB.

In a next step, a second radar station was selected that detected the event

several hours later to create further CFADs of this event. At that time the strat-

iform precipitation field is still very extensive and stable but with extenuated

intensity, see the lowest ppis of 2 UTC, 4 UTC and 6 UTC of the 08th March

in Figure 6.19 (and Figure 5.10 for the complete radar composite of 2 UTC) in

comparison to Figure 6.16 or 6.17 ten to 16 hours earlier. This second radar sta-

tion is located in Dresden (Saxony) in Eastern Germany. The resulting CFADs
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Figure 6.16: Simulated (left) and observed (right) radar reflectivity (in dBZ, see colour bar) for

the first stratiform example: 07.03.2012, 14 UTC, for a first radar station in Emden.

Here, ppis of three different elevations (0.5◦, 3.5◦and 6.5◦) are shown. For details

see text.
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Figure 6.17: Same as Figure 6.16 but 2 h later: 07.03.2012, 16 UTC.
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(a) Simulation.

(b) Observation.

Figure 6.18: Resulting CFADs created from the data of the first stratiform example presented in

Figure 6.16 and 6.17, respectively (upper palet: from simulated data, lower plate:

from observational data), showing the lower 8 km. The CFADs are created from

the sum of the data of three times. For details see text.
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are shown in Figure 6.20, this time as a combination of the three sets of data.

Since the precipitation is attenuated in its intensity, the vertical extent is also

lower and hence it is sufficient to set the maximum height of the CFADs is to

5 km (instead of 8k̇m). In this case calculated reflectivity values are much lower

(less than 5 dB difference) than the measured values. However, the simulated

precipitation extended to higher altitudes as found in all other cases before.

Second Example: 31st May 2012

Another interesting event happened on 31st May 2012 when a large stratiform

precipitation area containing sporadic convective cores (cf. second example of

a convective event in the previous section) covered nearly the whole country of

Germany. The complete radar composite of 19 UTC is shown in Figure 5.11

on page 69. The 18 UTC and 19 UTC datasets of the radar station in Rostock

(Mecklenburg-Vorpommern) in the north-eastern part of Germany were chosen

for the creation of CFADs. Figures 6.21 and 6.22 show ppis of the three eleva-

tions. Of special interest is the significant occurrence of the bright band in the

observational data which is clearly visible in the 3.5◦and 6.5◦elevation. This

can be recognised by the concentric circle of higher reflectivity values around

the centre of the radar station. The simulated data did not show this specific

characteristic as clearly. However, the simulation registered already higher re-

flectivity values at ground level which could counteract the development of a

bright band. In Figure 6.23 the combined CFADs of both times are depicted.

The sharp maximum in the vertical structure which should indicate the bright

band did not emerge as expected especially in the observational data. For this

purpose more datasets collected over a long period of time (up to a month)

would be necessary.

The ppis (Figure 6.24) and the corresponding CFADs (Figure 6.25) of the

data taken from another radar station located in Prötzel (Brandenburg) in East-

ern Germany at 18 UTC show the same results with increased significance and

confirm what has already been stated.
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Figure 6.19: Same as Figure 6.16 but for the first stratiform example: 08.03.2012, 02 UTC,

04 UTC and 06 UTC, respectively, for a second radar station in Dresden. Here,

three different times are plotted but with the lowest ppi (0.5◦) only. For details see

text.
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(a) Simulation.

(b) Observation.

Figure 6.20: Same as Figure 6.18 but for the first stratiform example and second radar station

presented in Figure 6.19, showing the lower 5 km. Here, the sum of the data of

three times is taken. For details see text.
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Figure 6.21: Same as Figure 6.16 but for the second stratiform example: 31.05.2012, 18 UTC,

for a first radar station in Rostock. For details see text.
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Figure 6.22: Same as Figure 6.21 but 1 h later: 31.05.2012, 19 UTC.
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(a) Simulation.

(b) Observation.

Figure 6.23: Same as Figure 6.18 but for the second stratiform example presented in Figure 6.21

and 6.22, respectively. For details see text.
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Figure 6.24: Same as Figure 6.21 but for the second stratiform example: 31.05.2012, 18 UTC,

for a second radar station in Prötzel. For details see text.
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(a) Simulation.

(b) Observation.

Figure 6.25: Same as Figure 6.23 but for the stratiform example and second radar station pre-

sented in Figure 6.24. Here, the data of only one time is taken. For details see

text.
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The quantities measured by a weather radar system (reflectivity, radial velocity

and polarisation parameters) do not directly represent those atmospheric vari-

ables that are predicted by numerical weather prediction (NWP) models (tem-

perature, pressure, wind, total mass fraction of atmospheric water) and cannot

directly be used to test the quality of the model forecast. However, having at

hand variables predicted by a NWP model, which are appropriate to compute

radar observables as reflectivity and radial velocity, synthetic radar data can be

calculated. The numerical radar products thus obtained can be compared to

’real’ radar measurements such that a direct measure of quality and reliabil-

ity is available. This procedure comprises a so-called radar forward operator

which is presented in this thesis. All important physical processes in the radar

measurement are accounted for, each programmed in a separate module.

The development was done in close collaboration with Yuefei Zeng (2013) in

a parallel PhD project. He concentrated on aspects of the electromagnetic wave

propagation (such as the bending of the radar beam towards the earth’s surface

(Zeng et al., 2013) and the broadening of the radar pulse with distance) and on

the vectorisation and parallelisation strategies which have to be applied in order

to run the operator on supercomputer architectures. He further focused on the

application of the operator for data assimilation.

The main part of this work consists of the simulation of the radar reflectiv-

ity using either the full Mie theory or the simpler Rayleigh approximation. In

the former case the attenuation of reflectivity due to atmospheric hydrometeors

can be taken into account additionally. Here, backscattering as well as extinc-

tion cross-sections are calculated separately for all (liquid, frozen and melting)
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types of hydrometeors and integrated over the particle size distributions as de-

rived from model variables. The equivalent reflectivity and the extinction coeffi-

cient are initially simulated on the model grid and subsequently interpolated on

spherical coordinates of the respective radar pulse. Afterwards, the attenuation

can be calculated along the radar beam.

First idealised case studies show reasonable results and demonstrate the cor-

rect operation of the radar forward operator. Both possibilities of calculating the

reflectivity, Mie theory (with or without attenuation) and Rayleigh, respectively,

were tested. The reflectivity-attenuation-relation simulated from the model data

compared to a theoretical consideration provides further evidence of a success-

ful implementation. The influence of attenuation mostly becomes apparent to-

wards smaller radar wavelengths, and hence should not be neglected. For this

reason using the full Mie theory including extinction is preferable.

However, due to the complexity of the Mie theory, its calculation comes at

higher computational cost compared to the Rayleigh approximation. To circum-

vent this problem, lookup tables are created for the reflectivity and the extinc-

tion coefficient when using the Mie theory. This has to be done individually

for every hydrometeor class, i.e. for: rain, frozen snow, melting snow, frozen

graupel and melting graupel, which altogether assemble 10 single tables. The

radar effects of cloud water droplets and cloud ice crystals are still calculated us-

ing the Rayleigh approximation, since the Rayleigh condition (particle’s diame-

ter� radar wavelength) is valid for small hydrometeors. The backscattering as

well as the extinction cross-section are functions of the total mass fraction, the

temperature and, in case of melting particles the degree of melting, and hence

these quantities are the independent parameters of the lookup tables. The num-

ber of table nodes can be chosen arbitrarily. The tables are created during the

first time step of the simulation (in a precalculation step), and in the following

steps, the actual values for the equivalent reflectivity as well as the extinction

coefficient are interpolated from the values contained in the lookup tables. With
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optimised configurations, this method performs even better than the simple ap-

proximation according to Rayleigh.

The complete radar forward operator is then applied to real meteorological

situations. For comparison, measurements of up to 17 dual polarisation Doppler

weather radar stations of DWD’s radar network in Germany are used. Pseudo-

composites in the form of ppi-plots of the reflectivity values at the lowest alti-

tude of all radar stations are created. They allow a first qualitative evaluation

of the precipitation forecast given by the model, which suggest that mostly the

model is able the capture the meteorological situations quite well but also often

overestimates the reflectivity values.

Investigations in model verification are the topic of the second part of this

thesis, drawing further comparisons. In most cases the model does not predict

precipitation events at the same time and the exact same position as the radar

measures, and even slight differences in time and position prevent a meaningful

comparison on the level of individual grid points. In order to reveal systematic

discrepancies, a graphical representation of the radar data that enables a statis-

tical comparison between the model and the observed data is prepared. This

methodology is called contoured frequency by altitude diagram (CFAD), which

was first proposed by Yuter and Houze Jr. (1995), and which is further inves-

tigated in this thesis. These contour plots focus on the statistics of the vertical

structure of the radar data, which is an important information that describes

main characteristics of clouds and precipitation developing mainly vertically by

updrafts.

The output of the radar forward operator is given in spherical coordinates,

because the radar measures its observables as a function of range, elevation and

azimuth. It is examined whether these irregularly distributed grid points and

accordingly the different grid spacing influence the statistical evaluation of the

radar data by CFADs. Two radar stations detecting the same idealised precipita-

tion area from different distances were simulated. The resulting CFADs reveal

significant differences since the data near the radar station are overrepresented
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compared to the data further away from it. Secondly, every given value repre-

sents a different effective resolution volume, which can be adjusted by a volume

weighting. However, the best way to avoid both problems is to interpolate the

reflectivity values on a Cartesian grid, resulting in almost equal CFADs of the

same event from radar stations at different locations. This is an important step

to do, otherwise the interpretation of the contour plots can be misleading.

Convective and stratiform examples show the applicability of this methodol-

ogy to comparative studies. This was done using the data of individual events

detected by one radar station. However, more statistics (longer timescales, com-

plete radar composite) would have to be used in order to make reliable state-

ments on systematic differences between model output and the observations.

Nevertheless, the CFADs of individual stations already show some significant

discrepancies. In all cases the model overestimates the cloud top height com-

pared to radar measurements. Also, the simulated reflectivity values are typi-

cally too high in regions of precipitation (rain) near the ground, while at higher

altitudes much more values of low reflectivity occur in the simulation. The

remaining challenge is to figure out where theses differences might originate

from (e.g. from the choice of the particle size distribution of the different hy-

drometeor types within the COSMO model or from the general properties of

the cloud microphysical scheme). But this is beyond the scope of this thesis.

Furthermore, an interesting question would be how different configurations of

the radar forward operator and the impacts of individual physical aspects in the

radar simulator affect the CFADs, in order to find the best compromise between

accuracy and computational costs in the simulation.

This radar forward operator has been developed for the reflectivity and the ra-

dial velocity up to now. However, there is also a set of polarisation parameters

that can be detected with the radar technology now installed by DWD. The sim-

ulation of these parameters requires a lot more effort and is still an open project

for the future. Additional information about the hydrometeors’ shape and its

angular orientation relative to the incident radiation (canting angle) is needed,
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that is not provided by the model and hence has to be somehow prescribed. A

simulation of the polarisation parameters within the radar forward operator can

be done, e.g. by building on parts of the program SynPolRad (Pfeifer, 2007;

Pfeifer et al., 2008). Here, also expensive computations are involved which will

require the extensive use of lookup tables.
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In this work, various simulation methods of the effective radar reflectivity 
factor and its attenuation by atmospheric particles from the variables of the 
COSMO model have been implemented within a so-called radar forward ope-
rator, and its output was compared to measurements from the German radar  
network. To perform a statistically reliable model verification, contoured  
frequency by altitude diagrams (CFADs) were used and refined.
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