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Abstract: A self-coherent receiver capable of demultiplexing PolMUX-
signals without an external polarization controller is presented. Training se-
quences are introduced to estimate the polarization rotation, and a decision 
feedback recursive algorithm mitigates the random walk of the recovered 
field. The concept is tested for a PolMUX-DQPSK modulation format 
where one polarization carries a normal DQPSK signal while the other pola-
rization is encoded as a progressive phase-shift DQPSK signal. An experi-
mental demonstration of the scheme for a 112 Gbit/s PolMUX-DQPSK sig-
nal is presented. 
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1. Introduction 

Coherent receivers are key to next generation multi-level polarization-multiplexed modulation 
formats such as differential quadrature phase-shift keying (PolMUX-DQPSK) [1]. However, 
coherent detection requires a costly high-quality local oscillator (LO) laser. While coherent 
detection provides highest sensitivity the price of a narrow linewidth laser is not within reach 
for many applications such as in metro and access networks. A substitute that does not require 
a LO would thus be of interest. 

Recently, self-coherent detection (SCD) using delay interferometers (DI) has been sug-
gested as a substitute for coherent reception [2–8]. The concept extends self-homodyne diffe-
rential detection of signals such as the differential phase-shift keying (DPSK) modulation 
format, where phase differences of zero or 180° are conveyed. SCD schemes do not need an 
additional laser as a LO, instead the delayed copy of the signal is used for detection. Com-
pared to a coherent receiver that requires digital signal processing (DSP) for carrier phase and 
frequency estimation, SCD requires advanced DSPs to reconstruct both the phase and the 
amplitude of the optical field by comparing an actually received complex sample with a pre-
viously reconstructed sample. While self-coherent receivers are advantageous with respect to 
hardware complexity, they mainly suffer from two issues. Firstly, SCD usually shows an 
optical signal-to-noise ratio (OSNR) penalty compared to coherent receiver. Secondly, SCD 
has not yet been able to receive a PolMUX signal. 

The optical signal-to-noise ratio (OSNR) penalty of SCD compared to coherent receiver is 
about 2.3 dB [9], due to the fact that the reconstruction process refers to previously estimated 
symbols which are also noisy. Especially the quantization noise of analog-to-digital conver-
ters (ADC) at the receiver is a degrading factor [8]. This OSNR penalty may be reduced with 
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proper DSP algorithms [2, 8, 10]. These algorithms, which were developed for single polari-
zation, are not directly applicable to self-coherent receivers for PolMUX signals, since the 
unknown crosstalk between the two polarizations at the receiver strongly distorts the signal 
constellations. In addition, the fields in the two orthogonal polarizations may destructively 
interfere at the receiver polarizer yielding zero samples for the reference, causing outages in 
the reconstruction algorithm operation. 

Three principal methods of polarization demultiplexing (PolDEMUX) were mostly devel-
oped for differential detection, which can in principle be also applied to SCD. The first me-
thod resorts to an external polarization controller for manually [11, 12] or automatically align-
ing the signal to the receiver polarization axis [13–15]. No special signal format is needed. 
While automatic alignment does not require fast DSP circuits, it relies on high-speed endless 
polarization controllers. The second method, suitable for return-to-zero (RZ) signals, consists 
of interleaving the RZ signals propagating in two orthogonal polarizations by introducing a 
time offset of half symbol duration. At the receiver, the signals are detected using polariza-
tion-insensitive decision circuitry operating at twice the symbol rate [16], requiring high-
speed photo-detectors and electronics. The third method uses multiple DIs with a variant of 
the least mean square (LMS) algorithm [17]. In this scheme the authors not only differentially 
detect the signals in two orthogonal polarizations, but they also cross-couple the two polariza-
tions optically so that the cross product between the two orthogonally polarized signals can be 
formed by DSP. The advantage is that PolDEMUX occurs at the symbol rate. The disadvan-
tage is the more complex optical circuitry, and the cost for twice as many photodiodes and 
ADCs, relative to the first SCD method and to a coherent receiver. 

Unfortunately, in SCD, post-detection noise accumulates in the field reconstruction recur-
sion, leading to a random-walk process of the complex recovered signal [7, 8] if no preventive 
measures are taken. Due to the independent noise random walks in the two polarizations, the 
PolDEMUX algorithms [18] commonly used in coherent detection system are not directly 
applicable for SCD system. 

In this paper, we present a SCD receiver based on the principle that is different from the 
above methods. It does not require polarization controller, time interleaving, and a doubled set 
of detectors. We estimate the change of the state of polarization with training sequences, then 
use decision feedback to reconstruct the field and to mitigate the noise-induced random walk 
that affects the usual PolDEMUX methods. To address “zero-reference” outages in one pola-
rization, we use the signal in the other polarization to estimate the “lost” reference. To this 
end, a variation of the PolMUX-DQPSK format is introduced, whereby the constellations in 
both polarizations are rotated by 45° relative to each other. An experimental demonstration of 
the SCD dual polarization scheme is presented for 112 Gbit/s PolMUX-DQPSK reception. 

2. PolMUX transmission and self-coherent reception 

A polarization multiplexed transmission system with a self-coherent receiver is presented in 
Fig. 1(a). Two equivalent configurations of the self-coherent receiver optical front-end (OFE) 
are considered: An OFE with two phase-offset delay interferometers (DI) as in Fig. 1(b), and 
an OFE with an optical hybrid, Fig. 1(c). 

The transmission link shown in Fig. 1(a) comprises two sub-transmitters (Txx, Txy) that 
carry two independent data streams, Sx and Sy. The signals generated by the two transmitters 
are orthogonally polarized. Their electric fields are denoted with Ex and Ey. The two signals 
are superimposed in a polarization beam combiner (PBC) to form the polarization multiplexed 
(PolMUX) signal, which is transmitted along a fiber, experiencing a random change of the 
state of polarization (SOP). The channel is modeled as a matrix C including arbitrary polari-
zation rotations Rn, arbitrary order of polarization mode dispersion (PMDn), and arbitrary 
phase offset P, as detailed in Section 2.1. In the polarization diverse self-coherent receiver, 
the signal is split by a polarization beam splitter (PBS) in two orthogonal linear polarizations, 
the output fields of which are denoted with xE′  and yE′ . These signals are a mixture of the 
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transmitted Ex and Ey as generated by the random SOP change along the fiber. Both polariza-
tions are processed in a self-coherent receiver, the optical front-end (OFE) of which can be 
implemented by either of two following schemes. 
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Fig. 1. Polarization multiplexed transmission system with self-coherent receiver (SCD Rx). (a) 
System schematic with SCD Rx and its DSP modules. Transmitters Txx and Txy generate two 
signals Ex and Ey carrying data Sx and Sy, which are then combined in a PBC to form a Pol-
MUX signal. In the fiber the signal experiences a random change of the state of polarization 
described by a matrix (C) which consists of arbitrary polarization rotations (R)n, arbitrary order 
of PMDn, and arbitrary phase offset (P). The signal is then detected in a SCD Rx. There are 
two options for realizing the optical front-end (OFE) for detecting the in-phase (I) and quadra-
ture phase (Q) signal: (b) OFE with two quadrature phase-offset DIs (IQ-DI) (c) OFE with opt-
ical hybrid. 

Delay interferometer front-end. In Fig. 1(b) two DIs with balanced detectors are shown. 
The input of each DI is either ( )xE t′  or ( )yE t′ , denoted by , ( )x yE t′  for short. Within each DI, 
the complex signal , ( )x yE t′  is mixed with its delayed copy , ( τ)x yE t′ − . By carefully choosing 
the excess phase difference between the two arms, either an in-phase component 

, , ,Re{ ( )} Re{ ( ) *( τ)}x y x y x yu t E t E t′ ′ ′= −  (I, zero phase difference, upper arm in Fig. 1(b)) or a 
quadrature phase signal , , ,Im{ ( )} Im{ ( ) *( τ)}x y x y x yu t E t E t′ ′ ′− = − −  (Q, π/2 phase difference, 
lower arm in Fig. 1(b)) is detected by the balanced photodiode pair. We write the operation 
performed by the DI together with the balanced detector mathematically as 

 , , ,( ) ( ) *( τ).x y x y x yu t E t E t′ ′ ′= −  (1) 

The derivation of the equation can be found in Appendix A. 
Optical hybrid front-end. An equivalent alternative scheme is shown in Fig. 1(c) where a 

2 × 4 optical hybrid is used similarly to a coherent receiver. In lieu of the local oscillator, the 
incoming signal is delayed by τ, and this copy is fed into the 2 × 4 optical hybrid in order to 
interfere with the original signal. Multiple variations of 2 × 4 optical hybrids exist, imple-
mented by discrete couplers, by star-couplers [19] or by multimode interference couplers [20]. 
The outputs are identical to the ones of the DI front end. 
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After the balanced detection in either of the front-ends, the complex quantities xu′  and yu′  
are converted into the digital domain using analog to digital converters (ADCs). Digital signal 
processing (DSP) algorithms are then applied to recover the transmitted signals. At the out-
puts of the DSP, the demodulated signals ˆ

xS  and ˆ
yS  are available for further evaluation, for 

instance for a BER measurement. The DSP algorithms include clock recovery, resampling, 
phase error correction, normalization, polarization and field recovery. These last two func-
tions are the subject of a new algorithm, which is our focus in this paper. 

In the remainder of this section we will present a model of the fiber channel, with which 
we analyze the interference between the Txx and Txy signals and summarize the challenges 
that need to solve. At the end, the principle of our transmitter and receiver will be presented. 

2.1. Channel model 

A polarization multiplexed transmitter with a fiber channel and a polarization diverse SCD 
receiver is shown in Fig. 1(a). The fiber channel introduces some arbitrary SOP changes so 
that the detected polarization consists of a mixture between the two transmitted signals. 

A possible scenario as of how the SOP may vary when passing from transmitter to receiv-
er is depicted in the upper part of the figure. The quantities Ex and Ey represent the linearly 
polarized electric field components at the transmitter Txx and Txy. The two signals are com-
bined at a PBC whose linear eigenstates are aligned with the polarization axes of Ex and Ey 
(blue and red coordinate systems). After the PBC, a fiber is attached. The fiber is modeled by 
numerous birefringent slices all of which have a different orientation of the fast and the slow 
axes and a different PMD. The first slice of the fiber model has linear eigenstates p (parallel) 
and s (senkrecht, perpendicular), which are rotated by an angle of θ 1 with respect to Ex and 
Ey. The signals have to be remapped to a new coordinate system. This operation can be de-
scribed by a Jones matrix R1. The last slice of the fiber model has linear eigenstates p′ and s′. 
At the end of the fiber a PBS with linear polarization eigenstates xE′  and yE′  projects this 
electric field on its eigenstates (green and magenta coordinate system), and in addition intro-
duces a phase offset PBSδφ  between the two signals. This phase offset is modeled by a matrix 
P as shown in Eq. (2). The rotation angle between the eigenstates of PBS and last fiber slice is 
θn. The coordinate system transformation is described by matrix Rn. 

Neglecting the propagator and any loss common to both polarizations, the channel is then 
described by a unitary Jones matrix C [2], which including arbitrary polarization rotations Rn, 
and arbitrary order of PMDn, and phase offset P, 

 

PBSDGDn PMDn

11 12
n n n 1 2 1 1

21 22

n n
n n jj( )

n n

, ,

1 0cos( ) sin( ) 1 0
, ( ) , .

sin( ) cos( ) 0 e0 e

x x

y y

E EC C

E EC C

δ φω τ δ φ

θ θ
ω

θ θ

−

−− Δ +

′    
= = ⋅ ⋅ ⋅ ⋅ ⋅    ′     

    
= Δ = =    −       

C P R PMD R R PMD R

R PMD P



(2) 

Here, PMDn represents the first-order PMD within the fiber. Assuming a time dependency 
exp(jω t) with optical angular frequency ω, the differential phase shift between the two prin-
cipal states of polarizations in a signal bandwidth Δω / (2π) is DGDn PMDnω τ δ φΔ + , and the 
differential group delay is τDGDn. Additional effects could have been also included. 

2.2. Challenges for signal recovery 

The original Txx and Txy signals are undergoing SOP change in the channel. As a conse-
quence the signals from Txx and Txy are mixed in the receiver. The SCD receiver needs to 
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recover ˆ
xS  and ˆ

yS  from xu′  and yu′ . This can be done in three steps. The first step is the field 
recovery that xE′  and yE′  are reconstructed from xu′  and yu′ . The second step is the polariza-
tion recovery to recover Ex and Ey from xE′  and yE′ . At the end, it’s the demodulation that ˆ

xS  
and ˆ

yS  are retrieved from Ex and Ey. There are several challenges that need to be solved for 
such a SCD receiver. 

The first challenge is that the mixing of the two signals could lead to destructive interfe-
rence to the extent that the signal at the receiver becomes zero. To illustrate this issue we give 
an example using a PolMUX QPSK signal transmitted in a very simple channel consisting 
only one fiber slice. In our simple channel illustration we neglect PMD and assume a zero 
phase offset after the PBS. In this case, the matrices R1, PMD1, and P are all identity matric-
es. The eigenstates of PBS with matrix R2 are rotated with respect to the eigenstates of PBC, 
so that the transmitted field components xE  and yE  are combined to new electric field com-
ponents xE′  and yE′  along the PBS eigenstates. Here we assume a rotation by θ 2 = −45°, see 
Fig. 2(a). We find 

 
j 1 11 1 1

exp(j ) .
j 1 12 2 2

x x x x x y

y y y y x y

E I Q E E E
t

E I Q E E E
ω

′ ′ ′+ −−        
= = =        ′ ′ ′+ +        

 (3) 

As an example, we assume QPSK where 1
, 2

{1+ j, 1+ j, 1 j, 1 j}exp(j t)x yE ω∈ − − − − . By 
substituting into Eq. (3), we arrive at the constellation diagrams in terms of the real (I, in-
phase) and imaginary part (Q, quadrature phase) of the complex envelope of the carrier 
exp(jω t), Fig. 2(b). As an issue with the reception scheme one may notice the zeros in the Rx 
constellation diagrams. The zeros result from a destructive interference between Ex and Ey 
when carrying identical symbols. These zeros result in outages of the field reconstruction for 

xE′  and yE′ . Special care need to be taken to overcome this issue (details in Section 2.5). 

xE′

yE′

2
xE

2
yE

xE′ yE′

 

Fig. 2. (a) Illustration of Tx and Rx polarization states. (b) Constellation diagram as sent off by 
the Txx (×) and Txy (×) and constellation diagrams as received by the Rx in the two polariza-
tions x’ (•) and y’ (•) when being sent over the channel in Eq. (2). The two QPSK (× , ×) are 
mixed and form new constellations ( ) 2′ = −

x x y
E E E  (•) and ( ) 2′ = +

y x y
E E E  (•). Zeros 

in the center of the constellations result from destructive interference. 

The second challenge is to avoid error propagation during the field reconstruction process. 
The error may propagate because the signal is reconstructed using the previous received sym-
bol as a reference. With this a single error could lead to an error in all subsequently recon-
structed fields. However, this would not be an issue if the value of the received quantities ,x yS  

would not dependent on the previous detection but only on the difference between two adja-
cent samples of the field. Therefore, we differentially encoded the transmitter signals. The 
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transmitter is going to be discussed in the next section and the error propagation will be dis-
cussed in more detail in Section 2.5. 

The third challenge is to undo the SOP change of the fiber. For this we will introduce a 
training sequence to estimate the channel matrix C in the next section and Appendix B. 

2.3. Transmitter with differential encoding and training sequence for channel estimation 

The data in the transmitter are differentially precoded (DP) in order to avoid error propagation 
as outlined in Section 2.2. We start with the complex data sequence ( )S n  belonging to a 
certain constellation. By differentially precoding, ( )S n  is processed into a complex symbols 
A(n) at discrete times tn = nτ at multiples n of the symbol period τ [21], 

 ( ) ( ) ( 1),A n S n A n= −


 (4) 

where ( 1)A n −


 retains the same phase as ( 1)A n − , but its magnitude is normalized to one, i. 
e., ( 1) ( 1) ( 1)A n A n A n− = − −


. If we take standard DQPSK as an example, we have 

( ) { 1, j}S n ∈ ± ± . Given the sequence S(n) = [1, j, −1, 1, −j…] and A(0) = 1, we get A(n) = [1, 
j, −j, −j, −1…]. 

The differentially precoded signal A(n) is then modulated on an optical carrier. In a polari-
zation multiplexed system we convey two signal streams Ax(n) and Ay(n) on the two ortho-
gonal SOP, say, linear polarizations in x and y-direction. The optical signals after the modula-
tion are denoted ( )exp(j )x xE A n tω=  and ( ) exp(j )y yE A n tω= . The data flow is shown in 
Fig. 3. In practice, the oscillator is a laser and the mixer is implemented by an optical IQ-
modulator. 

S(n)

z-1

A(n)

(0)A


ej t
Tx = (n)

 

Fig. 3. Schematic drawing of the transmitter. S(n) is differentially encoded into a A(n) by add-
ing ( 1) ( 1) ( 1)A n A n A n− = − −


. The symbol z−1 (representing the z-transform) stands for a 

time delay by one bit. Then the A(n) is modulated on an optical carrier with angular frequency 
ω. The mixer output is the time sequence E(n). 

In the fiber channel, the signals experience an SOP change. Because in our case the optical 
fields , ( )x yE t′  cannot be measured directly, but rather , , ,( ) ( ) *( τ)x y x y x yu t E t E t′ ′ ′= −  after the 
balanced detectors in Fig. 1(b), conventional polarization demultiplexing does not work, and 
we need a sequence of training symbols for estimating the channel matrix C which is deter-
mined by 4 complex quantities Cij (8 real numbers). With known electric field components 

exp(j )x xE A tω=  and exp(j )y yE A tω=  and measured fields xE′  and yE′ , four values of Ax,y 
in each polarization would suffice for uniquely calculating C. However, we measure only the 
quantities , , ,( ) ( ) *( τ)x y x y x yu t E t E t′ ′ ′= − , and therefore only phase differences can be deter-
mined. As a consequence, the estimated complex channel matrix coefficients 11Ĉ  and 12Ĉ  
share a common undetermined phase factor so that only their phase difference is known. The 
same is true for 21Ĉ  and 22Ĉ . This does not affect the channel estimation (see Appendix B), 
but the number of determinable real quantities is reduced to 6. Therefore a minimum of three 
transitions per polarization has to be evaluated, leading to a minimum symbol number of 4. 
Longer symbol sequences could be employed to estimate C by minimizing the least-mean-
square error for the matrix coefficients. For demonstrating the concept, we use the minimum 
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training symbol length consisting of a preamble (0, 1, 1) and two groups of 4 complex sym-
bols with three valid transitions for each polarization, 

 
(1...8) : 0 1 1 1 1 0 0 (8)

.
(1...8) : 0 1 1 0 0 1 1 (8)

x x

y y

A A

A A

 
   (5) 

Any symbol from the transmitted constellation can be chosen for the symbols Ax(8) and Ay(8), 
which are used to start the field recovery algorithm. The preamble starting with the two zeros 
in the two polarizations serves as a uniquely identifiable symbol sequence which must not be 
part of the transmitted constellation. Appendix B provides details of the channel estimation. 

2.4. Self-coherent receiver with decision feedback 

The receiver recovers the transmitted information Sx,y(n). The OFE of the self-coherent re-
ceiver processes the transmitted signal , ( )x yE n′  in polarization x' or y' by interfering them with 
their delayed copy as shown in Fig. 1. For simplicity, we replaced the SCD Rx, i.e. the mixed 
analog-digital circuit of the Rx (in Fig. 1) by an equivalent digital circuit (see Fig. 4). In Fig. 
4, we take it for granted that a DSP unit transforms the analog inputs , ( )x yE t′  at sampling 
times t = tn = nτ into digital quantities , ( )x yE n′ . 

( )yu n′

( )xu n′

ˆ
yS

ˆ
xS

( )yE n′

( )xE n′

 

Fig. 4. Equivalent digital representation of the self-coherent detection receiver (SCD Rx). The 
received signal 

,
( )

x y
E n′  is combined with its conjugated delayed copy that generates 

,
( )

x y
u n′ . 

The symbol z−1 (representing the z-transform) stands for a time delay by one bit. 

If the SOP does not change, it is , ,( ) ( )x y x yE n E n′ =  and , ,( ) ( )x y x yu n u n′ = . After differential 

decoding we find 

 
, , , , , ,

, , , , ,

( ) ( ) *( 1) ( ) *( 1) ( )

*( 1) ( ) ( 1) ( 1) ( ),

x y x y x y x y x y x y

x y x y x y x y x y

u n u n E n E n A n A n

A n S n A n A n S n

′ = = − = −

= − − = −
  (6) 

where x* denotes the complex conjugate of quantity x. It should be noted that |Ax,y(n − 1)| = 1 
can be chosen for signals Sx,y(n) with constant modulus such as for DQPSK. Looking at Eq. 
(6) we see that with this normalization ux,y(n) = Sx,y(n), which means an ideal DQPSK detec-
tion. No polarization and field recovery algorithm is needed. 
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z-1

*

z-1

*

( )xE n

( )yE n

Sx(n)

z-1

Ax(n)

(0)xA


Sy(n)

z-1

Ay(n)

(0)yA


Tx Channel

C

SCD Rx

( )xu n′

( )yu n′

( )xE n′

( )yE n′

ˆ ( )xS n

ˆ ( )yS n

ej t

 

Fig. 5. Equivalent digital representation of the PolMUX signal transmission system. A Pol-
MUX signal xE  and yE  carries encoded symbols of Sx and Sy. After the channel transmis-
sion, the receiver projects the signals on new polarization axes which results in xE ′  and yE ′ . 
In the SCD Rx, the signal interferes with its delayed copy generating quantities xu′  and yu′ . 
After polarization and field recovery the transmitted symbols Sx and Sy are recovered and sent 
for further evaluation. 

When the signal is transmitted through a non-ideal channel, polarization crosstalk may oc-
cur. Instead of , ,( ) ( )x y x yu n u n′ =  we receive 

 
( ) *( 1) ( ),

( ) *( 1) ( ),
x x x

y y y

u n E n E n

u n E n E n

′ ′ ′= −
′ ′ ′= −

 (7) 

where xE′  and yE′  are the received fields for polarizations x and y, as described by the channel 

model of Eq. (2). The overall system is represented by the equivalent digital scheme in Fig. 5. 
At the receiver we measure xu′  and yu′  from which we want to recover the transmitted 

symbols Sx and Sy. However, these symbols are no longer simply obtained at the two DI out-
puts, due to polarization mixing. The challenge is to recover the fields ( ), ( )x yE n E n′ ′  and to 
perform polarization demultiplexing. 

In a first step we need to derive xE′  and yE′  iteratively from the outputs xu′  and yu′  of the 
self-coherent receiver OFE. A recursive algorithm for single polarization field reconstruction 
alike to the one displayed in Fig. 6(a) was recently proposed in [8]. Ideally, if we were to 
know an estimate ,

ˆ ( 1)x yE n′ −  of the true symbol , ( 1)x yE n′ − , we easily could derive an esti-
mate of the following symbol , ( )x yE n′  by solving the equation , , ,( ) *( 1) ( )x y x y x yu n E n E n′ ′ ′= −  
for the unknown , ( )x yE n′ , 

 ˆ ˆ ˆ ˆ( ) ( ) *( 1) , ( ) ( ) *( 1).x x x y y yE n u n E n E n u n E n′ ′ ′ ′ ′ ′= − = −  (8) 

The “hat” symbol x̂  denotes an estimate of x. By repeatedly applying Eq. (8) we can recur-
sively recover the signal field at sampling times tn once we have an initial estimate ,

ˆ (0)x yE′ . 
In the second step a CMA (constant modulus algorithm) or decision directed LMS equa-

lizer [18] can be applied for polarization demultiplexing same as in a coherent receiver. Once 
we know ,

ˆ ( )x yE n , the symbols ˆ
xS  and ˆ

yS  are retrieved by differential detection, similarly to 
Eq. (6). The only change against Eq. (6) is that ,

ˆ ( 1)x yE n −  can now be normalized to one, 
because we are in the digital domain. Thus we directly obtain Sx and Sy, 
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ˆ ˆ ˆ( ) *( 1) ( ) *( 1) ( ) ( 1) ( ),

ˆ ˆ ˆ( ) *( 1) ( ) *( 1) ( ) ( 1) ( ).

x x x x x x x

y y y y y y y

S n E n E n A n S n A n S n

S n E n E n A n S n A n S n

= − = − − =

= − = − − =

  

    (9) 

This equation indicates that Sx(n) and Sy(n) may be derived for any differentially encoding 
modulation format including QAM, and not only for constant-modulus signals. 

However, the recursive algorithm in Eq. (8) has an issue with noise accumulation, because 
the signals are derived from the previous ones. The recovered field is perturbed by random 
walk-like noise. This leads to erroneous estimates even after a small number of samples [7, 8]. 
Even without considering the analytic details, it is evident that as both , ( )x yu n′  and 

,
ˆ *( 1)x yE n′ −  are noisy, their ratio ,

ˆ ( )x yE n′  is even noisier. Such independent noise random 
walks in the two polarizations make the PolDEMUX algorithms fail. To reduce the noise 
accumulation, training sequence is used in [8] to monitor the random walk and reset the field 
recovery when the random walk goes beyond the limit. This method significantly reduces the 
random walk, however cannot be simply applied for the polarization multiplexed signal be-
cause the training sequence can be strongly distorted due to polarization mixing. It also costs 
extra redundancy. 

Another issue of the recursive algorithm in Eq. (8) is that because the initial estimate 

,
ˆ (0)x yE′  is randomly chosen, the estimation can be wrong by a factor of , ,

ˆ (0) (0)x y x yg E E′ ′= . 
As a result, the odd sub-sequence would be scaled by 1/g*, , ,

ˆ (1,3,5 ) (1,3,5 ) *x y x yE E g′ ′=  , 
and the even sub-sequence would be scaled by g, , ,

ˆ (2, 4,6 ) (2, 4,6 )x y x yE gE′ ′=  . The even 
and odd sub-sequences of the reconstructed signal would experience different scaling that 
need be rescaled afterwards [8]. 

In this paper we advance [8] by improving the reconstruction algorithm, mitigating the 
noise accumulation problem by means of a special decision feedback, see Fig. 6(b). The key 
idea is to avoid the use of the previous (noisy) symbol estimate ,

ˆ ( 1)x yE n′ −  for computing the 
next one ,

ˆ ( )x yE n′  as it was done in the Fig. 6(a). Instead, we perform the PolDEMUX first by 
multiplying the result with the inversion of the channel matrix C, and then make a decision 

, ( )x yE n  for the actual symbol thereby cleaning it from any noise. We then redo the PolMUX 
by multiplying , ( )x yE n  with the channel matrix C and introducing a delay by one bit. The 
resulting , ( 1)x yE n′ −  represents a noise-free reference for the next symbol, but can still be 
slightly inaccurate because of the imperfect channel estimation. However, an accumulation of 
noise is avoided. To further improve the accuracy of the channel estimation and to adapt to 
the channel variation over time it is possible to use the CMA or decision directed LMS equa-
lizer [18] to adaptively adjust the channel matrix C. During the channel estimation, the initial 
symbols Ax,y(8), which are translated into transmitted field quantities , (8)x yE , lead us to the 
values of ,

ˆ (8)x yE′  as described in Appendix B. Thus ,
ˆ (8)x yE′  are used as the initial estimate 

for field reconstruction. At the end , ( )x yE n  are sent to differential decoder to retrieve ,
ˆ ( )x yS n  

same as in Eq. (9). 
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Ĉ

1
11Ĉ−
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Fig. 6. Polarization and field recovery algorithm to derive the symbol Sx and Sy from complex 
signal 

,
( )

x y
u n′ . (a) The conventional field recovery algorithm using solely Eq. (8). The recov-

ered fields 
,

ˆ ( )
x y

E n′  are then sent to polarization demultiplexing (PolDEMUX) algorithm and 
differential decoder to retrieve Sx and Sy. This algorithm fails when there is noise accumulation. 
(b) New polarization and field recovery algorithms. It first performs the PolDEMUX, then uses 
decision circuits to remove noise. The ‘clean’ signal 

,
( )

x y
E n is then multiplied with SOP 

change to generate the reference 
,

( 1)
x y

E n′ −  for the next field recovery. 

2.5. Field outages caused by polarization crosstalk 

In extreme cases, when the signals experience strong polarization crosstalk during transmis-
sion, one of the two signal polarization states at the receiver could fade due to destructive 
interference, so that ˆ ( 1)xE n′ −  or ˆ ( 1)yE n′ −  become zero. Applying Eq. (8) to recover ,

ˆ ( )x yE n′  
will then lead to an infinite output in one of the polarizations, and eventually generate an 
outage of the field reconstruction process. A non-zero very small value could either be quan-
tized to zero or an inaccurate value could leads to wrong ,

ˆ ( )x yE n′ . 
To mitigate this problem we modify the field recovery method. We consider a transmitted 

DQPSK constellation in both polarizations, each constellation may be represented by four 
phasors Ex,y in the x and y-direction, respectively. After transmission, the fields xE′  and yE′  
comprise elements with contributions from xE  and yE . Using Eq. (2) we can express xE′  and 

yE′ as sum of the respective phasors, i.e. as 11 12 11/ ( / )x x yE C E C C E′ = +  and 

22 21 22/ ( / )y y xE C E C C E′ = + . For DQPSK where each xE  and yE  has four possible states we 
get a total of 16 constellation points for xE′  and yE′ , see Fig. 7. If the sub-constellations given 
by 12 11( / ) yC C E  or 21 22( / ) xC C E  in Fig. 7(a) and (b) are separated so that different sub-
constellations points do not coincide, knowledge of C and one polarization state only (i. e. xE′  
or yE′ ) suffices to identify yE′  and xE′  due to the finite amount of possible states ,x yE′ . 
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Fig. 7. Examples of PolMUX-DQPSK signal constellation diagrams wherein there is polariza-
tion mixing between the two signals. (a), the constellations of 

11
/

x
E C′  (•) or 

22
/

y
E C′  (•) have 

more weight from 
x

E  (×) or 
y

E  (×). (b), 
11

/
x

E C′  or 
22

/
y

E C′  have more weight from sub-
constellation

12 11
( / )

y
C C E  or 

21 22
( / )

x
C C E . Symbol combinations close to zero are detected 

that might cause outages in the field reconstruction. 

However, a second speciality needs to be taken into account. As soon as sub-constellation 
points coincide, they could result from more than one pair of Ex and Ey. In this case, if for 
example yE′  cannot be reconstructed due to an outage as in Fig. 2(b), the quantity xE′  cannot 
be used to uniquely determine yE′ . This problem can be solved by sampling not only the data 
points, but also halfways during the transition from one symbol to the next, i. e. by a twofold 
oversampling. For example, in the constellation diagram Fig. 8, the field yE′  transits from 
point (1) 1y yE′   (marked with dashed circle) to (2) 2y yE′   in the center of the constellation, 
so the next value (3)yE′  could not be recovered because (2) 0yE′ =  holds. Therefore we have 
to rely on the information xE′  only. However, (3) [ (3) (3)] / 2 1x x yE E E′ = − = −  from Eq. (3) 
could result from either (3) ( 1 j) / 2xE = − +  and (3) (1 j) / 2yE = + , or, alternatively, from 

(3) ( 1 j) / 2xE = − −  and (3) (1 j) / 2yE = − . This ambiguity can be resolved by a twofold 
oversampling. If it is as assumed above (1) 0yE′ ≠  and (2) 0yE′ = , then 1

2(1 ) 0yE′ ≠  would 
hold, so 1

2(2 )yE′  can be calculated with Eq. (8). Depending on the result ( 1
2(2 ) j / 2yE′ = ± ), 

we decide on the nearest neighbor (3) [ (3) (3)] / 2 jy x yE E E′ = + = ± , see Eq. (3). Now the 
quantities , (3)x yE  can be uniquely determined. 
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Fig. 8. Example of a PolMUX-DQPSK signal constellations when the linear transformation 
(C) in the fiber consists of an exact −45° rotation. In the constellation of 

x
E ′  (•), the signal 

transits from 1x to 2x to the ambiguous point 3x. In the constellation of 
y

E ′  (•), the signal tran-
sits from 1y to 2y to 3y or 3′y and the yellow points 1

2
1

y
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2
2

y
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2
2

y

′  are the halfway sam-
ples. 

xE yE
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Fig. 9. PolMUX DQPSK signal constellation diagrams. Top row shows the phasor of the sig-
nals (Ex and Ey) and their transition lines, the bottom row shows the phasors of the encoded 
symbols (Sx and Sy) which are also the transitions of the signals (Ex and Ey). 

A third special case needs consideration. If two values ( ) 0yE n′ =  and ( 1) 0yE n′ + =  fol-
low each other, i. e., if no transition takes place, then also 1

2( ) 0yE n′ + =  is true. As a conse-
quence, 1

2( 1 )yE n′ +  cannot be recovered so that the oversampling method fails. Therefore 
such sequences of zeros have to be avoided from the very beginning. To this end, we transmit 
one of the polarizations, say the y-polarization, with a DQPSK modulation and a progressive 
45° phase shift being added for consecutive symbols Ey, Fig. 9 right column. This could be 
done with an additional clocked phase modulator. The resulting DQPSK phases for the sym-
bols Sy are 45°, 135°, −135° and −45° [22]. The other polarization transmits a normal DQPSK 
signal with phases 0°, 90°, 180° and −90° for the symbols Sx, Fig. 9 left column. Looking at 
Fig. 9 and assuming that (1) (1 j) / 2xE = +  destructively interferes with (1) (1 j) / 2yE = + , 
none of the 4 possibly following values (2) 1, jyE = ± ±  could destructively interfere with any 
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of the constellation points (2) ( 1 j) / 2xE = ± ± . Thus, series of consecutive zeros for ,x yE′  
cannot occur. 

Finally, a fourth case needs consideration. If a wrong decision is taken by the decider cir-
cuit in Fig. 6(b), the outcome , ( )x yE n  is erroneous. For a constant modulus DQPSK signal, 
the wrongly detected field can be written as the correct field times a phase factor, 

, , ,( ) ( ) exp(j )x y x y x yE n E n εϕ= , where ,exp(j ) { 1, j}x y
εϕ ∈ ± ± . This error carries over to the next 

reference for the field recovery step 11 12
ˆ ˆ( 1) exp(j ) ( 1) exp(j ) ( 1)x x x y yE n C E n C E nε εϕ ϕ′ − = − + −  

and 21 22
ˆ ˆ( 1) exp(j ) ( 1) exp(j ) ( 1)y x x y yE n C E n C E nε εϕ ϕ′ − = − + − . If the polarization crosstalk is 

small, i. e., if 12 21
ˆ ˆ,C C  are sufficiently small, the error would not propagate due to the differen-

tial phase detection scheme: In Eq. (8) the new field ,
ˆ ( )x yE n′  has the same phase factor 

( ), ,
ˆ ˆ1/ *( 1) ( 1)x y x yE n E n′ ′∠ − ∝ ∠ −  as for the previous field estimate, and differential phase 

detection then removes this error. However, if polarization crosstalk is strong, the generally 
different erroneous phase factors from both polarizations appear in mixed form and do not 
cancel out by differential detection. In the unlikely case that the error phases in both polariza-
tions are the same, x y

ε εϕ ϕ= , the reference fields in both polarizations would be rotated by the 
same amount, and the situation would be as in the case of weak polarization coupling. How-
ever, if x y

ε εϕ ϕ≠ , the error propagates and leads to very inaccurate estimates ,
ˆ ( )x yE n′ . After 

polarization demultiplexing, large error vectors magnitudes , , ,
ˆ( ) ( ) ( )x y x y x ye n E n E n= −  

would then be found after the decision circuit, and the subsequence field recovery would also 
become faulty. When this happens, we could minimize the error vectors magnitudes by re-
placing ,

ˆ ( )x yE n′  with a proper choice out of the possible 16 constellation points at each pola-
rization such that the erroneous phases in both polarizations become the same and x y

ε εϕ ϕ=  
holds, a situation which was discussed previously. The nth estimates may be still in error, 
however, after a maximum of two erroneously detected symbols the error propagation stops 
and the algorithm turns back to normal operation. 

3. Experimental setup and results 

The experimental setup is depicted in Fig. 10. A 28 GBd NRZ-DQPSK signal is generated by 
modulating an external cavity laser (wavelength 1550 nm) with two uncorrelated data se-
quences applied to an IQ-modulator. The data sequences are generated by a software-defined 
transmitter [23]. To encode the two polarizations with the normal and the progressive-phase 
DQPSK signal using a single modulator, we use a special polarization multiplexing emulator. 
A first frame is generated with normal DQPSK symbols. It consists of the training sequence 
(TSx) of the first polarization (Section 2.3) and a DQPSK signal with a PRBS sequence of 
length 28 − 1. We limit the combination of the training sequence and the DQPSK sequence to 
a frame of 128 symbols. The next frame contains the symbols of the progressive-phase 
DQPSK signals, which has a constellation diagram with 8 phase states however only 4 possi-
ble phase states in one symbol period as discussed in Fig. 9. The frame comprises the training 
sequence (TSy) of the other polarization and a PRBS sequence of length 28 − 1 that is offset 
from the previous PRBS by 10 bits. The frame is limited to 128 symbols as before. Thus after 
the IQ-modulator, we have a data sequence of adjacent frames for the two polarizations. The 
DSP in the receiver has to be switched according to the rhythm of the modulation frame ex-
change. 
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Fig. 10. Experimental setup, the signal is generated in a software defined Tx as a series of 
frames. In each frame, there is a training sequence (TSx,y) for one polarization followed with a 
DQPSK signal or a progressive-phase DQPSK signal. Then the signal is split and combined in 
a PBC to form a PolMUX signal. The signal is then experienced with an arbitrary polarization 
rotation and sent to the self-coherent receiver. An ASE source is used to emulate different 
OSNR levels. 

The signal is then amplified with a polarization maintaining (PM) EDFA and filtered with 
a 1 nm filter. Then we use a 3dB PM coupler to split the signal onto two arms, where one arm 
is delayed by 128 symbols with respect to the other one. Both arms are then combined. This 
yields a 112 Gbit/s bit-aligned PolMUX signal with training sequences for the two polariza-
tions with alternating NRZ-DQPSK and progressive-phase NRZ-DQPSK signal frames. To 
mimic signals with different OSNR, an amplified spontaneous emission (ASE) noise source 
has been added. The signal is then filtered with a 3 nm filter and re-amplified before being 
sent to the self-coherent receiver. At the receiver input we use a 2 nm filter to further suppress 
the out-of-band noise. A polarization controller emulates polarization rotation in the fiber 
link. The receiver comprises two pairs of IQ delay interferometers as in Fig. 1(b). The DI 
delay times equal one symbol duration. After the balanced photo-detectors, the signal is cap-
tured by the real-time scope of an Agilent optical modulation analyzer (80 GS/s, 32 GHz 
bandwidth), which samples the waveforms for off-line processing. 

The off-line processing consists of various steps. First, squaring clock recovery algorithm 
[24] is applied to down-sample the signal to two samples for each in-phase and quadrature 
phase components of , ( )x yu n′ . Then the signals are normalized and combined to form the 
complex representations , ( )x yu n′ . After digitally removing the static phase errors in the delay 
interferometers, we apply our field and polarization recovery algorithm described in Section 
2.4. The channel estimation is performed on the first 128 symbols, and afterwards is discon-
tinued, unless it becomes necessary to re-estimate the channel. 

We first test the algorithms with low ASE noise. In Fig. 11, we present signal reception 
under 6 different polarization rotations. Constellation diagrams of the signals , ( )x yu n′  before 
performing the polarization recovery algorithms are presented on the left side of each set. 
Because the signal is repeated with a normal NRZ-DQPSK and a 45° offset NRZ-DQPSK, 
the constellation resembles an 8PSK format. The zeros in the center are part of the training 
sequence. During field and polarization recovery, the training sequence is removed from the 
data and the 45° offset is also canceled. The estimated ,

ˆ
x yE -constellations after field and 
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polarization recovery are shown on the right side of each set. The recovered signals’ error 
vector magnitude (EVM) are all below 16%, corresponding to BER less than 10−9 [25]. 

( )yu n′

( )xu n′ ˆ ( )xE n

ˆ ( )yE n ( )ˆy nρ ( )ˆy nρ

( )yu n′

( )xu n′ ˆ ( )xE n

ˆ ( )yE n

( )yu n′

( )xu n′ ˆ ( )xE n

ˆ ( )yE n
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( )xu n′ ˆ ( )xE n

ˆ ( )yE n

( )yu n′

( )xu n′ ˆ ( )xE n

ˆ ( )yE n

( )yu n′

( )xu n′ ˆ ( )xE n

ˆ ( )yE n

 

Fig. 11. Constellation diagrams of detected signals ,x yu′ in x and y polarizations together with 
the recovered symbols ,

ˆ
x yE for 6 different polarization states. All measurements were per-

formed at low ASE noise, and 3072 symbols were evaluated. 

We then tested the algorithms for different OSNR values and polarization states with and 
without field and polarization recovery algorithm, Fig. 12. A maximal recording time of 350 
µs (98 × 105 symbols) has been used for the BER evaluation. For polarization states ‘D’ and 
‘E’, the BER at OSNR 16dB is anomalously high. This could be due to the failure of the clock 
recovery algorithm at low OSNR. 

For comparison, we detected the polarization-aligned signal with both a homodyne cohe-
rent receiver (black symbols) and with the self-coherent receiver (red symbols). For the sig-
nals detected with the homodyne receiver we applied a Viterbi-Viterbi algorithm [26] to cor-
rect the phase drift of the local oscillator. 

To test the SCD receiver with increasing ASE the same 6 different polarization rotations 
have been tested as above. When the polarization is aligned, we get the best performance – 
with and without polarization recovery. The result is virtually same to the one from the cohe-
rent receiver. Theoretically, the coherent receiver should provide a result that is about 2.3 dB 
better than with the differential detection scheme [9]. However, our coherent receiver is not 
ideal, and other researchers reported similar performance at almost the same symbol rate [1]. 

It can be seen that our novel algorithm substantially improves the self-coherent detection 
scheme. While the signal cannot be recovered for a 45° polarization rotation ((F) in Fig. 11 
and Fig. 12) without our algorithm, the signal can be recovered with the recovery algorithm in 
any polarization state. 

When the polarization crosstalk is strong we observe an OSNR penalty. This could be due 
to the fact that the recovered signal is calculated with the signal on two polarizations therefore 
noise from two sources contributes to the signal: The larger the polarization crosstalk, the 
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higher the noise penalty. When there are (close) zeros at one polarization, the demodulation is 
then based on the other polarization which comprises 16 symbol constellation points. This 
also introduces a higher OSNR penalty to the signal. We should also consider the limitation of 
the equipment used in the experiment, i.e. the sampling rate and bandwidth of the real-time 
scope is not sufficient to fully track the transitions of the signal. Therefore the method de-
scribed in Section 2.5 can only operate with limited efficiency. 
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Fig. 12. BER versus OSNR plots of self-coherent receiver for 6 different polarization states 
with polarization and field recovery (PFR) algorithm (solid symbols) and without PFR algo-
rithm (empty symbols). The black curve shows the OSNR versus BER for a coherent receiver. 

4. Conclusion 

We presented a self-coherent receiver operating without an external polarization controller. 
The self-coherent front-end consists of a pair IQ delay interferometers, or it uses a conven-
tional optical hybrid with the LO replaced by a delayed version of the received light for each 
of the two polarizations. The DSP features a new algorithm based on training sequences to 
estimate the change of the state of polarization, and a decision feedback to mitigate the noise-
driven random walk of the recovered field. The concept was tested for a PolMUX-DQPSK 
modulation wherein one polarization transmits a normal DQPSK signal, while the other one 
transmits a progressive-phase DPQSK signal. We experimentally demonstrated that this self-
coherent receiver is capable of demultiplexing signals with arbitrary polarizations. In particu-
lar, we successfully tested the scheme on an 112Gbit/s PolMUX-DQPSK signal under differ-
ent polarization states at different OSNR levels. 

Appendix A: Signal processing of E(t) by delay interferometers 

In this section we derive the mathematical operation performed by two DIs (Fig. 1(b)) onto a 
signal sequence E(t). 

The self-coherent receiver basically comprises two DIs with photo detectors at the con-
structive and destructive output ports. The operations performed by a single DI onto a signal 
E(t) therefore given at the constructive and destructive ports are 
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2

( ) ( ) ( τ),

( ) ( ) ( τ).
out

out

E t E t E t

E t E t E t

= + −
= − −

 (10) 

In the photodiodes the fields are converted into photo currents that are proportional to the 
square of the field magnitude, 

 

2

1

2 2

2

2

2 2

( ) ( ) ( τ)

( ) ( τ) 2 ( ) ( τ) cos( ( ) ( τ)),

( ) ( ) ( τ)

( ) ( τ) 2 ( ) ( τ) cos( ( ) ( τ)),

out

out

I t E t E t

E t E t E t E t E t E t

I t E t E t

E t E t E t E t E t E t

∝ + −

∝ + − + − ∠ − ∠ −

∝ − −

∝ + − − − ∠ − ∠ −

 (11) 

where x∠  denotes the phase of a complex quantity x. After the balanced photodiode receiver, 
the differential output current is 

 BR 1 2( ) ( ) ( ) ( ) ( τ) cos( ( ) ( τ)).out outI t I t I t E t E t E t E t= − ∝ − ∠ − ∠ −  (12) 

This operation is performed for the in-phase (I in Fig. 1(b)) as well as for the quadrature phase 
DI (Q in Fig. 1(b)). Because of the π/2 phase offset, the photocurrents (I)

BRI  and (Q)
BRI  are 

 

(I)
BR

(Q)
BR

( ) ( ) ( τ) cos( ( ) ( τ)),

π
( ) ( ) ( τ) cos( ( ) ( τ) )

2
( ) ( τ) sin( ( ) ( τ)).

I t E t E t E t E t

I t E t E t E t E t

E t E t E t E t

∝ − ∠ − ∠ −

∝ − ∠ − ∠ − +

∝ − − ∠ − ∠ −

 (13) 

After digital acquisition we combine the in-phase and quadrature channels in form of a com-
plex signal, 

 

[ ]

(I) (Q)

BR BR( ) ( ) j ( )

( ) ( τ) cos( ( ) ( τ)) j ( ) ( τ) sin( ( ) ( τ))

( ) ( τ) exp j( ( ) ( τ)) ( ) * ( τ).

u t I t I t

E t E t E t E t E t E t E t E t

E t E t E t E t E t E t

= −

∝ − ∠ − ∠ − + − ∠ − ∠ −

∝ − ∠ − ∠ − = −

(14) 

As the in-phase and quadrature phase signals are normalized in the DSP section, we simplify 
the notation by writing ( ) ( ) *( τ)u t E t E t= − . Given the signal is sampled at discrete times tn = 
nτ, we can also write this equation as ( ) ( ) *( 1)u n E n E n= − . 

Appendix B: Channel estimation with training sequences 

The training sequence for the two polarizations is chosen to be 

 
(1...8) : 0 1 1 1 1 0 0 (8)

(1...8) : 0 1 1 0 0 1 1 (8)
x x

y y

A A

A A

 
   (15) 

where Ax(8) and Ay(8) can be any symbol from the transmitted constellation. The preamble 
with a starting zero serves as a uniquely identifiable symbol sequence. For convenience we set 
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Ex,y = Ax,y, i. e., we omit encoding the symbols onto an optical carrier which does not change 
our channel estimation process. At the receiver, we have 

 

11 12

21 221...8 1...8

11 12 11 12

21 22 21 22

11 1211 11 12 12

21 21 22 22
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After reception with the DI and digital acquisition we measure 
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 (17) 

From the elements in Eq. (17) we use the first four elements as starting delimiter. Also we do 
not use , (8)x yu′  for channel estimation. This reduces the number of equations to 6. This should 
be sufficient equations to derive the complex channel elements if the absolute value and the 
absolute phase are not needed 

 

22

21 21 2111 11 11

11 12 21 22

2 2
12 12 12 22 22 22

(5) * ,(5) * ,

(6) * , (6) * ,

(7) * , (7) * .

yx

x y

x y

u C C Cu C C C

u C C u C C

u C C C u C C C

′′ = == =
′ ′= =

′ = = ′ = =

 (18) 

We employ the same notation as in Eq. (4) for the phase factor C


 of a complex quantity C, 
and the estimation Ĉ  of the channel matrix C results from Eq. (18), 

 

( ) [ ]

[ ]
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2
11 11 12 11 12

1

2
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1

2
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2
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ˆ (5) exp j (6) exp j( ) *,

ˆ (7) exp j( ) *.

x x
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y y

y

C u u C C C C

C u C C C C

C u u C C C C
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







 (19) 

Compared to the channel matrix C, its estimation Ĉ  has common phase factors 12*C


 and 

22*C


 for its upper and lower rows, respectively. 
As a test, we use this estimated channel matrix to recover the transmitted symbols as dis-

cussed in Section 2.4. We first define our starting symbols ˆ (8)xE′  and ˆ (8)yE′ , 
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Substituting this into Eq. (8), we find ˆ (9)xE′  and ˆ (9)yE′ , 
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Then we multiply this column matrix with the inverse of the estimated channel matrix Ĉ , 
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After re-arranging terms we find, 
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Thus, the symbols for n = 9 can be correctly recovered. After the decision circuit (which is 
introduced because of practical reasons), ˆ (9)xE  and ˆ (9)yE are multiplied with the estimated 
channel matrix to generate the complex symbol reference for the next symbol recovery, 
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Repeating the procedure Eqs. (21)-(24), we are then able to reconstruct the subsequent sym-
bols. 

There are two extreme cases that cannot be treated with Eq. (19), namely if either of the 

, (5 7)x yu′   is close to zero, i. e., if there is no polarization crosstalk C12, C21 → 0, or if the 
polarization states are interchanged C11, C22 → 0, 

 11 12 11 12

21 22 21 22

1 0 0 1
or .

0 1 1 0

C C C C

C C C C

      
= =      
      

 (25) 

In this case, , (6)x yu′  in Eq. (18) becomes very small, and its argument needed in Eq. (19) for 
calculating Ĉ  is very inaccurate. Depending on , (5 7)x yu′  , the starting fields 

(8)xE′ and (8)yE′  are equal to the transmitted fields Ex(8) and Ey(8), or they are equal to the 
cross-polarized transmitted fields Ey(8) and Ex(8). The subsequent fields Ex,y(9), Ex,y(10), … 
can then be recovered as described previously. 
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