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Abstract. The detection of atmospheric N@adicals is still N2Os, NO, hydrocarbons, and water vapour, in the ab-
challenging owing to its low mixing ratios{1 to 300 pptv)  sence and in the presence of inorganic or organic aerosol.
in the troposphere. While long-path differential optical ab- The overall precision of the cavity instruments varied be-
sorption spectroscopy (DOAS) has been a well-establishedween 0.5 and 5 pptv for integration times of 1s to 5min;
NOj3 detection approach for over 25 yr, newly sensitive tech-that of the DOAS instrument was 9 pptv for an acquisition
niques have been developed in the past decade. This pulime of 1 min. The N@ data of all instruments correlated ex-
lication outlines the results of the first comprehensive in- cellently with the NOAA-CRDS instrument, which was se-
tercomparison of seven instruments developed for the spedected as the common reference because of its superb sen-
troscopic detection of tropospheric NOFour instruments  sitivity, high time resolution, and most comprehensive data
were based on cavity ring-down spectroscopy (CRDS), twocoverage. The median of the coefficient of determination
utilised open-path cavity-enhanced absorption spectroscopi#2) over all experiments of the campaign (60 correlations)
(CEAS), and one applied “classical” long-path DOAS. The is r2=0.981 (quartile 1 (Q1): 0.949; quartile 3 (Q3): 0.994;
intercomparison campaign “NO3Comp” was held at the at-min/max: 0.540/0.999). The linear regression analysis of the
mosphere simulation chamber SAPHIR iflidh (Germany) campaign data set yielded very small intercepts (median:
in June 2007. Twelve experiments were performed in thel.1 pptv; Q1/Q3—1.1/2.6 pptv; min/max:-14.1/28.0 pptv),
well-mixed chamber for variable concentrations of ;O and the slopes of the regression lines were close to unity
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1112 H.-P. Dorn et al.: NG; instrument intercomparison

(median: 1.01; Q1/Q3: 0.92/1.10; min/max: 0.72/1.36). TheThis reaction is important during the day, when its rate often
deviation of individual regression slopes from unity was al- exceeds that of photolysis, and in cases of fresh emissions
ways within the combined accuracies of each instrument pairof NO. At night the NO reaction often limits the lifetime of
The very good correspondence between the; M@@asure- NO3 when no excess £Js present to convert NO into NO
ments by all instruments for aerosol-free experiments indi- NOj itself reacts with NQ to form N,Os (the anhydride
cates that the losses of N@n the inlet of the instruments of nitric acid, HNG):

were determined reliably by the participants for the corre- .

sponding conditions. In the presence of inorganic or organicNO3 +NO2+M = N20s + M. (R5)
aerosol, however, differences in the measured; Mixing N2Os is thermally unstable and can decompose into its pre-
ratios were detectable among the instruments. In individuakursors, thereby establishing an equilibrium betweern; NO
experiments the discrepancies increased with time, pointingand NbOs. The back-reaction ofR5) is strongly tempera-

to additional NQ@ radical losses by aerosol deposited onto ture dependent, with dDs5 being dominant at low tempera-
the filters or on the inlet walls of the instruments. Instru- tures. RecentlYsthoff et al. (2007 remeasured the equilib-
ments using DOAS analyses showed no significant effect ofium constant of ReactiorRb) to Keq(T) = (5.1 £ 0.8) x
aerosol on the detection of NONo hint of a cross inter-  10-27exp((10871+ 46)/T) cm®molecule’t. No,Os can ef-
ference of NQ was found. The effect of non-Lambert—Beer ficiently be hydrolysed to HN®on the surface of aerosol
behaviour of water vapour absorption lines on the accuracyparticles:

of the NG; detection by broadband techniques was small

and well controlled. The NO3Comp campaign demonstrated ‘205 + H20(hed — 2HNO;. (R6)
the high quality, reliability and robustness of performance of The wet and dry deposition of the HN@rmed by hydroly-

current state-of-the-art instrumentation for fetection. sis of NbOs is one of the most important loss reactions of ox-
idised nitrogen compounds in the atmosph@&@mywn et al,
20006.

1 Introduction Owing to the high reactivity, the mixing ratio of NQad-

icals in the troposphere is typically in the lower pptv range,

Radical chemistry in the polluted nighttime troposphere isand their spatial and temporal variability can be high. This
governed by the abundance of N@adicals. They are very places high demands on the selectivity, sensitivity, and time
reactive and effectively oxidise alkenes, aldehydes, and bioresolution of measurement techniques used fog d€tec-
genic volatile organic compounds (VOCs). Although their tion. High-quality, accurate, and precise in situ measure-
role as atmospheric oxidant during the day is negligible duements of N@ and NOs are a prerequisite to understand the
to their fast photolytic decomposition, their importance in chemical processes controlling the chemistry of nocturnal ni-
atmospheric nighttime chemistry is comparable to that oftrogen oxides and the significance of these species for the
OH radicals during daytime. Fundamental reviews on theoxidising capacity of the nighttime troposphere. In the late
physics and chemistry of Nfradicals were published by 1970s the detection of N{radicals in the troposphere was
Wayne et al(1991) and recently by8rown and Stut£2012. pioneered byPlatt and PernefPlatt and Pernerl98Q Platt

The key reactions controlling the nighttime formation and et al, 1980. They used long-path differential optical absorp-
destruction of oxidised nitrogen are summarised in the fol-tion spectroscopy (DOAS), which has evolved into a standard
lowing. In the troposphere N§xadicals are formed through technique for the detection of atmospheric NOOAS has

the reaction of nitrogen dioxide with ozone: been widely used in different configurations in field experi-
ments (e.gPlatt et al, 1981; Allan et al, 200Q Geyer et al.
NOz+ 03 — NO3 + O2. (R1) " 2001 2003 Stutz et al. 2004 McLaren et al, 2004 Som-

During daytime NQ radicals do not build up to relevant lev- mariva et al, 2007 Vrekoussis et al2004 2007) and cham-
els (< 1 pptv) because they efficiently absorb light in the vis- ber studies (e.gWangberg et al.1997 Bossmeyer et al.
ible region of the solar spectrum, leading to photolysis into 2008.

aradical channel, In the 1980s the matrix isolation electron spin reso-
nance (MI-ESR) technique was developed, enabling abso-
NO3z +hv — NOz + O, (R2)  |ute, calibration-free detection of NOradicals Mihelcic

et al, 1993. In a field intercomparison on Nfdetection
between DOAS and MI-ESR3eyer et al. 1999, the latter
NO3 + hv — NO+ Oa. (R3)  worked very successfully. It, however, suffered from its infe-
rior time resolution (sampling time 30 min) and substantial
handling difficulties which only allowed a limited number of
samples to be taken per day.

In the past 15 yr new spectroscopic instruments for sensi-
NO3 4+ NO — NO2 + NOs. (R4) tive tropospheric N@detection have been developed. Their

and a molecular channel,

Based on these photolysis reactions the lifetime ogN@-
der typical daylight conditions is approximately 5s. In addi-
tion NOgs radicals react very rapidly with NO:
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detection principle either makes use of the specific fluoresinstrument intercomparison where discussions between the
cence properties of the NOmolecule, as applied in laser- participants were generally allowed.

induced fluorescence (LIF) spectroscopjafsumoto et a).
2005 Wood et al, 2003, or takes advantage of its well-
resolved strong visible absorption band arising from the?
B?E’ < X?A), electronic transition on which the new
cavity-enhanced absorption techniques are basedBg@df.
and Jones2003 Brown, 2003 and references therein). Since |, the following sections the experimental setups of the seven
the first laboratory detection of NOadicals by cavity ring- N, detection instruments, as they were used at the SAPHIR
down spectroscopy (CRDS) bifing et al. (2000, many  champer, are described in detail. A summary of their main
cavity-based approaches have been developed (see, for i onerties is presented in the supplement to this publication.
stance, Ayers et al, 2005 Bitter et al, 2005 Brown et al, Since all instruments made use of absorption spectroscopy

2001, 20023b; Dube et al, 2006 Fiedler et al.2003 2007 he participants of NO3Comp agreed before the campaign
Simpson 2003 Venables et a]200§. Some of these instru- 1 apply the absorption cross section publishedrblelson

ments are also capable of measuringOhl concentrations o 1 (1994 for the retrieval of the N@mixing ratio. Yokel-

indirectly by quantitative thermal conversion into M@ g4 et almeasured the temperature dependence of the NO
a heated detection cell, and the®% concentration is 0b-  5psarption cross section between 440 and 720 nm within the
tained after subtraction of the (generally much smalleryNO o mherature range 200-298 K in laboratory experiments. The
concentration. In this way, simultaneous measurements oy, neak absorption cross section at 662 nm was reported to
NO3z and |t_s eqwllbrlum par_tnerﬁD5 in the troposphere be- 4 (2.23£0.22)x 10~ 17 cn? at 298 K (2 error limits). With
came feasible for the first im€pang et a/.2011). decreasing temperature this value was found to increase by

This publication presents Fhe results of an il_"ntercor_nparisorg‘s% at 200 K Orphal et al (2003 re-measured the visible
of instruments for the detection of tropospheric N@dicals NOjz spectrum using high-resolution Fourier transform spec-

that are all based on various absorption spectroscopic prindfroscopy (% = 0.026 nm) and derived a parametrisation of

ples. The large atmosphere S|mullla.t|on chamber SAPHIR oy, temperature dependence (200-330K) of the peak cross
the campus of Forschungszentruiiich was chosen for the  section, which has been accepted into the current NASA/JPL
NO3Comp” campaign where the instruments were able t0rgcommendationsSander et a)2011). Excellent agreement

be operated concurrently under controlled atmosphere-like,yists petween the Orphal model and the empirical relation-
conditions. Chamber experiments are more appropriate fo%hips fromYokelson et al(1994 and Osthoff et al.(2007).
intercomparison exercises than field trials in the open atmo,, groups participating in NO3Comp used this parameteri-

sphere because natural spatial and temporal fluctuations Qfytion 1o calculate the respective p&ross section valid for
the air mass introduce additional variability and hence uncery, o specific temperature of their N@etection channel.
tainty to the measurement conditions, which in turn causes

the comparison data to be less reliable. The chamber, howz 1.1 Pulsed cavity ring-down spectrometer,

ever, allows for controlled production of N@nd NpOs from NOAA-CRDS

Reactions R1) and R5), and provides the opportunity for

multiple instruments to sample from the same well-mixed The most mature cavity-enhanced instrument employed in

volume of gas. this campaign was the NOAA (Boulder, CO, USA) pulsed
Each of the participating instruments adhered to differ- cavity ring-down spectrometer measuring NNOs, and

ent calibration schemes of the radical transmission efficiencyN>Os simultaneously in separate channels. At the time of the

through filters and inlets and of the effective absorption pathintercomparison, this instrument and its predeces&ymsin

length in the cavity and was likely to exhibit different sen- et al, 2001, 2002ab) had already been deployed in a number

sitivity to potential artefacts such as reactive trace gases oof atmospheric field measurement campaigns on the ground

aerosol. Hence the instruments were exposed to various regBrown et al, 2003 2007, aboard an aircraft8rown et al,

resentative atmospheric scenarios during twelve measure2005 and aboard shipBfown et al, 2004 2005 Aldener

ment days in June 2007. This activity was the first compre-et al, 2006.

hensive multi-instrument intercomparison of fl@etection The setup and performance of this instrument has been de-

instruments. Five instruments participating in NO3Comp scribed in detail in the publication Hyubé et al.(2006. In-

were also capable of detecting®s, and four instruments let transmission and conversion efficiencies have been thor-

detected N@concurrently with NQ. The results of the N©@  oughly studied byuchs et al(2008. The NOAA-CRDS in-

and NOs measurements are reported in separate articlestrument consisted of 4 optical cavities used for the detection

(Fuchs et al.2010a 2012. The ability of three broadband of NOs and NOs at 662 nm, and two cavities (at 532 nm)

instruments to quantify the extinction coefficient of aerosolswere taken for calibration purposes and measurement ef NO

during the campaign is described Ygrma et al(2013. All (Fuchs et al.20103. The temperature in the NQOdetec-

experiments during NO3Comp were conducted as an opetion channel was actively controlled to match the outside

Instrumental

2.1 Absorption cross section of N@
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temperature. A pulsed Nd:YAG-pumped dye laser (repetitionNO2/NO3/N2Os equilibrium (R5) due to temperature dif-
rate 50 Hz) provided light at 662nm (FWHM1.5pm) to  ferences between the chamber and the ring-down detection
detect NQ. In addition, about 5 % of the light from the pump cells. A model simulated the changes assuming a linear tem-
laser at 532 nm was used for the detection of;NBuchs  perature profile between the measured SAPHIR tempera-
et al, 2012. The 662 nm cavity mirrors were separated by ture and the constant temperature in the cavity. The correc-
0.91 m and had a reflectivity of 99.999 %. The light transmit- tion was typically < 0.5 %, with maximal differences dur-
ted through the end mirror of the cavities was detected bying the campaign of ca. 5% at high M@ixing ratios. Ex-
photomultiplier tubes. The mixing ratio of the N@adicals  tinction corrections (typically< 2 %) were made for vary-
was calculated from the difference between the ring-downing Rayleigh scattering losses as well as for Nahd G
times with ) and without ¢o) NOs in the cavity and the absorption (at 662 nm).

NOg3 absorption cross sectioano,): The accuracy of cavity ring-down data was dominated by
RL 1 1 the uncertainty of the absorption cross sectig ¢, o),
[NO3] = (— — —) , Q) the error of the effective cavity length-8 %), and the N@
CONOg \T 70 transmission efficiencies of the cavity and the inlet/filter as-

wherec is the speed of the light and| is the ratio of the  sembly. Calibrations based on standard additions to the in-
physical cavity length to the length over which the absorberlet were unreliable and were made infrequently during the
is present in the cavity. The latter was reduced because theampaign due to a contamination in thedg source used
volumes adjacent to the mirrors were purged with zero airto generate N@ Therefore, laboratory measurements of the
in order to avoid contamination of the mirror surfaces. The NO3 transmission reported Byuchs et al(2008 of 92+ 3 %
value of R had been determined previously in laboratory were used for evaluation of all data during the campaign. An
experiments to be.15 + 0.03 (Fuchs et al.2008. The zero  additional 10 % error was estimated in order to account for
ring-down time ¢p) of the NO; cavity was measured every a possible systematic uncertainty of the N@ansmission

3 to 5min by adding 40 mL of a mixture of 100 ppmv NO during the campaign. The overall accuracy for NO3Comp
in nitrogen to the cavity for 5s. This yielded an NO mixing was thereforet-17 %/~ 5 %. The precision was determined
ratio of 0.5 ppmv in the sampled air, which was enough tofrom repeated measurementstgfin zero air at 1 s data ac-
guantitatively titrate N@ via ReactionR4) before the gas quisition Qubé et al, 2006. Under field measurement con-
entered the detection cavity. This method of determining theditions values between 0.2 pptv and 0.5 pptv were obtained.
baseline signal allows for the selective separation of thg NO

signal from the contributions of other atmospheric absorber2.1.2 Off-axis cavity ring-down spectrometer,

suchas N@, Oz, and BHO, and itis superior to, e.g., flushing UAF-CRDS
the cavity with zero air because it leaves thg &d water
absorptions unchanged. A prototype diode-laser-pumped cavity ring-down instru-

During NO3Comp air was sampled from the chamber ment using off-axis excitation of the caviti?4ul et al.2001;
at a flow rate of 8sIm (standard litre per minute) through Kasyutich et al. 2002 was used by the group of the Uni-
a Teflon FEP line (i.d. 4 mm, total length about 0.4 m) ex- versity of Alaska, Fairbanks (USA). The setup was mainly
tending about 0.2 m into the chamber. In order to minimisebased on the same technical principles as describetyby
wall losses in the system, the instrument operated at reers et al.(2005. The emission intensity of a temperature-
duced pressurey350hPa). A Teflon filter (25 um thickness, stabilised diode laser (662 nm) was square-wave modulated
47 mm diameter, 2 um pore size) was placed downstream of100 % modulation depth) at a rate of 500 Hz and directed
the inlet to remove aerosol particles which scatter light effi-into an optical cavity consisting of two highly reflective mir-
ciently and would therefore constitute a large interference torors (> 99.995 % at 662 nm) that were separated by 0.66 m.
a gas phase optical extinction measurement. Automated, recA purge flow (0.2 sIm) of synthetic air protected the mirrors.
ular filter changes (0.5-3 h) ensured constangM®s onthe  Light transmitted through the second mirror was collected by
filter, which was well characterised when cle@ubeé et al, an off-axis parabolic mirror and directed into a photomulti-
2008 Fuchs et a].2008. plier tube whose signal was digitised at a rate of 5MSs

The dye laser (tuning uncertaint#0.02nm) was fine by a 12-bit ADC. Air was sampled from the chamber at
tuned to a point on the broad maximum of the N&bsorp- 8 sIm through a Teflon inlet line (length 0.4 m, i.d. 6.3 mm).
tion spectrum £ 661.94 nm) that is not resonant with any To remove particulate matter the sample gas flowed through
of the discrete water vapour absorption transitions in this re-a Teflon filter (Pall Teflo, 2 um pore size) which was changed
gion. The laser wavelength was not actively controlled butdaily at the beginning of each experiment. The residence time
checked regularly by scanning across the water absorptioof the sample gas in the measurement cell was 2s. The cell
lines around the N@absorption peak. consisted entirely of PFA teflon tubing (i.d. 16 mm).

Ring-down times of all channels were determined ev- During NO3Comp it was noticed that the laser occasion-
ery second from the sum of 50 ring-down transients.ally oscillated on two longitudinal modes, leading to multi-
Mixing ratios were corrected for possible changes in theexponential ring-down decay. These events were diagnosed
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and the corresponding data was excluded from the analysisure was made from Pyrex glass (i.d. 15mm), coated with
All data were corrected for the effective length of the cav- a film of Teflon (DuPont FEP 121a).
ity. The transmission efficiency of NOwas determined for Typical ring-down times were measured to be 86-100 ps.
each filter several times a day from measurements at differentg was recorded by adding NO upstream of the Teflon fil-
sample flow rates (i.e. for different residence times). An ini- ter, and complete titration of NfDwas established within
tial transmission of 76 % was found and a typical decay rate0.1 s. Usually one minute of Nfdneasurement was followed
of —0.4 % 1 was inferred from the plot of transmission ver- by one minute of background measurement. The effect of
sus filter use time. Both values were applied for all measure-adding NO to air samples containing ©On the total absorp-
ments during NO3Comp. Possible re-equilibration betweertion at 662 nm was taken into account in the final analysis.
NO3 and NOs due to different temperatures between the Air was sampled from the SAPHIR chamber at a flow rate of
SAPHIR chamber air and gas sample inside the detection ceB slm through a 0.68 m-long PFA tubing (9.5 mm i.d.), pro-
was analysed using a simple equilibrium model. At lowINO truding 0.39 m into the chamber. A 22 mm-diameter Teflon
mixing ratios 20 ppbv) the correction factor was small and membrane filter (pore size 2 um) eliminated particles from
reached maximal values around 13 % per degree of temperdhe air stream. The average residence time within the optical
ture difference AT was always< 2 K) at high NGQ mixing cavity was~ 1s.
ratios. The zero ring-down timep, was determined regu- Random fluctuations in the ring-down times resulted in an
larly by addition of nitric oxide to the sample air, resulting in NO3 precision (& detection limit) of 3 pptv for a 10 s acqui-
an NO mixing ratio of 50 ppbv in the measurement cell. The sition time. The accuracy of the measurement was governed
NO also reacts with @forming NO,. At 662 nm the NQ by systematic errors in the absorption cross section of,NO
absorption is 1.39 times stronger than that af @sulting  errors in the inlet gas transmission, correction for filter loss,
in an offset of a few pptv N@equivalent at 100ppbv £  and effective absorption path length. The Nidlet losses
Moreover it was noted that the NO titrant cylinder used for were measured during four experiments at times of constant
the UAF instrument was contaminated with traces obN<d NOs in the chamber by variation of the flow rate through the
adding NO also resulted in addition of some NG 1 pptv instrument. An averaged correction factor of 1:18.1 was
NOs equivalent). The N@mixing ratios were corrected for determined. Filter losses were measured later in the lab, re-
both interfering processes. sulting in a correction factor of 1.180.1. Both factors were

The instrument as operated during NO3Comp had a noisetaken constant for the campaign and were applied to correct
equivalent & detection limit of 0.5 pptv in 1 s. The total ac- the measured mixing ratios. The overadl &ccuracy of the
curacy of the UAF-CRDS instrument was 20 % jltaking NO3 measurement by MPI-CRDS of 14 % is given by the
into account an uncertainty of 17 % in the transmission effi-uncertainties of the determination of filter loss (8.5 %), in-
ciency of the inlet and measurement cell, 5% uncertainty inlet/cavity loss (8.9 %), cavity length (2.9 %), and absorption
the peak cross section for NOand 10 % uncertainty of the cross section (5 %).
effective cavity length.

2.1.4 Broadband cavity ring-down spectrometer,
2.1.3 Cavity ring-down spectrometer, MPI-CRDS ULEIC-BBCRDS
The operating principles of the broadband cavity ring-down

During the intercomparison campaign the cavity ring-down spectrometer of the University of Leicester (UK) have been
instrument from the Max Planck Institute for Chemistry discussed irBall and Joneg2003 2009, and an example
(Mainz, Germany) was employed for the first time outside of applying this instrument to measure ambientd\dDring
the laboratory. The instrument could be operated either inthe NAMBLEX field campaign has been describedBitter
cavity ring-down (CRDS) or in cavity-enhanced absorption et al.(2005. The instrument’s dye laser and CCD camera de-
mode (CEAS) $chuster et g1.2009. Although the CEAS  tector were upgraded following the NAMBLEX campaign;
mode had lower noise levels'0.2 pptv in 1 s), baseline drifts  further details of the new hardware deployed for the SAPHIR
limited the accuracy of this device, and all data reported herentercomparison are given tghillings et al.(2011).
were measured exclusively based on the CRDS principle. A free-running dye laser, pumped by a Q-switched
The emission of a pulsed laser diode close to 662 nm (100 ¥Nd: YAG laser at 20 Hz repetition rate, was employed as the
square-wave power modulated at 200 Hz) entered the cawroadband light source. A mixture of DCM and LDS698
ity off-axis (mirror reflectivity~ 99.998 %). The light exiting  dyes dissolved in methanol/DMSO was used to obtain laser
the cavity was detected by a photomultiplier (PMT) through emission with an approximately Gaussian spectrum (16 nm
a 590 nm cut-off filter and a 662 nm interference filter. The FWHM centred at 662nm). The ring-down cavity was
photomultiplier signal was digitised with a 100 MHz, 9-bit mounted 0.3 m below the SAPHIR chamber, supported from
oscilloscope and averaged resulting in a time resolution ofthe same optical table as the laser. The cavity mirrors (diam-
5s. The mirror distance was 0.7 m; sheath flows of filteredeter 20 mm, separation 1.83 m, peak reflectivity 99.996 % at
zero air (0.15sIm) protected the mirrors. The cavity enclo-680 nm) were held in adjustable bellows mounts attached to
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a thermally insulated Teflon tube (i.d. 19 mm) that formed the BBCRDS instrument, leading to non-Lambert—Beer ab-
the main body of the cavity. To reduce contamination of sorption behaviour. Slight errors in fitting the water absorp-
the mirror surfaces, the mirrors were purged with 0.5 sIm oftion features have been shown to mask thesN®sorption
dry synthetic air. Hence the absorption measured over thdéeatures and lead to spurious jl@etrievals. The approach
full cavity length was multiplied by an experimentally deter- to quantitatively evaluate the water vapour concentrations
mined length factor oR_ = 1.05 to correct for the gas sam- from the measured multi-exponential decay of the cavity
ple being excluded from regions immediately in front of the output has been described Bgll and Jone$2003 2009,
mirrors. Air was drawn from the SAPHIR chamber through Bitter et al. (2009, Langridge et al(2008, and Shillings
four parallel Teflon tubes (i.d. 3mm, length 0.4 m, tubes pro-et al. (2011), and these methods were again applied to the
tected from sunlight outside the chamber); the tubes propresent data set.
jected 15 cm above the chamber’s floor to sample gas uncom- BBCRDS spectra were analysed assuming that the gas
promised by wall effects. The sample flow rate of 10.1 simtemperature inside the thermally insulated cavity was the
corresponded to a mean residence time of 2.7 s inside the cagame as inside SAPHIR. Consequently no corrections were
ity. Light exiting the ring-down cavity was collected by alens made to the submitted data for N@®I>Os re-equilibration
and focused into a 200 um-diameter optical fibre attached tgR5). In fact, temperature measurements taken infrequently
an imaging Czerny—Turner type spectrograph=250 mm,  during the campaign showed the gas inside the cavity to be
f14 optics, spectral resolution 0.36 nm FWHM). Time re- marginally cooler than inside SAPHIR. Box modelling per-
solved spectra of light exiting the cavity were measured usformed post-campaign indicated that the meansM@xing
ing a clocked CCD camera with an image sector of 512 pix-ratio inside the cavity was 95.8% of that in the SAPHIR
els along the frame transfer axis (i.e. time) and 512 pixelschamber itself, assuming a representative 1.5K temperature
along the wavelength dispersed axis (spectral coverage 645drop on entering the cavity and a 2.7 s residence time. Thus
683 nm, although in practice only the central 652—673 nmthe BBCRDS data are subject to a small, systematic under-
contributed usefully to the BBCRDS spectra recorded here)measurement of the NOmixing ratio by typically around
A slit mask bonded to the CCD chip resulted in the cavity 4 % due to NQ re-partitioning to NOs. The model showed
output illuminating only 5 pixel rows on the frame transfer the worst under-measurement to be 9% when gas inside
axis. Thus the CCD’s clocking rate of 0.65 pus per pixel pro- SAPHIR was at its warmest.
duced a minimum time resolution of 3.3 uys. A small amount of ambient air{6 % of the total flow)
Owing to its broadband detection approach, BBCRDS iswas found to be leaking into the BBCRDS cavity during the
sensitive to all molecules that contribute structured featurecampaign. The leak rate into the cavity was quantified for
to the measured absorption spectriBal{ and Jones2003 each experiment by comparing the measured water vapour
2009. The absolute concentrations of the relevant absorberanixing ratio in the cavity with data from a dew point hy-
n;, (NOs, NOy, and HO) were obtained by fitting the mea- grometer in the SAPHIR chamber. NOnixing ratios re-
sured absorption spectruma(), with a linear combination  ported were corrected for the dilution caused by this leak,
of reference cross sections of the trace gasg3,), convo-  and an overall uncertainty of 5% for this effect was esti-
luted with the spectral response function of the BBCRDS in-mated. The leak was assumed not to contribute any addi-
strument. The sample’s absorption spectrum was calculatetional chemical loss of N@ The NG; loss rate on the walls
from wavelength-resolved ring-down times measured wherand inlet of the instrument was measured during the cam-
the cavity contained the sampleh), and when the cavity paign by varying the flow rate (i.e. residence time) of the

was purged with dry synthetic aitp(1): sample through the BBCRDS system. For the standard flow
conditions (10.1 slm), the loss rate wag=0.045s1 cor-
RL 1 1 responding to a N@transmission efficiency of 0.75, and this
A) = A iA)nj=—-|—— . (2 . T
(%) = bb )+Xi:a (4)-n c I:r()\) ro()»)i| @ value was applied to correct the whole BBCRDS Ndata

set. Whilst the uncertainty on this one measuremeri,of

Because air drawn from the chamber was not filtered forwas relatively small£ 3 %), it is likely that the NQ trans-
aerosol, the broadband absorption background due to aerosolission losses varied somewhat throughout the campaign. In
scatteringapp(2), was accounted for by a polynomial func- line with other instruments, conservatively4e10 % error
tion of second or third degree. Ozone has a weak, but dewas assigned on the 0.75 efficiency used to correct for the
tectable, broadly structured absorption at the wavelengthénstrument’s inlet/wall losses.
employed here; ozone was not included in the spectral fitting The overall accuracy of the BBCRDS N@easurements
routine; instead its absorption was subtracted from the fitteds +15 %/~12 %, inferred from adding the individual sources
app(A) background using ozone concentrations measured bpf measurement error (length factéi5 %; NO3/N2Os re-
SAPHIR’s core instruments. equilibration 0 to —9%; air leak £5%; NO; wall loss

Water vapour is the largest contributor to the differential £10%). The BBCRDS accuracy becomed6 %/~13 %,
structure in atmospheric spectra around 662 nm, with lineincluding the 5% uncertainty in the NCabsorption cross
widths substantially narrower than the spectral resolution ofsection. The precision of the retrieval of the pi@ixing ratio
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(and other absorbers) was determined from the error of a linmirror mounts of the cavity mirrors using flexible Teflon foil
ear fit to the absorber’s absorption coefficients as a functiorin each unit. The pipes served three purposes: firstly, they al-
of the corresponding absorption cross section. This methodbwed the mirrors to be purged with pure nitrogen with a flow
has been shown to produce robust estimates of the measureate of 10 sim which caused the effective cavity length to be
ment precision and detection limits in other broadband cavityLes = 18.274 0.20 m. Secondly, on the receiver side of the
systems, e.gLangridge et al(2008. The precision for the setup the pipe reduced stray light entering the detection sys-
present NQ@ data set was typically 2 pptv §) for the 61s  tem. Thirdly, the pipes were necessary to install the instru-

averaging time. ment to the outside of the SAPHIR chamber and to make
a seal with its teflon wall.
2.1.5 Incoherent-broadband cavity-enhanced The total extinction, «¢(x), of the air sample is
absorption spectrometer, UCC-IBBCEAS calculated by
The IBB-CEAS instrument of University College Cork €)= 1-R(M) (M—l) 3)
(Cork, Ireland) is a broadband multi-component absorption Lest I ’

technigue using an optical cavity to measure the total extinc-
tion of an air sampleRiedler et al,2003. Instead of observ- WhereIp(A) and /(1) are the intensities transmitted by the
ing the temporal decay of the light intensity inside the cavity cavity in zero air and with a sample gas, respectively,) is
as in CRDS, the steady state intensitypf light leaking out  the average mirror reflectivity, anlck is the effective cavity
of the cavity is measured and spectrally resolved. Setup anéength Eiedler et al.2003. The UCC-IBBCEAS instrument
characteristics of the UCC-IBBCEAS instrument used dur-used an open cavity; hence, the background intengit),
ing the campaign and details of the data evaluation procedur# zero air could only be determined once a day in the morn-
have been published Byarma et al(2009. The underlying  ing after the chamber was flushed over night and before trace
theory of cavity-enhanced absorption spectroscopy has beegases were introduced into the chamber.
described irFiedler et al(2003 2005 2007); Venables et al. To provide absolute absorption measurements using the
(2006; Gherman et al2008; andTriki et al. (2008. IBB-CEAS principle, the reflectivity of the cavity mirrors,
The instrument consisted of a transmitter unit and a re-R(1), has to be known across the bandwidth of the measure-
ceiver unit, each housing one of the cavity mirrors (radius ofment. During NO3CompR (1) was measured daily by mov-
curvature 21 m, diameter 4 cm, nominal reflectivity 99.87 % ing an antireflection-coated window of well-known loss into
at 660 nm). The units were installed at the north and soutHhe cavity in zero air{arma et al.2009. The total loss (re-
ends of the SAPHIR chamber, resulting in a geometrical mir-flection plus transmission) of the window was determined in
ror distance of the open-path CEAS cavity of 20416.05m.  the lab with a pulsed cavity ring-down instrument as a func-
Considering the length of the cavity the setup was very station of wavelength, ranging from 0.55% around 630 nm to
ble. The cavity mirrors needed only marginal realignment0.3% at 690 nm. An average reflectivity functioRayg(2),
during the campaign. The transmitter unit housed a 300 Wpeaking atRayg(620 nm)=0.9987+ 1.5x10~* was calcu-
“hot-spot” Xe lamp. The light was imaged onto an iris us- lated from all individual measurements during NO3Comp
ing two off-axis parabolic mirrors. Between the mirrors the and applied for the retrieval of the N@nixing ratios.
wavelength range was selected with a dielectric band-pass A singular value decomposition algorithm was used for the
filter (610-720 nm). Because the light spot tended to wan-etrieval of the absorber mixing ratios from a linear combi-
der on the cathode, a fraction of the light was focused ontdnation of the reference spectra (convoluted for 0.6 nm spec-
a quadrant detector which triggered a feedback loop to cortral resolution), and a second-order polynomial represented
rect for changes in spot position. A telescope imaged the iriroadband spectral structuregp(i) = no-+n1i +n212, re-
aperture approximately into the centre of the open-path cavsulting mainly from aerosol extinction:
ity. Light transmitted by the cavity was further filtered in the
receiver unit with a long-pass cut-off filter (630 nm, Schott
RG630) and a 700 nm short-pass interference filter to ensuré(A) = app(2) + Zdi *)- / n;(x)dx

Left

that light outside the mirror reflectivity range was eliminated. i 0
The light was focused into a fibre bundle (1 mm diameter) 1 [Io)
and connected to the 100 um entrance slit of a spectrometer = 7— [m - 1] (1—=RM)). 4)

(f =0.33m, spectral resolution 0.6 nm). A spectral interval

from 620 to 720 nm was detected by a CCD detector, and affhe fitting algorithm did not include ©because its absorp-

acquisition time of 5s was used for all N@heasurements.  tion spectrum in the region of interest (655—670 nm) is weak
The transmitter and receiver units were each equippednd free of spectral fine structures; hence the broadband O

with a 1 m stainless steel pipe (diameter 57 mm) pointingabsorption was accounted for by the polynomial. To properly

from the cavity mirrors along the optical axis of the cav- describe the complex absorption spectrum of water vapour,

ity. A seal was made between the pipes and the adjustabla concentration-corrected absorption cross seabigzrb(k),
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was calculated for each water concentration that occurred in The effective mirror reflectivityRes(1), was determined
experiments as described Wgrma et al(2009. daily from measurements of the cavity ring-down decay
The overall accuracy of UCC-IBBCEAS was estimated to in pure synthetic air, using the LED in pulsed mode. The
be +16 %. This estimate took into account the standard de-multi-exponential time-dependent decay of the cavity inten-
viation of the reflectivity measurements, the uncertainty ofsity was modelled afteMeinen et al.(201Q Eq. 4b) us-
the NG; cross section and the effective cavity length, theing the cavity transmission spectrum measured in CEAS
fluctuations ofly and a 10 % uncertainty of various analy- mode (which reflects the LED emission spectrum folded
sis approaches (choice of fit range and weighting). The meaby the unknown “true” mirror reflectivity function) and the
surement precision was given as percentage error of the NOwavelength-dependent mirror reflectivity (1), provided
mixing ratio determined from theclstandard deviation of by the mirror manufacturer. A single scaling factar,and
the fit residuals. Thedl detection limit is estimated to be an offset,b, were fitted to the modelled decay function in

1 pptv for a 5s averaging time. order to reproduce the measured time decay. The effective
_ (“true™) mirror reflectivity, Refr, was obtained byRe(1) =
2.1.6 Cavity-enhanced DOAS, UHD-CEDOAS a x Rm(A) + b assuming the shape of the mirror reflectivity

) ) ) Rm (X)) to be invariant. The effective path length in the cav-
The University of Heidelberg (Germany) CEAS-based iy ot the NQ, absorption maximum in zero air, required for

DOAS instrument used a short open-path setup and was ine pOAS evaluation process, was calculated according to
stalled inside the SAPHIR chamber mounted on a steel fram%L — mirror separation)

60 cm above the floor in front of the fan. Except for the cavity

mirrors all parts of the instrument were enclosed with Teflon y 662 nm = L ) (5)

foil to avoid surface reactions or out-gasing close to the op- 1— Ref(662nmM

tical absorption path. The optical setup and the specifics ofrypical values during NO3Comp were 8400#n 100 m

the data evaluation of CEDOAS measurements are described 1g June) and 8700 s 300 m (on 20 and 21 June).

in the publications byMeinen et al.(2010 andPlatt et al. The CEDOAS NQ data retrieval required several steps.

(2009, respectively. (1) Zero air spectraJo(r), were recorded in the morn-
The cavity consisted of two highly reflective mirrors jhg of each day of the campaign in the clean, flushed

(25.4 mm diameter and 1 m radius of curvature) with a nom-saApHIR chamber containing only dry synthetic air (dew

inal peak reflectivity of 99.9985% at 655 nm. The separa-point < 220 K). (2) During the running experiment, the time

tion of the mirrors was 0.62 m, and the effective optical pathggries of measurement spectka(x, ), with absorbers (and

length was reduced to 0450.01 m by a purge flow of 5sIm  aergsol extinction, in case of their presence) were recorded

of synthetic air. An LED (peak wavelength 665nm, FWHM an the resulting optical densitce(z), was determined:
23 nm), housed in a temperature-stabilised box BQAXK),

was mounted to one of the mirrors, and the light WaSDCE(t)=In< o) ) (6)
guided into the cavity by a 40 mm plano convex lens and Im(x, 1)

a 610nm long-pass filter (Schott RG610). Light leaking | jterature reference spectra of the present trace gases con-
through the exit mirror was focused into a 400 pm quartz fi-yojyted to the spectral resolution of the instrument and
bre (NA=0.22, 5m length). The fibre was attached alterna-5 second-order polynomial accounting for all broadband ab-
tively to a photomultiplier tube (PMT) or to a temperature- sorption effects were fitted to the differential structures of the
stabilised mini-spectrograph (2#30.1K, f =42mm, spec-  spectra according to the classical “DOAS procedure” (Platt
tral resolution 1.06 nm), both placed outside the chambergng Stutz,2008. The trace gas concentrationS, were
for time-resolved (CRD) or wavelength-dispersed measuregptained from the retrieved column densities using the ac-
ments (CEAS), respectively. Typical signal averaging timesy ;5 path lengthXo (662 nm), of the respective day. In the
were 300s. . case of small trace gas absorption and aerosol-free condi-
Data evaluation was based on the classical DOAS apyions the mixing ratios are properly accounted for. (3) If,
proach (Platt and Stut200§. In DOAS applications the  however, light losses due to broadband and/or narrowband
length of the absorption light path is well known and con- eytinction processes were larger, i.e. during the aerosol ex-
stant. In combination with an optical cavity (CEDOAS), periments, then the effective path length in the cavity was re-
however, the effective path length that photons travel in they,ced and consequently the mixing rat@shad to be cor-

optical cavity, Xef, can be highly variable becaus@s de-  yacted according to the procedure describedPlstt et al.
pends not only on the wavelength-dependent reflectivity fi- 2009 Eq. 41):

nesse of the cavityF = w/R()/(1— R()\)) (Triki et al,,

2008, but also on broadband losses by Mie and Rayleighctruez CoeDCE - 1. @
scattering, as well as on the mixing ratios of all absorbing DcEg

constituents contributing to the total extinction in the cavity aq this correction relays on the absolute optical density,

(cf. Platt et al, 2009. the long-term stability of the light source becomes of
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importance. A scatter plot of the intensities of all zero mixing ratios which was taken additionally into the accu-

air spectralp(1) acquired during the intercomparison, nor- racy. We explain this effect by intermittent shifts of the arc

malised to 1 ms integration time, showed a linear decreasemission point on the surface of the electrodes of the Xe
with time (correlation coefficient = —0.991). The corre- lamps used during NO3Comp. As a result of the geomet-
sponding zero intensityp(A, ¢) for each NQ measurement rical displacement of the arc, the light transmission of the
at timer during the campaign (to be used in EB)j.was cal-  White cell was different and also the spectral emission of the
culated using the linear regression line through these data. lamp changed slightly, which led to a different spectral base-

The typical precision of the CEDOAS technique varied be- line compared with the zero-intensity spectrum measured at
tween 3 and 6 pptv @) for a data acquisition time of 5min the beginning of the experiment. A systematic bias of the re-
with the larger value for experiments with high water vapour trieved NO3 mixing ratios was the consequence.
concentrations or in the presence of high aerosol load. The
total measurement accuracy was 8 % and takes into accou2 Atmosphere simulation chamber SAPHIR
a 3% error of the light path lengttX, calculation, 5% un-
certainty of the cross section, 5 % error of the effective cavityThe SAPHIR chamber has been primarily designed for the
length, and the correction of the reduced path length of 3 %.controlled investigation of atmospheric chemical reaction

systems under conditions similar to those in the ambient at-
2.1.7 Differential Optical Absorption Spectroscopy, mosphere, by using typical mixing ratios of trace gas con-

FZJ-DOAS stituents. SAPHIR is also optimally suited for the compar-

ison of sensitive instruments for atmospheric trace gas and
Forschungszentruniilich used broadband DOAS for in situ radical measurements. Unknown interferences do not affect
NO3; measurements in SAPHIR. DOAS allowed for the sep-the measurements as the composition of the air is known
aration of overlapping narrowband spectral structures of dif-and the well-mixed air in the chamber allows for comparable
ferent atmospheric constituents with high selectivity (fin- measurements of all participating instruments (8ahlosser
gerprint detection). DOAS is “immune” against continuous et al, 2007, 2009 Fuchs et al.2010ha; Rohrer et al.2005
(broadband) extinction processes caused by mirror coatingBossmeyer et 312006 Brauers et a).2007 Wegener et a).
and Rayleigh and aerosol scattering (Platt and SRG28. 2007).
The setup of the FZJ-DOAS instrument at SAPHIR has The SAPHIR chamber consists of a double-walled Teflon
been described iBossmeyer et a[2006 andBrauers etal. FEP (DuPont) bag of cylindrical shape (length 18 m, diam-
(2007 eter 5m, effective volume 270nsurface/volumer 1 m—1)

A Xenon short arc lamp (OSRAM, XBO75W/2, arc size that is held by a steel frame. The space between the inner
0.3 x 0.5 mn?) housed outside the chamber served as a lightand the outer tube (15 cm) is permanently flushed with ultra-
source. The light was collected in a fibre (400 um, 2 m length)clean nitrogen (purity> 99.9999 %) to prevent diffusion of
and transferred to the chamber via a telescope. The light engases from outside. The inner volume is always held 40 Pa
tered and left the chamber through a quartz window. Insideover ambient pressure in order to avoid contamination with
the chamber the light travelled 48 times within a modified outside air and to keep the FEP film under tension. Losses by
version of a White type multiple reflection system of 20 m gas extraction by the instruments and small leaks are com-
base lengthMoussin et al.1999 equipped with enhanced pensated for by a replenishment flow rate of 10 to #&nt
aluminium-coated mirrors (average reflectivity94 % be-  which dilutes all constituents in the chamber at a rate of 3.5
tween 600 and 700 nm). The optical components of the Whiteto 5.5 % 1. The actual dilution is monitored by a flow con-
cell were setup at the north and south sides of the chambetroller and additionally by a gas-chromatographic measure-
After leaving the White cell, the light passed through a long- ment of an inert tracer (ethane) added to the chamber air. The
pass colour filter (Schott, OG530) to block excess light from chamber is housed within completely retractible metal blinds
entering the spectrograph. The light was guided via an opthat keep the chamber in darkness as required for the detec-
tical fibre assembly into a temperature-stabilis&@®.25 K) tion of NOs radicals. The blinds can be opened if daylight
Czerny-Turner type spectrograpfi££0.46 m, spectral res- exposure is needed (i.e. in N@hotolysis experiments). In
olution 0.4 nm) equipped with a linear photo diode array order to minimise potential photolysis of NQluring day-
(1024 pixels, 25 um width, 2.5 mm length) detecting a spec-ight measurements, all flanges and other light leaks were
tral range from 601 to 690 nm. The spectra recording, hancarefully covered by black foil, resulting in a reduction of
dling and fitting was controlled by the DOASIS software the NO; photolysis frequency in the chamber<4o10~* of
packageKraus 2006. the outside value.

The Iv precision of the measurements was approximately The SAPHIR chamber is equipped with a comprehen-
10pptv for 1 min data acquisition time. The accuracy de-sive set of sensitive instruments comprising measurements
pended mainly on the uncertainty of the Bl€ross section of temperature, pressure, and humidity. NO and,NaBe
(5%, lo). During the campaign an additional systematic measured by chemiluminescence; 8 measured by UV
variability by +20 pptv was observed in the retrieved NO absorption (Ansyco) and by chemiluminescence (modified
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> 99.9999 %, flow rate up to 500%h—1) to parts per trillion

FZ]-DOAS UCC-IBBCEAS
(lamp + detector) N (lamp) (pptv) levels of nitrogen oxides, ozone, and hydrocarbons.
T~ If required, high-purity water (Milli-Q Gradient A10, Milli-
L_—] D pore Corp.) was evaporated in a steam generator and added
[ Gas inlet to the purge flow at the end of the flushing of the cham-
=E ber until the required humidity was reached. The trace gases
AMS, SMPS, CPC -_ | (O3, NOy, and hydrocarbons) were added to the replenish-
RS ment flow. The inlet port was located at the northern end of
ar-cors |1 o° |l | mprcors SAPHIR at the main inlet which is also used to flush the

chamber (Figl). Ozone was produced by silent discharge
in pure oxygen. Ammonium sulphaté\NH4)>SOy, aerosol
uLerc-Bcors — ||l o was added directly by spraying an agueous solution into the
chamber using a nebuliser. The resulting size distribution had
a count mean diameter of 70 nm, and the geometrical stan-
dard deviation was 1.56. For some experiments 500 ppmv of
CO was added to the chamber before the reaction started in

B s order to scavenge any OH radicals formed.
UAD-CEDOAS - (e[ The homogeneity of the trace gas distribution in the cham-
> Aerosol inlet ber was established by a powerful fan which was mounted
no,Noz,03, | (e =l | near the southern end of the chamber 1 m above the chamber
PTR-MS, CO2 ool | Mxingfan floor. It was operated during all experiments. Measurements
GC-FID, with the fan switched off showed noticeable mixing ratio dif-
GC-MS . . .
D D ferences between instruments which disappeared when the
Z fan was running. Test measurements demonstrated that the
FZ]-DOAS % . UCC-IBBCEAS . . . . .
(mirror) S (detector) inlet lines inside the chamber (lengths varied between 12 and

40 cm) sampled air from the well-mixed volume so that po-
Fig. 1. Schematic top view onto the floor of SAPHIR with the posi- tential surface gradients were negligible when the fan was
tions of the individual instruments and inlet lines. The red lines indi- running_ The absence of concentration gradients under well-
cate the open light paths of the FZJ-DOAS and UCC-IBBCEAS in- piyed conditions was already demonstrated during the in-
j\::i”;i';tesr’nfl:zeg;“;ﬁg' f&‘;’ ;'}'E{;iﬁ;ﬁ?j %Fg;ﬁ:ﬁh NI'qin;"umenttercomparison of OH/H@detection instrumentsSghlosser
; . : U t al, 2009 where different OH instruments sampled air
ments drew air from flanges in the chamber floor at the de&gnatetf
positions. rom 2to 170 cm above th_e_chamber floor.
Figure 1 shows the positions of the NOnstruments at
SAPHIR. FZJ-DOAS, UCC-IBBCEAS, and UHD-CEDOAS
detected N@ in situ inside the chamber. While the UHD-
ECO Physics CLD AL 700). Volatile organic compounds CEDOAS open-path instrument was set up 60cm above
(VOC) are measured by gas chromatography using a flamground, the absorption light paths of FZJ-DOAS and UCC-
ionisation detector (Chrompack)egener et al.2007) and IBBCEAS extended along the central axis, about 1.7 m above
by proton transfer reaction mass spectrometry (PTR-MSthe floor of SAPHIR. All other instruments were located
IONICON, Austria) Cindinger et al, 1998. An ultrasonic  beneath the chamber and sampled the chamber air through
anemometer (USA) measures the gas temperature inside thedividual ports in the floor.
chamber with an accuracy f0.2 K.
Aerosol number densities and size distributions were2.3 Intercomparison experiments
measured with a water condensation particle counter (TSI
WCPC model 3785) and a scanning mobility particle sizerChamber measurements were carried out in simple reac-
(TSI SMPS 3936, consisting of a differential mobility anal- tion mixtures to assess accuracy, precision, detection lim-
yser (DMA 3081) and a WCPC 3785). The time resolution its, and time response of the participating instruments. The
was 20 s for the CPC measurements and 7 min for the SMPSxperiments were performed in order of increasing chem-
A time-of-flight aerosol mass spectrometer (Aerodyne TOF-ical complexity. They were also designed to study the in-
AMS) was operated to measure the aerosol chemical compdiuence of species that potentially affect the measurement
sition (Canagaratna et aR007). The AMS was connected to principles or retrieval approaches of the various instruments.
the SAPHIR chamber via a stainless steel tube designed tStarting with water vapour and NG9 to 13 June), followed
minimise losses in the sampling linErf et al, 2009. by organic molecules and their oxidation products (14 to
Before each experiment, the chamber was purged witl21 June), the influence of inorganic aerosol (15 and 18 June),
dry synthetic air overnight (from liquid Nand Q, purity and secondary organic aerosol (SOA) formed during in situ
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Table 1. List of experiments performed during NO3Comp. The mixing ratios of key constituents are maximum values measured during the
experiments. Ambient and dew point temperature ranges are given as well as the experiments’ scopes.

Date NG O3z NO3z NyO5 HNO3 Tamb Tdew Experiment
ppbv  ppbv  pptv  pptv ppbv °C °C

9Jun 4 120 130 350 a 20.2-22.6 —43.6..—-38.5 Stepwise change of NO

10 Jun 4 230 170 300 0.7 18.2-28.5-42.3.. 49.2  Stepwise change of humidity

11 Jun 17 100 150 750 1.2 23.9-31.5+8.7...+15.3  Measurements in ambient air including aerosol
12 Jun 8 200 400 1600 @ 17.3-20.2 —-57.2...—48.7 Short photolysis events

13 Jun 18 200 700 2200 4 18.2-29.5-45.5.. —43.7 Short photolysis events

14 Jun 12 135 180 850 6 19.3-28.1-61.1...—47.7 Oxidation of butanal (max. 4 ppbv)

15 Jun 10 180 120 550 2 18.7-24.2-58.9.. +15.1  Addition of inorganic aerosolNlHz)2SOy)

16 Jun 38 60 55 1300 1.3 16.2-23.2-50.4.. —44.6  Oxidation of limonerf& (max. 10 ppbvi CO
(500 ppmv)

17 Jun 11 19 40 770 a 13.2-22.9 —-44.5..-47.6 Experiment of 16 Jun continued

18 Jun 33 60 150 1400 4.5 18.3-27.7 —-1.2.. 4+9.2 Oxidation of isoprerf® (max. 10 ppbv} (NH4)2S0y
seed aerose} CO (500 ppmv)

20Jun 75 100 400 5300 8 20.8-28.7-56.0.. —46.3  Oxidation of8-pinend3 (max. 20 ppbv)

21Jun 70 165 110 6000 3 18.3-20.4-61.5.. +10.9  Oxidation ofg-pinend® (max. 20 ppbv)

ano valid measurement&) Fry et al.(2011); @ Rollins et al.(2009; @ Fry et al.(2009.

experiments (16, 20, 21 June) was investigated (see Table  In Fig. 2 the frequency distributions of zero-NQnea-
In order to allow for a full investigation of possible interfer- surements are shown. The optimal bin size to be used for
ences with other unknown atmospheric components, ambierthe histograms depends on the sample size and the spread of
air was pumped into the chamber on 11 June. All simulationthe data range and was selected after Freedman and Diaconis
studies were performed under virtually ambient pressure an@1981). A Gaussian distribution of the same area as the mea-
temperature so that the performance of the instruments wasured data was fitted to the histograms to visualise the mean
investigated under realistic, near-atmosphere conditions.  of the zero measurements and their standard deviation, which
Experiments usually started by adding Nénd G into is a measure of the actual instrumental precision. The his-
the either dry or humidified synthetic air of the chamber. togram of the MPI-CRDS instrument is not included because
Maximum NQO; mixing ratios established typically after an the number of available zero air data=€ 7) was too small
hour. In many experiments the chemical system was “refufor a meaningful statistic. The calculated values of Skew-
elled” after some time by a second addition of N@s or ness and Kurtosis for the histograms of UCC-IBBCEAS and
both. Fast modulations of the NGnixing ratio were initi- ~ UAF-CRDS (1.36/3.43 and 0.92/3.46, respectively) show
ated by the injection of reactive hydrocarbons (16, 18, 20 andsignificant differences from zero which indicate that these
21 June) or by photolysis with ambient sunlight after open-two data sets are most likely not normally distributed.
ing the shutters of the SAPHIR chamber (12 and 13 June and NOAA-CRDS (time resolutionAr = 1s), UAF-CRDS
at the end of most experiments in the afternoon). (At =1s), ULEIC-BBCRDS Ar=1min), and UCC-
IBBCEAS (Ar = 55) show excellent precision in the range
of 0.5 to 2 pptv, and the calculated mean N@ixing ratios
deviate no more tha#0.2 pptv from zero. The precision of
UHD-CEDOAS (Ar = 5min) and FZJ-DOAS Ar = 1 min)
is in the range 5 to 10 pptv, and the mean of the frequency

The instrumental precision was a key parameter required foflistributions is biased to marginally higher values and

a statistically sound regression analysis. The precision oft PPLV. respectively). The precision of the MPI-CRDS instru-
the instruments was investigated under conditions of vanMent (7 =10s), as estimated from visual comparison of
ishingly small NQ mixing ratios. All measurements in the Measurements at NOnixing ratios < 35pptv on 16 June
clean chamber after flushing with synthetic air over night (Fi9-4). is comparable to the other CRDS instruments.
(“zero air” data) were included, but also N@ata during In part (a) of Table2 the mean N@ mixing ratio is com-

the preparation phase of the experiments were selected, i.§ared with the corresponding confidence intervay Zn.
times were chosen when the chamber air already containeffVen the high precision of the measurements and the

hydrocarbons, ozoner NO, (aerosol excluded), but, in any 'arge number of data points, the observed deviation
case, before the formation of N@vas initiated. from zero is extremely small but statistically significant for

all instruments except ULEIC-BBCRDS whose observed

3 Observations and results

3.1 Precision of the instruments
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Table 2. (a) Mean N@ mixing ratio (centre of the frequency distribution, Fig). and the corresponding confidence interv%. (b)
Comparison of the mean of the errors of zero\@easurementgq)) with the precision calculated from the frequency distribution of zero

data (b width of the Gaussian distribution). All values are in pptv.

FZJ NOAA UAF ULEIC uccC UHD
DOAS CRDS CRDS BBCRDS IBBCEAS CEDOAS
(& MeanNG 2.1 0.2 -0.2 0.1 0.2 3.4
20 0.70 0.01 0.05 0.38 0.03 1.38
Jn
(b) (o) 94474 04+0.2 1.3t£1.0 0.9+0.7 0.9£0.6 3.7£1.9
1o 8.5 0.5 1.9 1.7 0.9 5.6
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Fig. 2. Frequency distribution of zero-NfOmixing ratio measure-
ments. A normal distribution (blue line) was fitted to the histograms.
The histogram of the MPI-CRDS instrument is not shown because
the number of available data pointy (vas too small to be statisti-
cally meaningful. The & standard deviatiord, is a measure for the
instrumental precision during NO3Comp;denotes the mean NO
mixing ratio.
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deviation at zero is within the uncertainty interval. The lower
part (b) of the table compares the mean of the errors of zero-
NOs measurementsd)) with the precision calculated from
the frequency distribution of zero datas(fvidth of the Gaus-
sian distribution in Fig2). Within the calculated uncertainty
no significant difference can be found, meaning that the a pri-
ori estimation of the measurement errors by the operators of
each instrument correctly describes the statistical variation of
the instruments.

3.2 Time series of NQ measurements

Time series of N@ mixing ratios and key constituents (NO

O3, and hydrocarbons), as well as water vapour partial pres-
sure, and the total aerosol surface concentration for each day
are presented in Fig8.and4. The NG; data are plotted with

the original time resolution that each instrument’s data re-
ported, without any further averaging or filtering. Error bars
are omitted for clarity.

NOs mixing ratios throughout the campaign were below

250 pptv with three exceptions on the “photolysis days” (12
and 13 June, 350 and 700pptv) and on the “SOA day”
(20 June, 400 pptv). Exceptionally low NGOnixing ratios
occurred on 16 June<(40 pptv) and especially on 18 June
when NG mixing ratios remained between 2 pptv after the
first isoprene injection and 12 pptv after a second addi-
tion (see Fig.4). Prior to the discussion of the individual
NOj3 time series of each experiment of the campaign, some
discernible features in the figures merit discussion.

1. NO3 mixing ratios measured by UCC-IBBCEAS on 10,
11, 13, 15, and 20 June significantly differed from the
values of all other instruments (Figdand4). A simi-
lar observation for the UCC instrument was described
by Fuchs et al.(20103 for the comparison of N®
measurements performed during NO3Comp. The sys-
tematic difference of the N mixing ratios can be
explained by the fact that on those days no measure-
ments of zero air background specti(4), Eq. 3)
could be taken in the morning before the experiments
for the following reasons. On 10, 15, and 20 June,
NOs was already produced in the chamber before the

www.atmos-meas-tech.net/6/1111/2013/
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NOs [pptv]

Fig. 3. Comparison of temporal profiles of NOnixing ratios and supporting measurements of other relevant species (as indicated in the
panels) for all days of the intercomparison campaign. The respective upper panels sholathl@easured with the original time resolution

of the instruments (NOAA-CRDS 1s, UAF-CRDS 1s, UCC-IBBCEAS 5s, MPI-CRDS 10s, FZJ-DOAS 60 s, ULEIC-BBCRDS 61s, and
UHD-CEDOAS 300 s). Vertical, dashed grey lines indicate times when the roof of the chamber was opened or closed to initiate photolysis or
enable the build-up of N respectively. The associated lower panels present the mixing ratios f®§Ohydrocarbons (ppbv, left axis),

and the water vapour partial pressure (hPa, right axis). For experiments containing aerosol, the aerosol surface area concentration is indicate
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Fig. 4. Continued from Fig3. This figure comprises the chemically more complex experiments of the second part of the campaign. Dotted
black lines on 15 June denote two time intervals during which inorganic aerosol was added to the chamber.

UCC-IBBCEAS instrument was operational, on 11 June trieval of the NQ mixing ratios in these cases. No-
ambient air was pumped into the chamber, and on tably, differences in the N@mixing ratio measured
13 June the previous experiment was continued over by UCC-IBBCEAS and other instruments are expected
night without flushing in the morning. Zero air spec- to be largest on days when the background spectrum
tra from the day after or before were used for the re- could not be measured. This indicates that the long-term

Atmos. Meas. Tech., 6, 1111H14Q 2013 www.atmos-meas-tech.net/6/1111/2013/
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intensity variation of the lamp was a limiting factor the UHD-CEDOAS instrument tend to lower values at higher
for the UCC-IBBCEAS instrument during some exper- water vapour mixing ratios.
iments of NO3Comp. 11 June:an experiment with ambient aerosol was per-
formed on 11 June. The chamber was flushed with ambient
2. Mixing ratios taken with the ULEIC-BBCRDS instru- ajr while the roof was open in order to avoid N@®rmation
ment on 10 June were exceptionally low (orange dia-during the flushing period. A filter (cut-off size unknown)
monds in Fig.3). At the end of the experiment it was removed coarse-mode particles. The resulting aerosol sur-
noticed that the sampling line had collapsed. Thereforeface concentration was very low and did not vary much
it had to be assumed that during the experiment the((1.3...0.5) 10" nm?cm~3) during the experiment (Fig).
flow rate was potentially already much smaller than ex- The aerosol mass spectrometer could not measure due to the
pected, resulting in enhanced losses ofN@the in-  |ow particle concentration; therefore chemical properties of
strument. the aerosol are unknown. Peak mixing ratios of NOs,
. and water after closing the roof at 08:01 UTC were 23 ppbv,
3. On 11 June the ULEIC-BBCRDS data exhibited the 551 and 1.7 9%, respectively. At 09:04 UTC formation
stronge.st ﬂuc;tuauons during NO3Comp. .The. amount ¢ NOs was stimulated by addition of 70 ppbvs@nto the
of ambient ar that was found to be .Ieak|ng !nto the dark chamber. Technical problems affected UHD-CEDOAS,
BBCRDS cavity (see SecR.1.4 was highly variable, ULEIC-BBCRDS, and UCC-IBBCEAS (see above), but

ranging between 0 and 30 %. Quantitative correction OfNOAA—CRDS FZJ-DOAS, and UAF-CRDS data were very
the dilution effect was difficult to achieve under these iy throug’hout the dayi

conditions, resulting in less-precise measurements on 12 and 13 Juneon these *

hotolysis days” the ro-
that day. P Y Y N®

duction rate was high and the chemical losses were low,
leading to the largest NPmixing ratios of the campaign
goo pptv on 13 June). Nwas frequently photolysed on
oth days by opening and closing the roof system of the
of the LED light source by solar radiation. The induced SAP.HIR chamber. The photolytic I|fet|me. of NQwas ap-
proximately 5s when the roof was open; however the ob-

drift of the LED output made the spectral retrieval unre- d NQ lifeti imatelv 1 min b th
liable as demonstrated by the large positive offset of the>€'ve etime was approximately - min because the

) . fast thermal dissociation of XDs (present at 2 ppbv;Fuchs
NOs data before 09:45UTC (Fig). etal.(2012) acted to partially buffer the Nglost to photoly-
5. On 9 June (14:38UTC) and on 12 June (12:46 UTC)Sis. Figure3 clearly demonstrates the very good time resolu-
the fan inside the chamber was switched off some timefion Of the “faster” instruments, NOAA-CRDS, UAF-CRDS,
before the roof was opened. In stagnant air, the mixing CC-IBBCEAS, and MPI-CRDS, which were able to detect

time in the dark chamber is on the order of an hour. Thisthe quick changes of N§very accurately.
is considerably longer than the N@fetime of 30 min 14 June:in this experiment the oxidation of butanal by
(Fry et al, 2009 in the dry chamber, making wall re- NO3; was studied. The measurements revealed very good

actions of NQ a significant loss process and enabling 8greement between the instruments. However, the sensi-
measurable concentration gradients to build up. Con{ivity of the UHD-CEDOAS instrument seemed to have

conditions were excluded from further data analysis. Cchange of the LED. . .
15 June: during this experiment ammonium sulphate

In order to get a representative picture of the instrumentaerosol was generated and added twice during 10:45-11:25
performance throughout the campaign, the data on these o@nd 12:30-14:55 UTC (black dotted lines in My by spray-
casions where specific instrument issues have been identifieidg an aqueous solution into the clean humidified (60 %
are still included in calculating the full-campaign correla- RH) chamber using a nebuliser. Peak aerosol surface con-
tions (except 5). The following paragraphs describe the timecentrations of 3x10® and 5.8<10° nnm?cm~3, correspond-
series of the N@mixing ratios recorded during NO3Comp. ing to 5 and 12 ugm?, respectively, were reached at the
A brief summary of the typical mixing ratios of key con- end of the injection periods. During the humidification of
stituents observed during the experiments is given in Thble the aerosol-free chamber air (starting at 09:00 UTC) the

9 June, 10 Juneduring the first part of the campaign mixing ratio of NO; dropped to zero. The addition of30
(9-14 June) the majority of measurements were carried ouand NG at 09:56 UTC brought the N§mixing ratio back
in simple reaction mixtures. On 9 and 10 June a potentialup to about 110 pptv (Figd). The first aerosol generation
cross interference of Nfand water vapour was investigated, began at the maximum of the NQmixing ratio which
respectively. With the exception of the scenarios discussedhen decreased to about 50 pptv due to the enhanced dilu-
above the N@ mixing ratios of all instruments agree well tion of the chamber air by the high air flow through the
and mostly overlap within their errors. On 10 June the data ofaerosol generator. At the start of the aerosol addition the

4. Also the performance of the UHD-CEDOAS instrument
was degraded on 11 June in the morning. The chambe,
was flushed with open roof, leading to an overheating
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readings of UHD-CEDOAS, ULEIC-BBCRDS, and UAF- the replacement of an aerosol filter. With a new filter in the
CRDS corresponded well (115 pptv at 10:45UTC), while inlet, the instrument detected slightly larger N@ixing ra-
UCC-IBBCEAS and FZJ-DOAS measured 135pptv andtios than NOAA-CRDS, while the opposite was the case on
NOAA-CRDS was lowest at 100 pptv. After the first aerosol 16 June, indicating a potential loss of W®y aerosol parti-
addition was finished (11:25UTC), the N@nixing ratios  cles deposited on the UAF-CRDS instrument’s filter surface.
reported by ULEIC-BBCRDS, UHD-CEDOAS, and partic- 18 June:the oxidation of isoprene by N§In the presence
ularly by UAF-CRDS had dropped significantly below the of ammonium sulphate seed aerosol was studied on 18 June
NOAA-CRDS readings. During the subsequent second par{Rollins et al, 2009. The first isoprene injection (10 ppbv at
ticle injection, the aerosol surface concentration nearly dou07:40 UTC) was made before any N@as generated (the
bled, but no further significant change of the relation betweenNOg3 production started after ozone injection at 08:48 UTC),
NOAA-CRDS and the other instruments was observed ex-and the second isoprene injection (10 ppbv at 16:11 UTC) oc-
cept for the ULEIC-BBCRDS instrument. NQdata mea- curred two hours after the system was refuelled by, N@Gd
sured after 13:45 UTC until the end of the experiment agreedDs addition. In the first part of the experiment the NM@ix-
well with the NOAA reference instrument but were lower ing ratio reached peak values of only 2 pptv; at the end of the
by about 16 pptv prior to this. Most likely the pronounced experiment at midnight N@was less than 12 pptv, still close
underestimation of the N mixing ratio before 13:45UTC  to the detection limit of FZJ-DOAS and UHD-CEDOAS.
was caused by an intermittent problem with a leak as a comThe aerosol surface concentration in the morning reached
parison of the ULEIC water vapour data with a dew point hy- 1.3x 108 nm2 cm3, about 20 % of the maximum value on
grometer inside SAPHIR suggested. The FZJ-DOAS instru-15 June, and gradually decreased to:0128 nm? cm—3. The
ment showed excessive fluctuations caused by the unsteadsst increase of N@after mid-afternoon refuelling additions
arc of the Xe high-pressure lamp, making theN@easure- of NO; and & was very well captured by all instruments.
ments unreliable on 15 June. NO3 mixing ratios detected by UCC-IBBCEAS appear to be
16 and 17 June:during this two-day experiment the 5-10% higher before isoprene was injected.
limonene—NQ reaction and the formation of products, both 20 and 21 Juneon the last two days of the campaign the
in the gas and in the particulate phase, were studieg (  oxidation of 8-pinene in dry air and at 60% RH, respec-
etal, 2011). Limonene (10 ppbv) was already injected before tively, was investigated. After the injection gfpinene the
NO3 was generated, so that the Bl@ixing ratio remained  NOs mixing ratio dropped to 20 pptv and 5 pptv, respectively,
suppressed below the detection limit of all instruments. Af-and remained suppressed until the hydrocarbon had reacted
ter limonene was fully consumed, the ongoing reaction be-completely. Prompt SOA formation was observed reaching
tween NQ and G caused N@ mixing ratios to rise to about a maximum concentration of 40 pgt corresponding to an
35 pptv. About 10 pug m?3 of aerosol was formed, resulting in - aerosol surface concentration of 560 nm?cm=2, about
an aerosol surface concentration of B®® nmécm=3. Data 45 min and 90 min, respectively, after injection of the hydro-
from all instruments compare well under these conditionscarbon Fry et al, 2009. After the consumption o8-pinene,
except for FZJ-DOAS and UCC-IBBCEAS, which showed the NOQ; mixing ratio increased again to a maximum of 400
a trend to slightly higher N@mixing ratios (difference re- and 80 pptv, respectively. During this period the high preci-
mained< 5 pptv). The FZJ-DOAS instrument was close to sion of the instruments allowed the investigators to visualise
the detection limit /N~ 1 to 3) on that day. The second an increasing difference in the NQnixing ratios as mea-
limonene injection at 15:00 UTC on 16 June occurred almostsured by the instruments over time. A detailed discussion will
simultaneously with the addition of NGand &. During the  follow in Sects.3.3.3and4.4.2
second oxidation step further aerosol was formed, peaking
at 24 ugm3 (4x10° nmPecm~3). As expected, N@started 3.3 Correlation and regression analysis
to rise again quickly after limonene was consumed. The ob-
served unexpected decrease of thegNixing ratio reach-  3.3.1 Correlation procedure
ing a minimum at 18:00 UTC (Figd) was due to complex
coupling of the chemistry in the gas phase with that of theln order to assess the performance of the individual instru-
organic particle phase and has not been fully understood yenents, all NQ data sets were compared to one selected in-
(Fry et al, 2011). ULEIC, MPI, and UHD finished measure- strument. We chose the NOAA-CRDS MN@neasurements
ments at 13:30, 15:50, and 16:40 UTC, respectively, befores the reference for the correlation analysis for three reasons.
the NG; mixing ratios again began to rise up until midnight. (1) The NOAA-CRDS instrument was the technically most
During the last six hours of the 16 June data the differencesdvanced one (see Se2tl.]). Its properties were compre-
between the readings of the remaining instruments increasedhensively studied and characterised in detail before and af-
NOAA-CRDS, UCC-IBBCEAS and FZJ-DOAS contin- ter the campaignQubé et al, 2006 Osthoff et al, 2006
ued their measurements until 17 June, 19:00UTC. NoFuchs et al.2008. (2) The NOAA instrument measured on
aerosol measurements were available for that day. UAFall days of the campaign and produced the most complete
CRDS commenced measurements again at 08:00 UTC aftedata set. (3) The instrumental precision and consequently the
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detection sensitivity and time resolution are excellent, so powas calculated from the chi-square distribution for— 2)
tential features in the correlation plots can be clearly iden-degrees of freedom. It denotes the statistical probability that
tified. Especially the latter property favoured NOAA-CRDS the deviation of theg? value (obtained for some particular
over FZJ-DOAS, which would normally have been our pre- data set) from the “expectedt? = n — 2 value can be ex-
ferred choice, because the DOAS instrument has no inlet -plained within the individual & measurement errors of the
one of the major uncertainties of the other instruments. In addata pairs correlated. 1 is a very small probability, then
dition, DOAS is known to be “immune” against broadband the inherent variance of the data set is larger than the “con-
light losses caused by Mie scattering of particles, Rayleighfidence interval” defined by the individual error bars. Possi-
scattering, or by other broadband absorbers in the atmoble causes are that (1) the assumption of a linear model is
sphere (Platt and Stut2008. Unfortunately, the FZJ-DOAS  wrong, (2) the errors are non-normally distributed, or (3) the
measurements turned out to be unusually noisy and showegheasurement errors are really larger than stated. As an order
sudden systematic variations during many days. The latteof magnitude estimate the assumption of a linear dependency
were most likely due to instabilities of the Xe arc lamps usedbetween the instruments within the range of their given mea-
during NO3Comp. If DOAS had been chosen as referencesurement errors is believablejif> 0.1. Forg > 0.001, the fit
then excessive noise would have been added to all regresnay be acceptable if the errors are non-normally distributed
sions. A comparison of the results of a regression analysi®r have been moderately underestimated. 4f 0.001, a lin-
with FZJ-DOAS or NOAA-CRDS as reference instrument ear relationship within the specified errors can be called into
showed that the major conclusions drawn from the correla-question. Howevey is a very sensitive quantity for underes-
tions did not depend on the choice of the reference. We wouldimated measurement errors. Often truly wrong models will
like to emphasise that our selection shall not imply that thebe rejected with vastly smaller valuesp{10-18). The op-
NOAA-CRDS data are inherently correct. posite extremeg ~ 1, is almost always caused by overesti-
The correlation and regression analysis presented in thenation of the measurement errors by the experimeRiess
following sections are based on data sets averaged to a 3 miet al, 1992.
time grid which allows for the comparison of fast and slower
instruments within common time intervals. It was verified 3.3.2 Correlations of combined data sets
that the choice of the averaging interval does not significantly
affect the results. In order to minimise potential errors by im- It was already indicated in Sec3.2 that the performance
perfect mixing in the chamber, all NOnixing ratios mea- of some NQ@ instruments could be affected by the pres-
sured within a time interval of 5min after injection of reac- ence of aerosol. A similar observation has been described
tive trace gases (N£) Os, and hydrocarbons) were removed by Fuchs et al.(2012 for the intercomparison of HDs
from the analysis. measurements during NO3Comp. Therefore the scatter plots
In the case of multiple N@data points within one aver- and the correlation and regression analysis of the; N&ia
aging interval, the mean value was calculated and assignedill be presented in separate figures for aerosol-free @jig.
to the centre of the time interval. Data of “slower” instru- and aerosol-containing experiments (Fi). Each panel in
ments were assigned to the centre of the interval where thefigs. 5 and 6 shows the entire campaign data set for the
appeared. Whenever the observed variability of the Nitx- nominated instruments plotted as a scatter plot against the
ing ratios within the averaging interval was comparable with NOAA-CRDS reference instrument. The figures visualise the
the individual measurement errors, the standard deviation ofotal variability of the instrumental performance relative to
the error bars was taken as érror of the mean. If the data the NOAA instrument, and the regression results allow for
variability was larger, the standard deviation of the mixing a comparison of the “average response” of the instruments
ratios was taken as the error bar of the mean veedlpsser  during NO3Comp. The individual days of the campaign are
et al, 2009 Fuchs et a].20103. distinguished by colour-coded symbols, and the error bars
A weighted linear regression line was calculated using thedenote the & precision. The data range is limited to 420 pptv
procedure “fitexy” byPress et al(1992. This regression is to avoid any bias by the high N{Onixing ratios on 13 June.
invariant with respect to a permutation of independent and On average all instruments performed very well over the
dependent variable and takes into account the errors of bothourse of the intercomparison. The pl@ixing ratios of all
coordinates. Thus, the statistical weight of each data poininstruments are exceptionally well linearly correlated with
is calculated from the a priori precision of the data of both NOAA-CRDS. The coefficients of determination?, are
the respective instrument and NOAA-CRDS. In order to as-> 0.955 in all cases (Tabl8), i.e. more than 95 % of the
sess the statistical relevance of the linear regression paranvariance observed in the instruments’ responses is explained
eters and their errors, the chi-squagé) value of the linear by the variance of the reference instrument. Due to the large
fit to the measurements was calculated. A rule of thumb isnumber of data pointss, all correlations are highly signif-
that a “typical” value ofy? for a “good” fit is x2 ~ (n — 2) icant. However, the regression analysis resulteg rval-
(n...number of data pairs correlated) (Efress et al.1992 ues which are significantly larger than the number of degrees
Chapter 15). Furthermore a “goodness-of-fit’ paramegter of freedom(n — 2) (last column in Table3). Accordingly g
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Fig. 6. Correlation of NG measurements versus the reference in-

Fig. 5. Correlation of NQ measurements versus the reference in- . .
strument NOAA-CRDS for aerosol-free conditions. The data Setsstrument NOAA'CRDS in presence of aerosol. Seefgr details
on the regression lines.

were averaged onto a common 3 min time grid, and the data range
was limited to 420 pptv to exclude any bias by the high mixing ratios
of 13 June. The colour code denotes the experiment days and error

bars are &. The "best-fit" line (dark-red solid line), calculated by amean zero and constant variance, the statistical distribution

a “least-normal-squares” regression method, represents the avera% L o . -
instrumental response for the entire intercomparison and the dotte ?the day-to-day variability of the “calibration factors” is not

black line shows the ideal 11 line. The solid grey lines are the KNOWN. As aconsequence, for the days wheten—2) > 1
linear regression lines calculated by the “fitexy” algorithm. When (i-e. wheng is not acceptable), the “fitexy” routine is not
the scatter of the data is significantly larger than expected from thévell suited to calculate correct values and errors of intercept
measurement errors, the “fitexy” algorithm fails to determine the a and slopeb (Press et a).1992. A more appropriate non-
correct relation between the data pairs (cf. S8&.2and Table3). parametric line-fitting technique is to be used which makes
no assumptions on the distribution function of the data and
their errors. We applied the “least-normal-squares” (LNS)
was < 10710 in all cases and is therefore not listed in Ta- technique Troutman and Williams1987, which minimises
ble 3. This finding shows that the variance in the Ndata set  the sum of squared perpendicular distances between the data
of each instrument, considered over the entire course of th@oints and the regression line. LNS is invertible and a unique
campaign, was significantly larger than would be expectedrelation (slope and intercept) is obtained regardless which
from the high precision of the measurements. Obviously thevariable is chosen to be dependent. In order to determine
daily variability of the instrumental response was larger thanthe goodness of the procedure for fitting the straight line, i.e.
the data variability during the single days. Consequently, thethe errorss, andoy, a bootstrap technique was used. Boot-
use of the data precision as weighting factor is not a suitablestrapping is a non-parametric approach to determine statisti-
measure for the investigation of the “average” (linear) rela-cal properties of data sets that does not require distributional
tionship between the instruments during NO3Comp. Whileassumptions such as normally distributed err&®sdn and
the individual measurement errors during a specific chambefibshiranj 1993. An application of this method for the de-
experiment can be assumed to be normally distributed withtermination of measurement errors in high-resolution DOAS
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spectroscopy was described Hgusmann et a[1999. The

total bootstrap procedure comprises three steps: (1) a large
number,m, (typically m ~1000) of independent replicas

from the data set under investigation (selectedsNii3tru- 8or
ment vs reference instrument) are created by drawing with . %9/
replacement a random sample of data pairs of the originalg
data set. (2) The linear regression parameters interaépt,
and slopep/, for each replica are calculated. (3) The stan-
dard deviations of the: values ofa’ andb’, o, and oy,
finally represent the errors of the interceptand the slope,

b, of the LNS correlation line. The LNS line fit parameters
(the “best-fit” linear regression) are highlighted in TaBle
and shown as dark-red solid lines in Figsand 6. Signifi-
cant deviations of slope and intercept between fitexy (solidom
grey lines in the figures) and LNS mainly result for large = . |
chi-squared test valueg (15). The “best-fit” linear regres- Y
sion line represents the average instrumental response for the 0
entire intercomparison.

The LNS regression analysis reveals small intercepts close 8%
to the specified precision of the instruments. The slopes of
the linear regression lines vary less than 15 % around unitys
for the whole-campaign correlations with the known excep- & ,q4!
tion of UCC-IBBCEAS (problem of recording zero air back-
ground spectra). Between the experiments with and without® 200}
aerosol a tendency to underestimate theshdxing ratios
in the presence of aerosol can be found for all instruments 0 ---. ‘ : 2 ‘ ‘ ‘
except FZJ-DOAS, which correlates very well with NOAA- ONOS Z[SSM O 800 ON% [i‘;tv] 100 a0 200
CRDS, again demonstrating its insensitivity to broadband
light extinction by aerosol. Overall we can state that theFig. 7. Correlation and linear regression analysis for individual
slopes of the regression lines are all within the combineddays of the intercomparison. The data sets were averaged to a com-
lo-accuracies of the nominated test instruments and NOAA-mon 3 min time grid. Linear regression lines calculated with the

CRDS. This demonstrates that the instrumental accuracy wa$itexy” algorithm are shown colour coded for the particular instru-
very well determined by the experimentalists. ments. The dotted black line is the ideal1lline. Error bars were
omitted for clarity.
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3.3.3 Day-to-day correlations

Day-to-day variations of the detection sensitivity or different O{r:z;oltBa?ecfAs slightly exceed these limits for reasons
responsivity of the instruments towards interferences becom& 9 13’ an 11‘ Junethe experiments on 9 and 10 June will
more apparent in scatter plots that compare data separat%d ' u xper une wi

into individual days’ experiments. Figurésand8 show the € discussed in detail n Sects2and4.3. On 11.June dgta .
correlations of NG data of all instruments versus NOAA- correlated very well during the measurements in ambient air

: : (r? > 0.963). The UAF-CRDS data are very well linearly
CRDS for each experlmen_t of the NO:_%Comp campaign (Cf'correlated with NOAA-CRDS¢ = 0.85). The apparent lin-
Tablel). Error bars are omitted for clarity. In order to assess

the effect of aerosol on the quality of the measurements o ear correlation of UHD-CEDOAS was caused by the very

11 and 15-21 June, only N@ata are compared which were r?arge errors of the instrument on 11 June (see Se2tand

recorded in the presence of aerosol. griznaiﬁmlb; I‘Jsulr?e';\:?.was completely photolysed several
The regression parameters are summarised in Table . . 3 W pietely p Y
. S times during the clean air/photolysis days (12 and 13 June).
Slopes and intercepts of the regression lines were calculate?rrr]1

by the routine “fitexy” because the majority of the data Setstheel':?erg(ra'td)c/)rf]?r?(qal?n:Pgrﬁe?ftzo'lc')hpeprtw\"n/eilswrlsa(fa?]rt;(ec?)trsre(jlgte d
showed reduced chi-square valued5 (cf. Sect3.3.2. For : iy instru : u

. 2 . . _
every day the slopes of the linear regression lines fitted to:;trr?emiﬁgg:’;n\ﬁrgg rbeevt\eNaﬁsg 3;:75 ggg If)nzzat Tg\?e“rnthe
the data were within the limits of the combined accuracies gress y - v Y

. . o . __full dynamic range of N@ mixing ratios on 13 June and
of the instrument pairs (as based on the a priori uncertainty

estimates provided for each instrument by its operators)!n&gmﬂcantmtercepts.

Only on four days (10, 11, 13, and 20 June) did the slopes
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Table 3. Results of the correlation and linear regression analysis of M@asurements from all instruments versus NOAA-CRDS as ref-
erence on the basis of 3 min averages. (a) Measurements in the absence of aerosolxf(lH)ign the presence of aerosol (cf. Fi@).
n...number of data pairs:z. .. Pearson linear correlation coefﬁciem?/(n —2)...reduced chi-squared. A value sf1 indicates that the

scatter of the data around the regression line is well covered by the individuatasurement errors (precision) of both instruments. When

the scatter of the data is larger, “fitexy” fails to calculate the correct regression parameters and their errors. The italic numbers indicate the
slope and intercept for an appropriate regression model (“least normal squares”, LNS). For details see texd.Bi1BSect.

2
Instrument  n r2 Intercept/pptv Slope 7(,1{2)

(@) FZJ 542 0.978 28205 1.05+0.005 2.7
1.0+£05 1.05+0.006

UAF 654 0.992 -0.4+0.3 1.01£0.002 2.2
—-18+04 1.044+0.006

MPI 154 0984 -2.1+0.6 1.08+0.004 4.1
—-0.3+,1.3 1.06+£0.011

ULEIC 250 0.964 —-3.3+04 0.91+0.002 12.6
-17.7+£25 1.07+£0.021

ucc 698 0.956 1.60.3 1.08£0.002 53.7
—-4.2+09 1.184+0.015

UHD 246 0.955 2505 0.93+0.004 4.6
—45+16 0.984+0.016

(b) FZJ 855 0.989 4.80.3 1.00+ 0.002 3.3
52+04 1.00+£0.003

UAF 856 0.994 -0.5+0.1 0.87+0.001 3.7
0.6+0.2 0.85+0.005

MPI 242 0.991 1.104 0.944+-0.001 7.5
2.3£0.3 0.93+0.002

ULEIC 465 0.991 1.2:0.2 0.92+0.001 46.
1.0+0.4 0.944-0.005

uccC 879 0.996 0.20.1 1.23+0.001 1155
—2.8+0.3 1.34+0.005

UHD 246 0.981 3.5:0.5 0.93+0.003 3.1
6.1+£1.3 0.92+ 0.005

14 June:the correlation and regression results on 14 Junescribed by “trend lines” with a slope specific for each in-
are very similar to 13 June. The N@ata of the butanal oxi- strument. After the end of the aerosol injection, however,
dation experiment are well correlated (vas between 0.908 the pattern changed. The mixing ratios measured during the
and 0.993). Although FZJ-DOAS and ULEIC-BBCRDS data following 10 to 15min decreased stronger than expected
were significantly offset by-22 and—14 pptv, respectively, from the trend observed before. After this “transition period”
the slopes of the regression lines (which ranged from 0.8%ll following NO3z mixing ratios measured after 11:40 UTC
to 1.09) were still within the combined errors of the instru- and during the second aerosol injection (12:30-14:55UTC)
ment pairs. For unknown reasons, the UHD-CEDOAS mea-are grouped around different “trend lines” with significantly
surements revealed a change in sensitivity at 10:00 UTC (sesmaller slopes than in the beginning. Obviously the increas-
Fig. 3, open black squares). ing concentration of aerosol led to the recording of larger

15 June:addition of inorganic aerosol (ammonium sul- inlet losses of N@ for some instruments. The UAF-CRDS
phate) to the chamber air generally caused a larger variabilitynstrument measured the lowest Bl@ixing ratios of all
in the NG; data. On 15 June the scatter plots of UAF-CRDS, instruments on this day. The slope of the linear regression
UCC-IBBCEAS, and ULEIC-BBCRDS showed a common line (comprising the full data set of this day) was 0.86,
pattern (see, for example, blue and grey circles in8jigrhe  while the slopes of ULEIC-BBCRDS, UHD-CEDOAS, and
first addition of aerosol began at the maximum of thesNO FZJ-DOAS showed no large deviation from unity. The FZJ-
mixing ratio (10:45UTC) which then decreased to aboutDOAS instrument was affected by excessive fluctuations
50 pptv when the first particle injection ended (11:25UTC, of the light source leading to a moderate correlatioh=£
cf. Fig. 4). During the injection period the NfOvalues of  0.707), an offset of +28 pptv, and a slope of 0.92 (Tat)le
all instruments correlated well with the NOAA-CRDS mix- 16 and 17 Junethe experiment on 16 June was the
ing ratios. The course of the NCQdata pairs can be de- first to include the in situ production of aerosol inside the
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Table 4.Results of the correlation and linear regression analysis of all instruments versus NOAA-CRDS for each experiment. Data are 3 min
averages.

Date Inst. n r2 Intercept/pptv Slope (MX—; q Date  Inst. n r2 Intercept/pptv Slope (nX—fz) q
9Jun UCC 89 0994 —-0.4+0.3 1.04+0.003 3.3 a 15Jun UCC 113 0981 —-1.1+04 1.17+0.007 21 a
9Jun  UAF 87 0.993 —-0.5+0.4 1.01+£0.004 24 a 15Jun  UAF 108 0.900 —3.0+0.7 0.86+0.011 3.9 a
9Jun FZJ 79 0.967 3428 0.94:0.034 0.7 09809 15Jun FZJ 111 0.707 2807 0.92+0.028 3.7 a
9Jun  UHD 17 0.977 1515 0.98:0.020 3.1 0.0001 15Jun ULEIC 100 0.932 -4.2+0.5 1.05t0.009 7.7 a
10Jun UCC 78 0.974 1560.7 1.36£0.007 12.7 a 15Jun  UHD 55 0934 —-7.4+15 1.06£0.025 2.4 a
10Jun  UAF 92 0.994 040.8 1.05+0.009 0.8 0.9044 16Jun UCC 275 0.959 +@0 1.17£0.002 253.8 a
10Jun  FZJ 73 0.930 18:21.5 0.90+0.016 41 a 16 Jun  UAF 265 0.965 —1.1+0.1 0.91+0.007 21 a
10Jun ULEIC 29 0.937 —2.3+0.6 0.72:0.008 9.5 a 16 Jun  FZJ 280 0.750 360.5 1.02+0.029 1.4 a
10Jun UHD 57 0.953 1814 0.870.014 1.7 0.0009 16Jun ULEIC 76 0.660 &4.1 0.73:0.006 72.1 a
11Jun UCC 124 0.996 280.5 1.32+£0.004 7.9 a 16 Jun UHD 69 0.590 5804 1.02+0.036 5.2 a
11Jun UAF 121 0.997 0:80.6 0.91+0.005 0.9 0.8531 16Jun MPI 51 0.945 -2.8+0.3 1.03:0.015 5.2 a
11Jun FZJ 98 0.966 121.1 1.03£0.010 3.9 a 17 Jun UCC 329 0.993 120.0 1.12+0.001 15.7 a
11Jun ULEIC 81 0.963 —6.2+0.6 0.90+0.005 8.9 a 17 Jun  UAF 172 0995 —-1.24+0.1 1.12+0.008 0.5 1.0000
11Jun UHD 38 0.540 18148 0.85:0.158 0.1 1.0000 17Jun FZJ 326 0.796 —0.7+0.7 1.14+0.028 15 a
12Jun UCC 131 0999 -0.8+0.5 1.10+0.002 1.1 0.1566 18Jun UCC 284  0.999 +6.1 1.06+0.003 9.3 a
12Jun UAF 107 0998 —-2.3+1.1 1.09+0.009 0.3 1.0000 18Jun UAF 275 0.998 -0.9+0.1 0.95+0.006 0.3 1.0000
12Jun ULEIC 44 0.994 0F0.8 0.97+0.006 55 a 18Jun FZJ 284 0.925 190.5 0.98+0.015 1.1 0.0571
12Jun UHD 65 0.986 3409 0.92+0.006 4.8 a 18Jun ULEIC 88 0.997 14£0.2 1.02+0.006 39.4 a
13Jun UCC 65 0.999 3615 1.31+0.004 0.2 1.0000 20Jun UCC 127 0.991 +.0.7 1.32£0.002 26.5 a
13Jun UAF 63 0998 —-1.2+20 1.08t0.006 0.6 0.9979 20Jun UAF 120 0.983 509 0.84:0.003 9.9 a
13Jun  FZJ 65 0.997 2:61.8 1.05+0.006 14 0.0178 20Jun FZJ 127 0.994 103 1.01:+0.004 1.8 a
13Jun ULEIC 62 0.987 2F1.7 0.99+0.005 7.4 a 20Jun ULEIC 107 0.982 61405 0.91+0.001 24.9 a
13Jun UHD 30 0975 —7.7+3.6 1.01+0.011 6.2 a 20Jun  UHD 66 0.994 4418 0.93+0.006 1.6 0.0009
13Jun  MPI 16 0998 -0.8+1.6 1.03+0.011 0.2 09995 20Jun MPI 107 0.974 30.6 0.93:0.001 3.3 a
14 Jun UCC 157 0967 —-0.5+0.2 0.96+0.001 17.3 a 21Jun UCC 92 0.998 040.1 1.13+0.002 7.6 a
14 Jun  UAF 145 0.993 140.7 0.96+0.005 1.0 06123 21Jun UAF 87 0.991 ZD.5 0.86:0.010 0.8 0.8849
14 Jun  FZJ 150 0.908 22215 0.90+0.012 2.9 a 21Jun  FZJ 91 0966 —1.1+1.0 1.00+0.018 1.2 0.1528
a

21Jun ULEIC 30 0988 -0.8+0.5 1.19+0.013 4.2
21Jun UHD 30 0914 —28+1.7 1.15-0.035 1.7 0.0131
21Jun  MPI 91 0.991 140.2 0.97+0.003 5.0 a

14Jun ULEIC 128 0.987 —-14.1+0.7 0.99+0.005 21
14 Jun UHD 85 0.954 7311 0.8%:0.009 51
14 Jun  MPI 138 0.979 —3.5£0.8 1.09+0.006 4.4

[ I

g¢: quality parameter — see teftg < 10~4

SAPHIR chamber, in this case secondary organic aerosdNOAA-CRDS, slopes were al> 1.1 and intercepts were
(SOA) formed by NQ oxidation of limonene Kry et al, negligible (< 1.2 pptv).
2011). This experiment resulted in similar observations as 18 June:this experiment divides into two phases. As
made in the inorganic aerosol study on 15 June. Duringshown in Fig.4, the NG mixing ratio was smaller than
the first oxidation step, at low aerosol concentrations, the3 pptv in the morning and less than 12 pptv in the after-
data could be described by a line with a different slopenoon due reaction with isoprene. Only during a two-hour pe-
than the N@ mixing ratios measured after the second in- riod, after the addition of extra NOand & at 14:25UTC,
jection of limonene (see UCC-IBBCEAS (blue circles) and the NG; mixing ratio increased to 150 pptv. The com-
UAF-CRDS (grey circles) in Fig8). The data are still parison of the UAF-CRDS, UCC-IBBCEAS, and ULEIC-
highly correlated 2 = 0.959 and 0.965, respectively) and BBCRDS instruments with NOAA-CRDS showed coeffi-
the slopes of the regression lines (1.17 and 0.91, respecients of correlation close to unity during the interval of high
tively) are within the combined uncertainties of the instru- NOs. A slope of 0.95 £2 = 0.998), 1.06 {2 = 0.999), and
ments. FZJ-DOAS and UHD-CEDOAS correlate moderately1.02 ¢-2 = 0.997) were determined, respectively. The scat-
(r2=0.75 and 0.59, slopes1.02 and 1.02, respectively) ter plot of the time intervals of very low N§mixing ratios
due to the low signhal-to-noise ratio (relatively small NO (08:00-14:00 UTC and 16:30-23:50 UTC) is shown in the
mixing ratios were produced by this experiment). ULEIC- inset in Fig.8. A regression analysis was successfully per-
BBCRDS and MPI-CRDS stopped measurements alreadjormed for UCC-IBBCEAS and UAF-CRDS and revealed
shortly before and after the second limonene injection. Ow-r2 = 0.948, slope=1.007, offset= 2.1 pptv and-2 = 0.934,
ing to the lack of data from these instruments for high slope=0.974, offset= —1.0 pptv, respectively. FZJ-DOAS
aerosol load the comparison is not particularly meaningful.and ULEIC-BBCRDS allowed no meaningful analysis for
NOAA-CRDS, UCC-IBBCEAS and FZJ-DOAS continued this time period because the N@nixing ratios were be-
to record data overnight until 17 June, 19:00 UTC. UAF- low or close to the detection limit. ULEIC-BBCRDS mea-
CRDS commenced measurements again at 08:00 UTC witlsured only in the morning when NQOnerely varied within
a new aerosol filter. For the instruments that were recordingt2 pptv, so the regression line is not well defined.
on 17 June, the NOmixing ratios correlated very well with 20 and 21 Junethe first oxidation experiment gf-pinene
with NO3 was performed in dry air on 20 June. After the
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150 50 the NG; mixing ratio (slopes 1.15 and 1.19, respectively).
Again data of FZJ-DOAS correlated linearly with the NOAA
reference instrumeni-¢ = 0.966, slope=1.0, g = 0.15) as
well as the data of UAF-CRDS{ = 0.991,4 = 0.86). How-
ever, the N@ mixing ratios measured by UAF-CRDS were
the lowest ones of all instruments on both SOA days (slopes
were 0.84 on 20 June, and 0.86 on 21 June).
‘ ‘ ENEE Unfortunately the measurements stopped before the max-
0 50 100 150 -10 0 10 20 30 40 50 imum NOz mixing ratio was reached. However, the compar-
17 June ‘ - 18 June ‘ ison of the N@ mixing ratios above 70 pptv with the linear

! Fo regression lines of the MPI-CRDS and UAF-CRDS instru-
ments (violet diamonds and grey circles in the last panel of
Fig. 8) clearly showed significantly smaller mixing ratios as
would be expected from the regression (see also 8etD).
This observation resembled the findings of the previous day.
The UHD-CEDOAS instruments measured only few NO
data points on 21 June because of instrumental tests. ULEIC-
BBCRDS stopped measurements on 13:30 UTC, resulting in
an also limited data set during the time when the chamber
was loaded with aerosol.

40+

100 30l
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oUAF | 20
50t ]
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60

40r
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4 Discussion

4.1 Uncertainty of the inlet transmission efficiency of
the NOAA-CRDS instrument

N Olo[oppztS]o T ar90 2% %OJ %gpwi‘o oo, 20 100 The transmission efficiency of NOAA-CRDS determined
during NO3Comp was 10 % lower than measured in a post-
Fig. 8. Continued from Fig7. Inset on 18 June: N§mixing ratios ~ campaign lab study. However, only few calibrations were
in the presence of isoprene (08:00-14:00 UTC gN€B pptv) and  made during the campaign due to technical difficulties with
16:10-24:00 UTC (N@ < 12 pptv)). the calibration source used at the chamber (see 34cf);
thus an additional 10 % uncertainty was added by the authors
to account for the calibration problems during NO3Comp,

, L i i resulting in a final accuracy 6£0.17/~0.05.
B-pinene injection (09:10 UTC) very rapid formation of SOA

t A The large data set of the day-to-day correlations of the
was observed (cf. Figd). The excellent precision of the ,siruments relative to NOAA-CRDS allows us to apply
CRDS and CEAS instruments allowed us to visualise an in-

. S . > X a statistical test to determine the most likely calibration ac-
creasing systematic difference in the N@ixing ratios rel-

ative to the reference technique. The resulting “u-shaped’sions for clean air and aerosol-containing air are close to
scatter plots are presented individually for each mstrumenhnity_ A chi-square statistic to the 95% confidence level

by the blue circles in Fig6 and compared to each other (\|ST/SEMATECH, 20 May2012 was used to test the

in the corresponding panel of Fig. This observation is | hypothesis that the true standard deviation of the slopes
very similar to the experiments on 15 and 16 June de-g |ess than the specified value of 0.17. From the table of
scribed above. The data sets were nevertheless very wefle critical values of the chi-square distribution, the value

2 _ . .
(r©=0.974...0.994) correlateq with the refgrence instru- ¢ X295 = 36.42 had to be compared to the observed value
ment and the slopes of regression close to unity (FZJ—DOAS}) 2

or slightly lower (1.01..0.84) except for UCC-IBBCEAS O Xexp= 1425, and consequently the hypothesis has to be
(see Sect3.?). Details are analysed in Sedt4.2 accepted. Equality of botly? values was obtained for a
on 21 June. the previous experimentl was repeated at"ue’ standard deviation of 0.11. Hence, the analysis indi-
high relative humidity. The correlation and regression resultsCates that the conservatively estimated upper limit of the ac-
were fairly similar to 20 June. Coefficients of determina- uracy of the NOAA-CRDS instrument (0.17) is very likely

tion (-2) were close to unity, the intercepts were negligible, overestimated by 359%.
and the slopes of FZJ-DOAS, MPI-CRDS, and UAF-CRDS
were nearly identical for both days. The UHD-CEDOAS and
ULEIC-BBCRDS instruments both slightly overestimated

curacy of the instrument. The slopes of the linear regres-
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Fig. 9. Box-and-whisker plot of the relative difference of y@ea- Q03
surements between various instruments and the reference NOAA%
CRDS as function of the N®mixing ratio during the chamber ex- g, 00F------------- O -1
periment on 9 June. Dots are medians, boxes give the first and thirdi acal
quartile and whiskers denote the 10th and 90th percentiles. & -05f ==
a
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4.2 Cross sensitivity to NQ — experiment on 9 June O e 0

Generally, the potential interference of MOn the detection  Fig. 10. Box-and-whisker plot of the relative difference of
of NOg is expected to be minor. The optical absorption co- NO3 measurements between various instruments and the reference
efficient of NG, in the spectral range of the N@bsorption ~ NOAA-CRDS as function of the yD partial pressure during the
band is small (1.2%10~* x o (NOg)). Hence, the resulting ghamber experimer_n on 10 .]u_ne. Dots are medians, boxes give the
interference signal from N©ought to be of minor relevance, first gnd third quartile and whiskers denote the 10th and 90th per-
unless the N@ mixing ratio greatly exceeds that of NO centiles.

Figure9 compares the observed differences indNf@easure-

ments relative to NOAA-CRDS as a function of W@ixing ity ring-down principle the effect of water vapour absorption
ratios. NQ values below 5 pptv were excluded from this and 4, the detection of N@radicals is small, because the con-
all following investigations. Circles denote the median, boxesyjhytion of the water vapour absorption is subtracted from
stand for 25 and 75 % percentiles, and vertical lines are thgpe signal by the selective removal of N@ the sample by
10th and 90th percentiles of the distribution in the particularjiyation with NO (cf. Eq.1). The precondition is, however,
interval. A trend could not be identified for any of the data that the time interval between zero ring-down measurements
sets. Regression slopes listed in Tablare close to unity  ig smaller than the time it takes for significant changes of
(0.94... 1.04) and intercepts are negligible. MPI-CRDS andyater vapour concentration to occur in the sample, which
ULEIC-BBCRDS did not measure on 9 June. was the case for NO3Comp. Broadband CEAS and CRDS in-
struments as well as DOAS are potentially more severely af-
fected by water vapour absorptioalivell and Jones1996

Platt and Stutz2008. Usually the spectral resolution of the
instruments used for the measurement of atmosphericislO
not sufficiently high to fully resolve the narrow atmospheric
absorption lines of water vapour. This can give rise to ap-
parent non-linearity between the optical density measured
and the real atmospheric water concentration if not corrected
for by appropriate means (see, for instarigell and Jones
2003 Bitter et al, 20095.

4.3 Cross sensitivity to HO — experiment on 10 June

All instruments made use of the strong BIB® < X absorp-
tion transition centred at 662 nm, which partly overlaps with
the spectrally much sharper overtone bands gDHithin

the 4 + § polyad centred at 652 nm. The impact of the water
absorption on the retrieval of NOmixing ratios was there-
fore investigated in a clean-air experiment on 10 Junez NO
was formed in the flushed dry chamber (water mixing ra-
tio < 100 ppmv) and the water mixing ratio was increased in
several steps to 1.1 % (Fig). For instruments using the cav-
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In Fig. 10the relative differences between the instruments 11 June: on this day ambient air was pumped into
and NOAA-CRDS are plotted in intervals of the water vapour the chamber using a filter on the chamber’s inlet that
partial pressure in the chamber. Only the UHD-CEDOAS in-removed only coarse-mode particles. The peak aerosol
strument was affected by higher water vapour mixing ratios.surface concentration§, in the chamber was very low
As can be seen in Fi@ (black squares) UHD-CEDOAS and (Smax=1.3x10’ nm?cm~3) and the dynamic range was
NOAA-CRDS data agreed as long as the chamber air wasairly small (Smin=0.3x10" nm?cm~3). For comparison,
dry. With the addition of water vapour an increasing differ- during the inorganic aerosol experiment on 15 JSneas
ence between the UHD-CEDOAS data and NOAA-CRDS isa factor of 30 larger. An analysis of the relative differences
observed which levels off at higher partial pressures of wa-of NO3 mixing ratios as a function of the aerosol surface
ter. Simultaneously the size of the error bars (not shown) in-concentration showed no discernible dependency of the NO
creased from 10 pptv in dry air to some 30 pptv at the finalmeasurements for any instrument.
partial pressure of water, which indicates a notable influence 16 June:the correlation and regression analysis of the
of water vapour, at least for this experiment. The deviationlimonene oxidation experiment on 16 June already identified
of the UHD-CEDOAS instrument can be explained partly by (varying) losses of N@inside different instruments and their
non-linear saturation effects of some water vapour absorpinlets due to SOA. A corresponding box-and-whisker plot,
tion lines which were not treated properly in the retrieval however, gave no conclusive results because of the small dy-
process and partly by insufficient temperature stabilisatiornamic range of the aerosol surface concentration and the lim-
of the LED on this day. ited SMPS data set.

FZJ-DOAS, UCC-IBBCEAS, and UAF-CRDS showed no 18 June: a similar result to that on 11 June was ob-
dependency on water vapour. The observed scatter of th&ined for the isoprene/ammonium sulphate seed aerosol ex-
FZJ-DOAS ratio in Fig.10 is attributable to instabilities of periment on 18 June. During the short time period of high
the Xe arc lamps causing “jumps” of the DOAS data relative NO3 mixing ratios, the aerosol surface concentration was
to the very precise NOAA-CRDS instrument. The offset in relatively low (only about twice the level of the ambient air
the UCC-IBBCEAS data resulted from the missing update ofday) and changed only marginally (0.3-8.20° nm? cm™3).
the zero air reference spectrum as discussed in $&fThe  Also the regression analysis did not show any evidence of
apparent increase of the relative difference of the ULEIC-a significant effect of aerosol.

BBCRDS instrument shown in Fid.0 is not due to a cross
interference by water vapour, but to inhomogeneities in the4.4.1  Ammonium sulphate aerosol experiment

sample flow (see SecB.2). We want to point out that the _ )
NO, and water vapour tests were done early in the campaign®n 15 June ammonium sulphate aerosol was added twice

so not all the instruments were yet performing optimally.  © the chamber. The data analysis is presented as a box-
and-whisker plot in Figl1l. NOs mixing ratios from FZJ-

4.4 Cross sensitivity to aerosol DOAS were offset relative to NOAA-CRDS by +28 pptv
and highly variable, so no trend in FZJ-NOAA difference
The comparison of pOs measurements during NO3Comp with aerosol surface area could be quantified. Also for UCC-
by Fuchs et al(2012 showed that the inlet transmission ef- IBBCEAS and ULEIC-BBCRDS (reduced performance due
ficiency for NbOs of some instruments can degrade in the to variable ingress of ambient air) no clear influence of the
presence of aerosol on which,@s is taken up. The same increasing aerosol concentration on the detection o NO
observations were described above forf\The aerosol ex- could be inferred. UHD-CEDOAS showed a slight tendency
periments during NO3Comp were divided into three groups:to an increasing N@deficit at the highest aerosol concen-
ambient aerosol on 11 June, inorganic (ammonium sulphatetyations, but a clear trend could not be identified. The most
(NH4)2SQOy) aerosol on 15 and 18 June, and secondary orpronounced N@ loss was found in the UAF-CRDS instru-
ganic aerosol (SOA) on 16, 20, and 21 June. The potentiament. This instrument used one single filter per day.sNO
cross sensitivity to aerosol particles was assessed by inve$esses increased with increasing aerosol load on the filter.
tigating the changes of the differences of N@ixing ra-  The loss of NQ@ is illustrated in the box-and-whisker plots
tios measured by the instruments relative to NOAA-CRDSin Fig. 11 and in the regression plot of Fig.(grey circles,
as a function of the aerosol surface concentration. We exslope 0.86)Fuchs et al(2012) reported similar observations
pected the NOAA-CRDS instrument to be the least affectedfor the measurements o5 in the presence of ammonium
by wall/inlet losses because of the frequent automatic changsulphate aerosol during NO3Comp. They showed th#&\
ing of the inlet filter (versus filter change only once per day mixing ratios recorded by UAF-CRDS were generally much
for other instruments), and because of the low operating pressmaller than those by NOAA-CRDS and concluded that an
sure and fast flow rate and therefore minimum residence timainaccounted-for N@loss in the inlet of the UAF-CRDS
of the air inside the instrument. For three experiments theinstrument might have been the reason. This hypothesis is
analysis did not lead to statistically significant results. consistent with the N@measurements.
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Fig. 12. Box-and-whisker plot of the relative difference of
Fig. 11. Box-and-whisker plot of the relative difference of NO3 measurements between various instruments and the refer-
NO3 measurements between various instruments and the referen&ce NOAA-CRDS as function of the surface of dry secondary or-
NOAA-CRDS as function of the surface of ammonium sulphate ganic aerosol (SOA) during theg“pinene oxidation” experiment
aerosol during the “inorganic aerosol” experiment on 15 June. Dotson 20 June. Dots are medians, boxes give the first and third quartile
are medians, boxes give the first and third quartile and whiskers deand whiskers denote the 10th and 90th percentiles.
note the 10th and 90th percentiles.

through the inlet and filters which are covered with reactive
4.4.2 Secondary organic aerosol experiments organic aerosolry et al.(2009 investigated the chemistry

and the SOA yield for this chamber experiment using a gas-
As shown in Sect3.3.3several instruments clearly detected phase kinetics/aerosol partitioning model. They found an un-
lower NO; mixing ratios than the NOAA-CRDS instrument explained high yield of 6 ppbv of HNgat the end of the dry
after secondary organic aerosol was formed in the reaction of-pinene experiment which they attributed to heterogeneous
B-pinene with NQ in dry air on 20 June (cf. Fig®8 and 6 reaction of NQ on organic aerosol surfaces, abstracting H
— blue circles). The box-and-whisker plots in Fi@ present  from an alkane. This type of reaction could also be respon-
the difference of N@mixing ratios relative to NOAA-CRDS  sible for the partial loss of N®in the inlet systems of the
as a function of the measured dry SOA surface concentrationinstruments. In this context we note thgtng et al.(2010
Note that in contrast to the experiment on 15 June the aerosdiave shown that filter losses of N@nd NvOs can be very
concentration was highest in the beginning of the experimentariable, with contamination by ambient-aerosol-containing
and decreased towards the end, so that the integrated “aerosmiganic compounds strongly favouring N ®ss.
exposure” increases from right to left in Fi. As discussed A corresponding box-and-whisker analysis could not be
in Sect.3.3.3the DOAS-based techniques FZJ-DOAS and performed for the experiment on 21 June which repeated
UHD-CEDOAS were mostly unaffected by aerosol. For the the measurements of the previous day at high relative hu-
remaining instruments (using no or just a single filter permidity. Shortly after the maximum aerosol surface concen-
day) a clear trend to lower NOmixing ratios relative to  tration was reached, a technical issue caused the SMPS to
NOAA was evident, which is consistent with the hypothesis stop measuring, leaving too few data per bin for a convinc-
that NG; is partially removed from sample air as it is drawn ing analysisFry et al.(2009 showed that both experiments
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did not significantly differ in terms of reaction mechanism the instruments under variable concentrations 0§N®Os,
and aerosol yields. However, due to the five-fold higher wall NO,, and water vapour, in the presence of inorganic aerosol
losses of N@ (and NoOs) at 60 % RH Fry et al, 2009 but injected into the chamber or during complex experiments in-
comparable N@ production rates for both experiments, the vestigating the oxidation of terpenes with jl@companied
NO3 (and NOs) mixing ratios were significantly lower on by formation of secondary organic aerosol, but also for mix-
21 June. Consequently the maximum of the aerosol surfaceng ratio conditions representative of ambient atmosphere.
concentration was reached about 45 min later than the dry Zero air measurements in the clean chamber were used to
experiment, and also the formation of Hy@as limited to  study the precision of the NfOdetection. The overall pre-
only 2.5 ppbv. However, the temporal profiles of the NO cision of the IBBCEAS and the CRDS instruments varied
mixing ratios on both days were very similar, showing in- within 0.5 and 2 pptv; that of the CEDOAS and the DOAS
creasing differences of N{between the instruments towards instrument was 5 pptv and 9 pptv, respectively. The instru-
the end of the measurements (S&c8.3and Fig.4). mental “zero” was also very well defined. The maximum de-
So far, it is not understood why the UCC-IBBCEAS viation was=0.2 pptv for the IBBCEAS and the CRDS in-
instrument, which detected NOin situ in the chamber, struments and-3 pptv and+2 pptv for the CEDOAS and the
showed behaviour on 20 June identical to that of the instru-DOAS instrument, respectively. The sensitivity of the cavity-
ments using inlet lines and aerosol filters. Contrary to UCC-assisted techniques was very high and permitted the detec-
IBBCEAS, both other in situ techniques, FZJ-DOAS and tion of NOg radicals with the precision stated above with
UHD-CEDOAS, were unaffected by aerosol as can be seem time resolution of 1s (NOAA-CRDS and UAF-CRDS), 5s
in the corresponding panels in Fi§.(blue circles). Their (UCC-CEAS), 10s (MPI-CRDS), 1 min (ULEIC-BBCRDS
NOj3 data scatter uniformly around the regression lines. ltand FZJ-DOAS), and 5 min (UHD-CEDOAS).
is unlikely that the observed effects resulted from a feature Overall, in situ instruments (FZJ-DOAS, UCC-IBBCEAS,
of the NOAA-CRDS reference instrument. Filters were ex- and UHD-CEDOAS) are in very good agreement with in-
changed frequently at short time intervals during the aerosoktruments sampling air from the chamber volume. TheggNO
experiments. The fact that the temporal profiles of thesNO data of all instruments are very well linearly correlated with
mixing ratios did not show any discontinuities between fil- the NOAA-CRDS instrument, which was selected as the
ter changes was convincingly verified. This is in contrast tocommon reference to compare the instruments. The me-
the MPI-CRDS instrument which changed the filter rarely dian of the coefficient of determination?, for all exper-
and therefore is more vulnerable to losses ofsN@®n ex- iment days (60 correlations) is?=0.981 (1./3. quartile:
ample of NQ losses on the surface of a filter is shown in 0.949/0.994; min/max: 0.540/0.999, cf. Taldle The linear
the temporal profile of the N§mixing ratios on 20 June regression analysis of the corresponding data set yielded very
(solid violet diamonds in Figd). At 13:30UTC, close to the small intercepts (median: 1.1 pptv; Q1/Q31.1/2.6 pptv;
maximum of the N@ mixing ratio, the aerosol filter of the min/max: —14.1/22.2 pptv) and the slopes of the regression
MPI-CRDS instrument was exchanged. After restarting thelines were close to unity (median: 1.01; Q1/Q3: 0.92/1.10;
measurements the difference in the N@ixing ratio rela-  min/max: 0.72/1.36). In any case the deviation of the in-
tive to NOAA-CRDS was considerably smaller than before dividual regression slopes from unity was within the com-

the filter change. bined accuracies of the instrument pairs compared. The va-
riety of NOg instruments, their exceptionally high precision
5 Summary and conclusions and accuracy, the large dynamic range of thesM@@asure-

ments, and the comprehensive set off\data acquired un-
Instruments developed for the detection of tropospherig NO der the well controlled homogeneous measurement condi-
radicals were compared during the “NO3Comp” campaign.tions in the atmosphere simulation chamber allowed the per-
Simultaneous measurements of N€éxdical mixing ratios  formance of a rigorous statistical data analysis which would
were conducted by seven instruments under well controllechot have been possible under less-controlled conditions as,
experimental conditions at the atmosphere simulation chame.g., encountered in field campaigns.
ber SAPHIR in dlich. All NO3 instruments assembled at  No hint of a cross interference of NQvas found for the
the chamber were based on absorption spectroscopy. Foumstruments. The effect of non-Lambert—Beer behaviour of
instruments made use of the principle of cavity ring-down water vapour absorption lines on the accuracy of thesNO
spectroscopy, two utilised cavity-enhanced absorption specdetection by broadband CEAS and DOAS was found to be
troscopy, and one applied “classical” differential optical ab- small and well accounted for in the data products supplied
sorption spectroscopy. The latter three instruments detectely the instrument operators.
NOs in situ in open-path configuration inside the chamber, The loss of NQ in the air sampling inlet systems of the
while the CRDS instruments extracted air from the well- instruments which sampled air from the chamber had to
mixed chamber volume. On twelve days in June 2007 chambe accurately measured. Correction factors under very dif-
ber studies were performed under a wide variety of chem{erent chemical conditions were experimentally determined
ical conditions. The experiments were designed to comparéy the participants during NO3Comp and applied for their
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