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Abstract

This manuscript summarizes the found insights of grain growth behavior,
of multidimensional decomposition for regular grids to efficiently parallelize
computing and how to simulate recrystallization by coupling the finite
element method with the phase-field method for texture analysis. The
frame of the thesis is created by the phase-field method, which is the tool
used in this work, to investigate microstructure phenomena.

In the first third of the thesis, the behavior of grain structures during
grain growth with random crystal lattice orientations is shown. Isotropic,
Read–Shockley and faceted grain boundary energies are compared for two-
dimensional simulations of regular n-sided grains with random orientations
for 4 ≤ n ≤ 8. The analysis shows two properties. In average, the
chosen anisotropy models follow the isotropic Neumann–Mullins relation
and the growth rate variance reduces with increasing neighbor count.
Noticeable fast growth or shrinkage is observed in 1% of the simulations
with the faceted grain boundary energy model. A study of the widely used
Read–Shockley grain boundary energy model with high resolution (over
268 billion configurations) is performed with a simplified vertex model
to obtain the growth rate distributions of regular n-sided grains with
3 ≤ n ≤ 8 for the first time.

The second part describes how large-scale simulations with finite differences
discretization on high performance computing facilities can be performed
efficiently. Dendrite growth, grain coarsening and the growth of ternary
eutectics are selected as representative cases of microstructure simulations.
Load balancing, domain movement and the influence of multidimensional
domain decomposition for parallel execution are analyzed. A timing-based
performance model and the performance measurements show a significant
faster parallel execution of the multidimensional domain decomposition
over one-dimensional domain decomposition due to a better volume to
surface ratio.
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At the end, the third part is a case study of simulating recrystallization
with the phase-field method as part of the virtual process chain hot rolling,
cold rolling and annealing in sheet metal production. EBSD data of DC04
sheet metal provided by Dr.-Ing. Simone Schreijäg and Dr. Reiner Mönig
of the Karlsruhe Institute of Technology is used to parameterize and
validate the three-dimensional recrystallization simulation. The starting
condition is the result of a rolling simulation with a crystal plasticity finite
element model provided by Pierre Bienger and Dr. Dirk Helm of the
Fraunhofer IWM in Freiburg, Germany. The growth and the selection of
nuclei is based on the estimated stored energy of subgrain-like grains. Two
large-scale 3D simulations are performed on the supercomputer HERMIT
in Stuttgart, Germany to obtain the dynamics of the recrystallization
process and the final orientation distributions.
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Zusammenfassung

Die Doktorarbeit fasst die gewonnenen Erkenntnisse über das Verhalten
von Körnern in einer Mikrostruktur zusammen. Besondere Aufmerksamkeit
wird auf die mehrdimensionale Zerlegung von regulären Gittern für eine effi-
ziente parallele Datenverarbeitung gelegt und eine Methode zur Simulation
von Rekristallisation mit dem Phasenfeldansatz wird vorgestellt.

Im ersten Drittel wird das Verhalten von Kornstrukturen während der
Kornvergröberung mit zufällig orientierten Kristallgittern beschrieben.
Isotrope, Read–Shockley und facettierte Oberflächenenergie werden für
zweidimensionale reguläre Körner mit n Seiten für 4 ≤ n ≤ 8 gegenüberge-
stellt. Zwei Eigenschaften zeigt die Analyse. Im Mittel folgen die gewählten
Modelle für anisotrope Oberflächenenergie der isotropen Neumann–Mullins
Relation und die Varianz der Wachstumsrate nimmt mit steigender Anzahl
an Nachbarn ab. Auffällig schnelles Kornwachstum wurde bei 1% der
Simulationen mit der facettierten Oberflächenenergie beobachtet. Das weit
verbreitete und gerne verwendet Read–Shockley Modell für Korngrenz-
energie wird mit einem vereinfachten Vertexmodell, hoher Auflösung (über
268 Milliarden Konfigurationen) und für reguläre Körner mit n-Seiten mit
3 ≤ n ≤ 8 untersucht, um die Verteilung der Wachstumsraten zum ersten
Mal darzustellen.

Das zweite Drittel beschreibt, wie große Simulationen mit der finiten Diffe-
renzen Methode auf Hochleistungsrechnern effizient durchgeführt werden
können. Dendritenwachstum, Kornvergröberung und das Wachstum von
ternären Eutektika dienen als repräsentative Beispiele für Mikrostruktur-
simulationen zur Analyse verschiedener Optimierungstechniken. Lastver-
teilung, ein sich bewegendes Simulationsgebiet und der Einfluss mehrdi-
mensionaler Gebietszerlegung wird analysiert. Das Performance-Modell
und die Messergebnisse zeigen eine schnellere parallele Verarbeitung bei
mehrdimensionaler Zerlegung gegenüber eindimensionaler Zerlegung.

iii



Den Abschluss bildet eine Fallstudie zur Simulation von Rekristallisation
mit der Phasenfeldmethode als Teil der Prozesskette Warmwalzen, Kaltwal-
zen und Glühen in der Blechproduktion. EBSD-Daten eines DC04 Bleches
wurden von Dr.-Ing. Simone Schreijäg und Dr. Reiner Mönig des Karlsru-
her Instituts für Technologie für die Parametrisierung und Validierung der
dreidimensionalen Reskristallisationssimulaiton genutzt. Die Startbedin-
gung ist das Ergebnis einer Kaltwalzsimulation mit der Finite Elemente
Methode auf Basis eines Kristallplastizitätsmodells von Pierre Bienger und
Dr. Dirk Helm vom Fraunhofer IWM in Freiburg. Für die Auswahl der
Keime und für das Wachstum der Keime wird die gespeicherte Energie
und die Subkornstruktur genutzt. Eine große dreidimensionale Simulation
wurde auf dem Supercomputer HERMIT in Stuttgart durchgeführt, um
die Dynamik der Mikrostruktur bei der Rekristallisation zu erhalten.

iv
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1. Introduction

A short historical introduction illustrates the long history of over 10 000
years of metal related materials science and the importance of materials
science for our civilization until today. Modern civilization is characterized
by the use of computers, which changed the way scientific questions are
answered and asked. This influence of computers on scientific work is
introduced and related to the topics of this thesis.

The knowledge about material properties, how to process materials and to
apply this knowledge to a wide variety of applications, is closely related
to the history of mankind. Wood, stone, fibers and ceramics are the
first materials humans have used because of their natural occurrence and
accessibility. Little is known about how the first metal smelts have been
invented to extract metal from ore. Ceramic manufacturing, which dates
back to about 28 000 BC [43] seems to be related to the discovery of smelts
and metal extraction because of burning clay vessels with fire.

The use of metals can be dated back to about 8 000 BC. Natural sources
of metals are rare and often in the form of meteorites. The first smelts
to extract copper from ore, like malachite and azurite, date back to 5 000
BC (copper age) in today’s Turkey. An understanding of the mechanical
properties like toughness, ductility and elasticity grew with the knowledge
of metal production and processing during the next 5 000 years from copper
over bronze to iron.

Iron was a by-product during copper production in the form of sponge iron
with less favorable mechanical properties even in the pure form compared
to bronze. The great Hettites empire (1400 to 1200 BC) span from central
Turkey over northern Syria to northern Iraq. They were the first who
refined iron production and carburized iron to increase the toughness. The
collapse of the Hettites empire in around 1160 BC marked the beginning
of the iron age at 1200 BC to about 600 BC. Iron replaced bronze as the
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favorable metal for tools and weapons due to better mechanical properties
and a higher resource security.

Until today, refinement of and investigations in production and processing
of materials like steel or aluminum has been crucial for the health and
wealth of modern civilizations. The following example shows the necessity
for a better understanding of material properties to improve living con-
ditions world wide. Figure 1.1 relates the world crude steel production1

to the world population2 from 1900 to 2012, respectively, 2015. Without
discussing the details, figure 1.1 shows that a bigger population has a
higher resource demand and population growth is not expected to stop
soon.
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Figure 1.1.: World crude steel production and world population from 1900 until
today shows the relation, that more humans need more steel and more resources,
respectively.

Health, wealth, knowledge gain (science) and the dissemination of knowl-
edge (education) are necessary to tackle difficulties of our civilization now

1World Steel Association Statistical Yearbooks from 1978 to 2013
2United Nations - Population Division, Department of Economic and Social Affairs
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and tomorrow. One small step towards a better world is to gain knowledge
about methods to simulate material properties efficiently.

The theory that all matter has to be constructed from small indivisible
parts is called atomism and dates back to the ancient Greeks around
600 BC. Philosophers questioned the structure of matter and they gave
a well thought out answer without the technical equipment of today. In
the 18th and 19th century scientists adopted the Greek word ἄτομος
(atomos), which means indivisible, to name the smallest parts they could
produce. Unfortunately, atoms and their components consist of even
smaller particles, which was discovered in the 20th century. During that
time scientists developed theories and experiments to explain and proof
the physical properties of matter, time and space.

Another development beside the rise of modern physics in the 20th century
changed the way scientific questions are answered and asked. Computer
simulations became the third pillar of science next to experiment and
theory [29, 18], because they make observations accessible, if experimental
observations are not possible because of extreme scales, health hazards
and technical or ethical reasons. This new tool also introduced new
scientific fields such as artificial intelligence, cryptography or fields like
computational materials science. The latter scientific field is the area
wherein this thesis is settled.

Computational materials science is computer centered materials science
and includes a wide range of topics like algorithms to e. g. generate,
analyze and characterize structures or methods and models to simulate
material behavior. The interdisciplinary character can make computational
materials science difficult. Simulations are a good example to explain
the inherent difficulty, because simulations combine the three disciplines
physics, maths and informatics. To overcome this obstacle, interdisciplinary
teams are formed to develop state-of-the-art models and implementations
to reproduce physics efficiently with computers.

As indicated by the brief historical review in this section, the field of study
are metals, in particular the simulation of grains and grain structures at
the mesoscopic scale with the phase-field method. A short introduction
into grain structures, the phase-field method, the Voronoi tessellation and
parallel computing is given to introduce and motivate the main concepts
and tools.
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1.1. Metallic grain structures

Metals consist of atoms, which are regularly structured in one of seven
crystal systems (32 crystal classes). A body-centered cubic crystal struc-
ture with red atoms is depicted in figure 1.2a as an example. Most of
the products built from metals do not consist of a single crystal as e. g.
turbine blades, because the production process is resource intense and
the thermomechanical requirements are not as high as for turbine blades.
A polycrystalline structure is mostly present in metal products, which
consists of groups of atoms with the same crystal lattice but with different
orientations. The group of atoms in the same crystal lattice is referred to
as a grain. A generated grain structure in two dimensions is depicted in
figure 1.2b where blue cubes indicate the crystal lattice orientation of each
grain.

(a) (b)

Figure 1.2.: a) Body-centered cubic crystal lattice with red atoms. b) A grain
structure (black lines) with differently orientated cubic crystal lattices indicated
by blue cubes.

The interface between two grains (grain boundary) consists of atoms,
which do not reside on one of the adjacent crystal lattices, such that this
region has special properties. A faster diffusion process than in the bulk
region or defect pile-up at grain boundaries during deformation are two
examples. The defect pile-up mechanism is used to increase the strength
of alloys as in oxide dispersion-strengthened alloys, which have a fine grain
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structure and hence a big grain boundary area. Because the atoms of grain
boundaries are in an energetically higher state, a grain structure is trying
to remove the grain boundary area or is trying to reach an equilibrium
state of the grain boundary energies. The energy of a grain boundary is
also called surface tension, which is dependent on the orientations of the
crystal lattices and the orientation of the grain boundary. A description
of the grain boundaries and their behavior for isotropic and anisotropic
grain boundary energies is presented in the chapters 3 and 4.

During the production of e. g. sheet metal, it is necessary to control
the orientation distribution of the crystal lattices beside the amount of
crystal lattice defects and the amount of grain boundary area to define the
mechanical properties. As one can imagine, the mechanical response on a
cubic crystal is dependent on the orientations of the lattice and the force,
such that a grain structure with crystal lattices oriented in a preferred
direction will behave anisotropically on mechanical load. A preferred
orientation distribution can occur during production as e. g. during cold
rolling of sheet metal. Certain crystal lattices are rotated more easily into
a specific direction than others during rolling, such that some orientations
have a higher probability. One mechanism to modify the anisotropy is by
recrystallization, where a new grain structure appears during annealing
of a plastically deformed metal piece. A description of recrystallization
and the preferred orientations after cold rolling and recrystallization is
presented in chapter 7.

The presence of preferred orientations can be visualized either by pole
figures or plots of the orientation distribution function in Euler space.
Both ways of visualization present a heat map-like figure with a hot region,
where the orientations accumulate. The Euler space representation of
the orientation distribution function is used in this thesis to describe
the influence of cold rolling and subsequent annealing on the orientation
distribution.

Another important mechanism to manipulate the properties of metal
products is by alloying and heat treatment. The iron carbon composition
is the most common example to illustrate the influence of a second element
and temperature on a metal structure. At low temperatures beneath
600◦C and 6% carbon, a body-centered cubic crystal structure is present.
At higher temperatures, the crystal lattice transforms to a face-centered
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cubic lattice or to cementite, which is an orthorhombic lattice of Fe3C. The
relation of heat and composition is presented in phase diagrams, which
exist for various alloys and elements. In this context, a phase represents a
defined crystallographic configuration or defined mixture of configurations.
In this thesis, single phase grain structures with constant temperature are
assumed to study grain growth and recrystallization at a large scale.

1.2. The phase-field method

In contrast to the finite element method or the finite difference method, the
phase-field method is not a numerical discretization method, it is rather a
method to model free boundaries and bulk properties. It is often used to
simulate microstructure dynamics under various conditions, as reviewed
by Chen in [12].

The phase-field method is characterized by a vector-valued order parameter
to describe a diffuse interface, as depicted in figure 1.3. A phase is one
component of the vector-valued order parameter and describes a physical
state. Its name is misleading because it must not be one phase of a phase
diagram. One phase represents for example one grain with a specific lattice
orientation, such that each grain of a grain structure is represented by
its own phase. Unfortunately, the simulation of a large grain structure
with over 200 000 grains is not possible without a dynamic phase vector,
as presented by Patnaik and Vedantam in [116], by Kim et al. in [52] or
by Nestler et al. in [81].

Originally, the phase-field method used only two phases, where the second
phase is computed by one minus the first phase due to the sum constraint
of the order parameter. Now, multiphase and multicomponent models
are available to describe complex systems, as presented e. g. by Nestler
and Garcke in [80]. In addition, one advantage of the phase-field method
is that an explicit tracking of the interface is not necessary as for vertex
models or most finite element-based models; the smooth coupling with
other models like fluid dynamics, magnetism or mechanical fields is also a
specific feature of the phase-field method.
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The phase-field method is formulated by a functional, which either describes
energy or entropy densities. The functional for this thesis is the energy
density functional without a contribution of a bulk energy density, such
that only interface energy densities are considered, because grain growth
and recrystallization are surface driven processes. Chapter 3 describes the
phase-field model in detail and chapter 7 explains an additional energy
density to simulate recrystallization.

The PACE3D (Parallel Algorithms for Crystal Evolution in 3D) framework
contains a collection of tools and model implementation is used as a
code base, which implements the phase-field model of Nestler and Garcke.
PACE3D contains tools for pre- and post-processing simulations as well as
many models to simulate complex systems. The core of PACE3D is the
multiphase and multicomponent model of Nestler and Garcke [80], which
is implemented modularly to preserve flexibility and the ease of use. All
features, model extensions and tools presented or used in this thesis are
implemented in the framework of PACE3D, which is mainly written in the
programming language C.

Liquid 

Grain 1 Grain 2 

 

Figure 1.3.: On the left side, there is a two-dimensional liquid melt with two
solid grains. The phase values along the dashed line are plotted in the diagram
on the right side for each phase separately.
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1.3. Voronoi tessellation

Because the Voronoi tessellation is used often in this work, a short introduc-
tion is given to present the concept and the main properties. The Voronoi
tessellation is a common and flexible tessellation method to generate grain
structure-like starting conditions. In order to simulate grain structures
with specific topological properties, it is useful to be able to generate
starting conditions, if no, less or inappropriate experimental measurements
or other restrictions are present.

The basic idea is to divide a domain into subdomains, called Voronoi cells,
by Voronoi points, which are often placed randomly. A Voronoi point
consists of the spatial coordinates, a number and sometimes a weight
to define the Voronoi cell. A Voronoi cell divides the spatial domain in
subdomains where each subdomain encloses the area of the domain which
is nearest to a Voronoi point. Figure 1.4 depicts a two-dimensional example
with 20 Voronoi points in blue and their Voronoi cells, whose boundaries
are black lines.

Figure 1.4.: A Voronoi tessellated, two-dimensional domain with blue Voronoi
points. A cluster at the bottom right corner generates one small Voronoi cell
with a sharp angle, which is not common in grain structures.
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The following short algorithmic description of the Voronoi tessellation,
based on a regular grid, explains the Voronoi tessellation from another
perspective.

1 generate random voronoi points;
2 for each lattice point do
3 get nearest voronoi point to current lattice point;
4 assign number of nearest voronoi point to lattice point;
5 end
Algorithm 1: Basic Voronoi algorithm on regular grids.

Some minor modifications of the basic algorithm enable the generation of
many very different structures [5]. With a specific placement of Voronoi
points, for example, all convex structures can be generated by placing the
Voronoi points at the vertices of the dual form of the convex structure.
This mechanism is used in the chapters 3 and 4 to create regular n-sided
grains.

The following examples show the flexibility of the Voronoi algorithm to
generate grain structures with specific properties. An iterative method
enables the generation of globular Voronoi cells by placing the random
Voronoi points after tessellation in their Voronoi cell barycenters, as
described in algorithm 2.

1 generate random voronoi points;
2 for n iterations do
3 for each lattice point do
4 get nearest voronoi point to current lattice point;
5 assign number of nearest voronoi point to lattice point;
6 end
7 compute barry center of each voronoi cell;
8 place each voronoi point at its voronoi cell barycenter;
9 end
Algorithm 2: Voronoi algorithm to generate globular Voronoi cells by placing
the Voronoi points in their Voronoi cell barycenter.

In order to generate a specific size distribution, as presented by Balzer and
Deussen in [8], the iterative algorithm needs to be extended by assigning
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each Voronoi point a weight. This weight is used to manipulate the distance
metric, such that large Voronoi cells have a high weight and small Voronoi
cells have a small weight. A large collection of metrics is available, such
that curved or faceted Voronoi cells can be generated.

The basic Voronoi tessellation is used in this work to generate regular
n-sided grains in two dimensions and to map three-dimensional finite
element data onto a regular grid.

1.4. Parallel computing

The fast pace of the semiconductor development since around 1960 still
keeps its momentum of almost doubling the amount of integrated circuits
per area about every two years [76]. Until around 2003, ordinary PCs and
workstations gained performance by an increasing clock frequency and the
technical development of the CPU architecture. Around 2003, the clock
frequencies stagnated because it is difficult to integrate e. g. liquid nitrogen
chillers on top of processors economically. Processors with two or four
CPUs at lower frequencies allowed to increase the computation performance
without cooling problems. Moore’s law (doubling the integrated circuits
per area almost every two years) is expected to be true for the next decade,
such that even more CPUs per computer can be expected.

This development is not only of great interest for scientific fields, which rely
on computation power or where computation power is always lacking. All
scientific applications have to be able to use several CPUs concurrently in
order to benefit from new generations of processors. Another good reason
to care about and to consider parallel computing is the opportunity to
switch to a supercomputer if the requirements increase. A supercomputer
is not only able to compute a large task fast, it is also able to provide the
necessary memory for memory intense applications.

In order to estimate the computational power of workstations in five or
ten years, it is helpful to understand the history. Figure 1.5 shows the
performance of the fastest and the slowest supercomputer of the TOP500
list3 from 1993 until today. The performance is measured in floating point

3The 500 fastest computers of the world since 1993: http://www.top500.org
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operations per second (flop/s) with metric prefixes. The fastest computers
drop out of the list after about eight years and it takes about ten or
eleven years to have the computation power of the slowest supercomputer
available at home. Currently, the slowest supercomputer has 22 212 CPUs
and 117.8 Tflop/s.

Figure 1.5.: The performance of the fastest and slowest supercomputer in the
top 500 list compared to the performance of a PC in 2012.

Parallelization of an application involves the decomposition of a computa-
tion task, such that each CPU is able to compute its task independently.
Dependencies are resolved by communication, which reduces the parallel
efficiency if not managed correctly. Communication is less a bottleneck for
parallel computations on a computer where a shared memory can be used
to communicate between CPUs. On supercomputers or high performance
clusters with high performance networks, it is necessary to minimize the
amount of data and the distance because network technology does not
keep pace with the processor development.

Many parallelization libraries and concepts are available. Almost ev-
ery modern programming language supports threading, which allows to
parallelize an application on a single computer (shared memory paralleliza-
tion). For simplicity, OpenMP was invented to hide thread management
for the programming languages C and C++. To utilize a supercomputer,
which consists of many connected high performance computers (distributed
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memory parallelization), it is common to send messages with one imple-
mentation of the message passing interface (MPI) standard [73]. The
minority of supercomputers consist mainly of general purpose graphics
processing units (GPGPU) to make use of the large and vectorized floating
point units. Those supercomputers are programmed either with OpenCL
or CUDA.

Parallelization in PACE3D is performed with MPI by decomposing a
regular grid into subdomains, which are computed independently. Chapter
5 and 6 describe and discuss the parallelization scheme in detail.



2. Research Questions

This work is not referring to solely one research question, rather to one
topic: Grain structure simulations with the phase-field method. The
research questions are related to modeling, efficient parallel execution
and to applying the phase-field method to simulate recrystallization. In
particular, the following questions are answered or worked on:

• How do the Read–Shockley and faceted grain boundary energy
models influence grain growth?

• What do the growth rate distributions with the Read–Shockley
grain boundary energy model for 3- to 8-sided regular grains in two
dimensions look like?

• How to perform efficient large-scale 3D phase-field simulations on
regular finite difference grids with a supercomputer?

• How to estimate the parallel runtime of a finite differences discretiza-
tion scheme with dimensional domain decomposition?

• How to model and simulate static primary recrystallization of a 3D
microstructure with the phase-field method as part of a numerical
process chain in sheet metal production?





3. Grain Growth Behavior

A computational study with over 1 000 two-dimensional (2D) phase-field
simulations is performed to show the isotropic character of the Read–
Shockley and faceted surface energy anisotropy models for random crystal
lattices. The two anisotropic surface energy models follow the analytical
Neumann–Mullins growth law for isotropic surface energies in average
with random crystal lattices. Another common property is the reduced
standard deviation of the growth rates for an increasing neighbor count.

The properties of grain boundary energy models must be well known to
model the behavior of grains and grain structures without surprising side
effects. Extreme cases of grain growth or shrinkage must be known to
e. g. avoid abnormally growing grains in cases where abnormal growth
cannot occur. A good example is the sintering of components for the metal
processing industry, to produce the cutting edges of machining tools with
tungsten and titanium carbid, which requires an isotropic and a faceted
grain boundary energy model for a proper simulation [83, 107, 131]. Figure
3.1 shows round isotropic and strongly faceted grains of a TiC-WC-Co
hard metal microstructure.

The simplest model for grain boundary energy is an isotropic formulation.
The energy for all grain boundaries is the same. Connected soap bubbles
and froth are examples with isotropic boundary energy. Analytical models
to determine the growth rate of a bubble surrounded by n-neighboring bub-
bles exist for two-dimensional (2D) and three-dimensional (3D) structures.
The Neumann–Mullins relation was formulated in 1952 [78] and explains
the relation between the number of triple junctions and the growth rate for
2D grains or structures with isotropic surface energy. Half a century later,
in 2007, a formulation for 3D structures was formulated by McPherson
and Srolovitz [69], which describes the relation between the growth rate,
triple line length and mean width. These analytical models are suitable
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to determine the growth rates of structures with isotropic or averaged
surface energy. Another part of structures has stronger anisotropic prop-
erties, like in crystal shape engineering [66]. Averaging results in strong
deviations from the isotropic solutions, such that the Neumann–Mullins or
McPherson–Srolovitz models cannot be applied to investigate anisotropy
effects.

Figure 3.1.: Sintered TiC-WC-Co microstructure with isotropic and faceted
grains. An abnormally grown faceted grain is located in the center. This picture
is a copy of figure 2 f) from [131] and is kindly provided by Suk-Joong L. Kang.

Anisotropic grain boundary energies have too many degrees of freedom, to
easily find a general analytical solution. As mentioned by Rohrer in [96],
the grain boundary can be described by five parameters, where three are
used to relate two crystal lattices to each other, and two parameters to
describe the boundary plane. Depending on the anisotropy model and due
to the huge parameter space in anisotropic materials, a broad variety of
effects is observed. Rohrer [96] reviewed the important role of anisotropy
models to design and to understand grain structure properties, despite the
high complexity of anisotropy modeling, which motivates the investigation
considered in this and the following chapter.

The semi-anisotropic Read–Shockley model [93] is experimentally validated
for tilt grain boundaries of cubic crystal lattices and angles smaller than
30◦. The model is based on dislocations accumulating in the boundary
until the complexity of the dislocations interactions is too high. As an
experimentally determined function with one parameter (misorientation),
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it is attractive for modelling purposes, as e. g. performed in [32]. The only
parameter is the crystal lattice misorientation angle between the grains
at the grain boundary. The grain boundary direction and the full crystal
lattice relation is not considered.

Another well-known grain behavior is faceted growth of crystals. George
Wulff showed in 1901 [129] how to determine the crystal shape for a
given surface free energy. The solution is called Wulff construction and it
determines the crystal shape geometrically with the polar plot of the energy.
The nice review of Conyers Herring [40] about the Wulff construction
explains the ability to model round sharp edges for crystals depending
on the application. Faceted growth models for the phase-field method
exist and are described in [114, 19, 115, 68]. These models are used
to investigate thin film growth of zeolites [125], dendrite growth [30] or
directional solidification [64].

Each of the three briefly introduced grain growth phenomena has its own
characteristic influence on the microstructure. The idea behind this study
is to obtain properties like maximum, average and minimum growth rates
by scanning a small part of the parameter space to characterize growth
behavior of the Read–Shockley and the faceted anisotropy models. Five
configurations of regular n-sided grains in 2D with 4 ≤ n ≤ 8 and 100
different lattice arrangements are used. Figure 3.2 shows the five topology
classes with the blue colored grains of interest. Detailed descriptions of the
isotropic, Read–Shockley and faceted grain growth are given in chapter
3.2.1, 3.2.2 and 3.2.3. The simulations and development of additional
tools is performed in the framework provided by the PACE3D (Parallel
Algorithms for Crystal Evolution in 3D) collection of tools.

Figure 3.2.: All starting conditions for the phase-field simulations from 4 to 8
neighbors.
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3.1. Phase-Field Modeling

The original model of Nestler, Garcke and Stinner [80] is created to
simulate multiphase and multicomponent systems. Grain coarsening is
surface driven, such that an evolution equation for the phase-field vector
φ is derived, describing each grain state in the simulation domain Ω from
an energy functional of the form:

F(φ) =
∫

Ω
εa(φ, ∇φ) +

1
ε

w(φ)dx. (3.1)

The functional consists of the surface energy density function a(φ, ∇φ)
and of the multi-obstacle potential w(φ). Each phase represents one grain
in the system of N grains. The surface energy density function describes
the interface energy by a summation of pairwise contributions of grains i
and j and reads as

a(φ, ∇φ) =
∑
i<j

γij [aij(qij)]2|qij |. (3.2)

In this expression, the generalized gradient vector is

qij = φi∇φj − φj∇φi. (3.3)

The grain boundary energy between the grains i and j (i �= j and 1 ≤ i, j ≤
N ) is γij and the grain boundary mobility between the two grains i and j is
denoted by τ−1

ij . A description of the anisotropy model properties using γij

and τij is given in the chapters 3.2.1, 3.2.2 and 3.2.3. For the isotropic and
semi-anisotropic (Read–Shockley) grain boundary energy model aij(qij) is
set to 1, as described in [80]. For strongly faceted anisotropy, ηk

ij are the
corner vectors of the crystal shape with nij corners and aij(qij) is

aij(qij) = max
1≤k≤nij

{
qij

|qij |η
k
ij

}
. (3.4)

The multi-obstacle potential has the form

w(φ) =
16
π2

∑
i<j

γijφiφj +
∑

i<j<δ

γijδφiφjφδ (3.5)



3.2. Grain boundary energy formulations 19

and contains a higher order term, to suppress the occurrence of artificial
grain contributions at two grain boundaries. The surface energy function
and the multi-obstacle potential are scaled with ε, which determines the
diffuse interface width. ε is selected in such a way, that 10 to 15 support
points are in the interface region. To derive the evolution equations for φi,
the variational derivatives are derived in the form

τε
∂φi

∂t
= − δF

δφi
− λ, (3.6)

τε
∂φi

∂t
= ε[∇ · a,∇φi(φ, ∇φ) − a,φi(φ, ∇φ)] − 1

ε
w,φi(φ) − λ. (3.7)

Further, the notation a,φi
, a,∇φi

and w,φi
for the derivatives of the energy

contributions, with respect to φi and ∇φi, is used. For all locally occurring
grains l ≤ N , the constraint

∑N
i=1 φi = 1 is guaranteed by the Lagrange

multiplier λ:

λ =
1
l

l∑
i=1

[
ε[∇ · a,∇φi

(φ, ∇φ) − a,φi
(φ, ∇φ)] − 1

ε
w,φi

(φ)
]

(3.8)

In equation (3.7), τ is the averaged value for all local mobilities τij and is
defined by:

τ =
∑

i<j φiφjτij∑
i<j φiφj

(3.9)

The averaging is important to determine the mobility of triple junctions
in 2D or triple lines and quadruple junctions in 3D.

3.2. Grain boundary energy formulations

A notation for 2D grains is introduced to explain the relations between
grain boundary energy, triple junctions and grain volume for the following
sections. The grains Φ1, Φ2 and Φ3 have common grain boundaries, GB12,
GB13 and GB23, which meet at the triple junction TJ123. Figure 3.3 shows
a regular 6-sided grain Φ6 with 6 adjacent triple junctions.
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Φ1

Φ3

Φ2

GB12 

GB23 

GB13 

Φ6TJ123 

Figure 3.3.: The orange circle is a triple junction with adjacent grain boundaries
cut out of the 6-sided grain.

It must be noted, that equation (3.4) is set to 1 for the isotropic and
the semi-anisotropic (Read–Shockley) grain boundary energy model. The
faceted anisotropy uses a γij of 1 for all grain boundaries.

3.2.1. Isotropic grain boundary energy

A system is called isotropic if all grain boundaries have the same grain
boundary energy. The Herring equation [39] is a general description of
the equilibrium state of the grain boundary where the sum of all forces
tangential and normal to the grain boundary has to be zero, as outlined in
figure 3.4. If all grain boundary energies are equal and normal forces are
not considered, the simplified Herring equations, also known as Young’s
equations, can be used to determine the equilibrium angles between the
grain boundaries at a triple junction. In 2D the equilibrium angle between
the grain boundaries at a triple junction is 120◦. In 3D the equilibrium
angle between triple lines at a quadruple point is 109.5◦.

If the grain boundaries at a triple junction do not have 120◦, the triple
junctions move to reach equilibrium. A grain in 2D with six neighbors, as
shown in figure 3.3, is in equilibrium, because all angles are 120◦. If a grain
has less than six neighbors, the angle between GB12 and GB13 (see figure
3.3) is less than 120◦. Without considering normal forces, the tangential
forces pull the triple junction towards the grain center. For more than
six neighbors the grain will grow, because the tangential forces pull the
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triple junction away from the grain center. This relation is described by
the Neumann–Mullins equation [78].

In the phase-field framework, the grain boundary energy γij and the grain
boundary mobility τ−1

ij are set to constant values for all phase combinations
(grain boundaries) to simulate isotropic grain growth.

GB12 

GB23 

GB13 

d1,3

d1,2n2,3
n1,2

n1,3

d2,3

Figure 3.4.: All force vectors of the Herring equation tangential di,j (blue) and
normal ni,j (orange) to the dashed grain boundaries (grey).
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3.2.2. Read–Shockley grain boundary energy

One step away from a purely isotropic system is to define a specific energy
for each grain boundary. The next question is, which grain boundary
energies are present? Read and Shockley derived a dislocation-based
model for [100] tilt angle grain boundaries smaller than 30◦ and materials
with cubic crystal lattice. This restricted Read–Shockley model is applied
for simulation purposes by expanding it to all kinds of grain boundaries like
[110] tilt or twist grain boundaries, which is a significant simplification. One
further assumption is, that above a high angle grain boundary threshold
Θmax, the energy remains constant. The misorientation angle Θij between
two crystal lattices is used as the input parameter to compute the energy
between two grains, such that a common4 form of the Read–Shockleys
grain boundary energy is

γij(Θij) =

{
Θij

Θmax
· (1 − ln( Θij

Θmax
)) if Θij < Θmax

1 otherwise
(3.10)

Grain boundary mobility is used in the same manner. High angle grain
boundaries above 15◦ have a higher mobility. In contrast to the grain
boundary energy, the mobility is modeled with a sigmoidal function like
in [44]. Equation (3.11) is the reciprocal mobility.

τij(Θij) =
1

1 + 0.9
1+exp(−2(Θij−Θmax))

(3.11)

A cubic crystal lattice and rotations in the 2D plane are used, such that
the biggest misorientation angle is 45◦. Due to a missing third dimension
only [100] tilt angle grain boundaries are present as modeled by Read
and Shockley. Figure 3.5 is a plot of the grain boundary energy and the
mobility over the full misorientation range from 0◦ to 45◦ with Θmax = 15◦.
One distinct feature of the Read–Shockley model with Θmax of 15◦ is the
large isotropic part with 60%.

The Read–Shockley model is a semi-anisotropic model because the grain
boundary orientation qij is not considered.

4The work of Humphreys [44] is cited by about 267 papers according to the Scopus
database and the work of Read and Shockley [93] is cited by about 717 papers
according to APS physics.
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Figure 3.5.: Grain boundary energy and mobility of the Read–Shockley model
over the misorientation angle. About 60% of the Read–Shockley model is
isotropic for Θmax = 15◦.

3.2.3. Faceted anisotropy

The last anisotropy model is based on the surface free energy (Gibbs free
energy). To identify the surface free energy experimentally requires complex
measurement machines. The resulting data contains some uncertainties. A
good complement are computer simulations with first principle methods (ab
initio methods) and the density functional theory [85, 117]. If the surface
free energy is known, then the Wulff construction shown on the polar plot
will show the equilibrium shape of the crystal. Finally, this equilibrium
shape can be used as a input parameter for phase-field simulations.

A strong cubic anisotropy is assumed, such that in 2D a square represents
the equilibrium shape. The crystal lattice of each grain is represented by
a rotation angle, which defines the orientation of the square. At the grain
boundary two crystal shapes are considered by intersecting the squares of
the adjacent grains with each other and constructing the inner envelope.
The corners of the inner envelope are used in equation (3.4) to simulate
strong faceted growth. In contrast to [106], the two squares are always
centered and no volume constraint is applied. Figure 3.6 describes the
construction of [94].
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Φ6

Φ1

Φ2
GB12 

q12 . 

Figure 3.6.: Construction of the intersected cubic anisotropy at the grain
boundary. The blue squares represent the cubic crystal shape and lattice
orientation. The orange square is the inner envelope of two intersecting squares
at the grain boundary. The green arrow is the generalized gradient vector q12.

The gradient vector q12 is perpendicular to the grain boundary and deter-
mines the grain boundary energy with the inner envelope, according to
equation (3.4). The grain boundary energy is not only determined by the
crystal lattice orientations but also by the grain boundary orientation. To
provide a sharper distinction from the Read–Shockley model, figure 3.7
shows the energy of two zero degree rotated and two 45 degree rotated
squares over the grain boundary orientation (qij).
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qij 

Figure 3.7.: Grain boundary energy for two nearly equal crystal lattice orien-
tations about 0◦ in blue and the energy of two crystal lattices rotated by 45◦

in red. The dashed line indicates in green a volume constraint as in [106] or in
violet a radius constraint of the 45◦ rotated lattices. The blue square and the
red octagon are the inner envelopes for 0◦ and 45◦ rotated lattices.
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Parameter Value
Domain size 400×400
Boundary condition Dirichlet condition after Voronoi filling
Time steps 200 000
Time step width 0.064
Interface width ε 10
Higher order parameter γijδ 10
Δx 1

Table 3.1.: Simulation parameters of all presented phase-field simulations.

3.3. Simulation settings

Two different simulation setups are selected to analyze the behavior of
grain boundaries. The first setup consists of three grains with one triple
junction in the center to observe the movement of the triple junction,
according to Young’s equations, with the Read–Shockley model. The
second setup is used to compare the growth rates of the Read–Shockley
model with the growth rates of the faceted grain boundary energy model
for n-sided grains with 4 ≤ n ≤ 8.

The simulation settings are chosen to meet the phase-field conditions and
to minimize the influence of the domain boundaries. Test simulations
with a 400×400 cells and a 800×800 cells domain are computed. The
smaller 400×400 domain is chosen because the influence of the domain
boundary is negligible and the computational effort is smaller. All phase-
field simulations are conducted with the same set of parameters, except
the crystal lattice orientation and the anisotropy model. The total number
of time steps is 200 000 and the simulation state is stored every 100 000th
time step, such that 2 snapshots in total are stored. After the first 100
time steps, the simulation state is saved to compute the growth rates with
a relaxed phase-field interface. Table 3.1 contains the list of the used
phase-field parameters.

Both setups are based on the Voronoi algorithm to create regular grain
structures. The first setup is called triple junction setup to analyze the
movement of a triple junction for the semi anisotropic Read–Shockley
model. Three Voronoi points are placed regularly on a circle around the
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domain center. The second setup is called n-neighbor setup, where n
points are placed regularly around one central Voronoi point. The radius
of the circle for both setups is 150 cells. The Voronoi construction for
the triple junction setup is depicted in figure 3.8a and the setup for the
n-neighbor setup with n = 5 is depicted in figure 3.8b. The scaling factor
a is used to create grains with a defined surface area for chapter 4. Growth
rate distributions.

a ⋅e1

(a)

a ⋅e1

(b)

(c)

Figure 3.8.: Regular grain structures are constructed by placing Voronoi points
regularly on a circle. (a) Three points are used to construct a triple junction in
the center. (b) Five Voronoi points are placed around a central Voronoi point to
construct a regular grain with 5 neighbors. (c) Randomly rotated crystal lattices
are assigned to each grain.
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To investigate the grain growth behavior three different simulation series,
triple junction movement, isotropic grain growth and anisotropic
grain growth, are considered. The first series uses the triple junction
setup and the Read–Shockley model. The second series is based on the
n-neighbor setup with isotropic grain boundary energies also based on
the Read–Shockley model. The last series is based on the n-neighbor
setup with anisotropic Read–Shockley and faceted grain boundary ener-
gies. Using the Read–Shockley model for isotropic simulations sounds
ambiguous. The answer to the question, which energies should be used for
isotropic simulations, solves the ambiguity. All grain boundary energies of
a simulation are set equally based on the Read–Shockley model with e. g.
7◦ or 14◦.

Triple junction movement
A single triple junction, as depicted in figure 3.8a, is ideal to investigate
the influence of different grain boundary energies on a triple junction.
For simplicity and to keep the parameter space small, only low (L) and
high (H) angle grain boundaries are considered. All eight combinations of
high and low angle grain boundaries (LLL, LLH, LHL, HLL, LHH, HLH,
HHL, HHH) are simulated with the triple junction setup. High angle grain
boundaries correspond to the Read–Shockley model at an angle of 22◦.
For the low angle grain boundary, the range from 1◦ to 22◦ is scanned in
1◦ steps.

Isotropic grain growth
The n-neighbor setup is used for two different simulation series. The
isotropic series is simulated with isotropic grain boundaries using the same
approach as for the low angle grain boundaries. The isotropic energies are
based on the Read–Shockley model and are scanned from 1◦ to 22◦ in 1◦

steps.

Anisotropic grain growth
For the anisotropic series, 100 random sets of crystal orientations are drawn.
A set consists of nine orientations because the highest number of grains in
the n-neighbor setup is nine. Each regular n-sided grain setting is simulated
with the Read–Shockley and the faceted grain boundary energy models with
100 sets of orientations, such that this series consists of 5× 100× 2 = 1 000
simulations. In contrast to the first two series, each grain has a crystal
lattice orientation which determines the grain boundary misorientation to
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reproduce realistic grain boundary misorientation topologies. Figure 3.8c
shows the random crystal orientations for one set of orientations with a
regular five-sided grain.

3.4. Triple junction movement results

To be able to read and interpret the triple junction simulations, it is
helpful to bear Young’s equations in mind. Young’s equation considers
forces tangential to the grain boundaries on the triple junction. High
angle grain boundaries are the strongest forces and the force of low angle
grain boundaries varies from almost zero to high angle grain boundaries,
according to the Read–Shockley model. Figure 3.9 depicts the position
of the triple junction after 100 000 time steps for all triple junction sim-
ulations. According to figure 3.9, L and H are at the positions [I,II,III].
Each combination of low and high angle grain boundaries e. g. all LLH
simulations are marked with the same symbols.

The triple junction for simulations with one high and two low angle
grain boundaries follow the grain boundary because two low angle grain
boundaries cannot hold the strong high angle grain boundary back. The
triple junction for simulations with one low and two high angle grain
boundaries move slower in the opposite direction of the low angle grain
boundary because two H grain boundaries have to pull the triple junction.
This is caused by the geometrical relation of the grain boundaries. LLL
and HHH combinations are not plotted because no movement is observed.
The most outer position of triple junctions are reached by low angle grain
boundaries with 1◦ because the resulting force vector length is nearly zero
and high angle grain boundaries can pull without a retention force. A
bigger retention force keeps the triple junction closer to the center.

3.5. Isotropic grain growth results

Three simulation snapshots are stored for each simulation of the isotropic
n-sided grain series to compute the growth rates. The first snapshot is
taken after time step 100, the second after time step 100 000 and the
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last after time step 200 000. The last snapshot is not usable, because the
central 4-sided grain shrinks too fast and vanishes during snapshot two
and three, such that the growth rates are computed between time step 100
and 100 000.
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Figure 3.9.: Simulation domain with triple junction positions for combinations
of H and L grain boundaries at time step 100 000. The black lines show the
initial state. The order of L and H corresponds to the grain boundaries [I,II,III].
The movement of the triple junction corresponds to Young’s equations (forces
tangential to the grain boundary).

The isotropic growth rates of the simulations are compared with the
analytical Neumann–Mullins relation

dA

dt
= −2πMγ(1 − 1

6
n), (3.12)

where the area change dA
dt is determined by the grain boundary energy

γ, the mobility M and the number of neighbors n. The measured and
analytical growth rates for each regular n-sided grain setting is plotted
over the misorientation angle in figure 3.10. The simulations follow the
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analytical solution with a deviation. This deviation is related to the
not properly established phase-field interface at time step 100. Another
snapshot timing related problem are higher deviations for angles smaller
than 6◦. The cusp for the 8-sided grain at 4◦ cannot be explained by
means of snapshot timings or parameter settings. Because this irregularity
is observed only in one simulation, I assume a software or hardware issue.
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Figure 3.10.: The isotropic simulations follow the Neumann–Mullins relation
with a small offset. For misorientation angles smaller than 5◦, the simula-
tions deviate from the Neumann–Mullins relation, which may be caused by a
measurement snapshot taken too early.
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3.6. Anisotropic grain growth results

The Read–Shockley as well as the facetted anisotropy model follow the
isotropic Neumann–Mullins relation in average. The maximum, average
and minimum growth rates are depicted in figure 3.11 for the Read–
Shockley model and for the faceted anisotropy model. The average growth
rates form a line with positive slope and a zero growth rate at n = 6. The
isotropic system with only high angle grain boundaries has the steepest
slope followed by the Read–Shockley model and the faceted anisotropy
model with the flattest slope. The maximum and minimum lines of the
Read–Shockley model are parallel to the average values and shifted. The
minimum line of the Read–Shockley model is flatter for 4 ≤ n ≤ 6 than for
n > 6. The fastest shrinking 4-sided grain and the fastest growing 8-sided
grain have nearly the same growth rates as the isotropic simulations.
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Figure 3.11.: Minimum, average and maximum growth rates of the (a) Read–
Shockley and (b) faceted anisotropy model simulations for each 100 n-sided
grain simulations.

In contrast to the Read–Shockley model, the maximum and minimum
values of the faceted anisotropy model do not form straight lines. A
significant step for the minimum growth rate from n = 5 to n = 6 is
produced by outliers, which show a significant shrinkage. Outliers in the
opposite direction lead to the bump at 4 ≤ n ≤ 6. No maximum and
minimum outliers are present for n > 6. A separate description of the
outliers follows in the next section.
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Isotropic Read–Shockley Faceted
n ∅ max ∅ min σ max ∅ min σ
4 -3,43 0,49 -2,22 -3,54 1,14 -0,11 -0,74 -3,25 0,42
5 -1,63 1,44 -1,06 -3,20 1,12 0,90 -0,33 -3,20 0,36
6 0,01 1,87 -0,04 -2,76 1,04 1,28 0,04 -0,61 0,19
7 1,56 2,72 1,13 -1,38 0,83 0,72 0,36 -0,50 0,13
8 3,30 3,37 2,16 -0,29 0,82 1,09 0,66 0,18 0,12

Table 3.2.: Maximum (max), average (∅), minimum (min) and standard de-
viation (σ) of the growth rates for the Read–Shockley and faceted anisotropy
simulations for each n-sided grain setup.

Statistical data in table 3.2 show the absolute values of figure 3.11 with
the standard deviation σ for each n-sided grain configuration. The average
growth rates and the standard deviation of the faceted anisotropy are
significantly smaller than for the Read–Shockley model. A negative average
growth rate for setups with n < 6, almost no growth for n = 6 and a
positive average growth rate for setups with n > 6 is present for all
surface energy models. Another common property is the reduction of the
standard deviation with increasing neighbor count for both anisotropy
models. Outliers with the faceted anisotropy are indicated by the large
deviation between the average values and the standard deviations. This
deviation is significantly smaller for the Read–Shockley simulations.

3.7. Fast growth with faceted anisotropy

Some growth rates of the simulations with faceted anisotropy deviate
strongly from the average value and are not in close relation to the standard
deviation. A growth rate is defined as an outlier, if the growth rate is
outside the range of ±4σ around the average growth rate. Five simulations
(1%) out of 500 are identified as outliers with this definition. Two with a
high positive growth rate and three with a high negative growth rate.

The high growth rate of the 6-sided grain is a good example to show
the grain evolution. The starting conditions and the grain numbers are
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depicted in figure 3.12a. Figure 3.12b shows that grain Φ0 has grown into
grain Φ2 and Φ3 after 200 000 time steps, while the grains Φ5 and Φ6
are almost unaffected. Only the central grain Φ0 and the grains Φ1, Φ2
and Φ3 seem to be necessary for the fast growth of the grain boundary
GB02. To increase the growth rate a separate simulation is conducted,
where the symmetry of the 6-sided grain is used to increase the growth
rate. The orientations of the grains Φ1, Φ2 and Φ3 are copied to the grains
Φ4, Φ5 and Φ6, as depicted in figure 3.12c. A domain with 800 × 800
cells and with 2 million time steps is used. The evolution in figure 3.12c
shows a faster growth at the beginning. The same behavior is observed
for shrinking grains. One side is growing very fast into the central grain
and the symmetry can be used to increase the negative growth rate, as
depicted in figure 3.13.

According to the performed simulation series, the probability of one outlier
with one fast moving grain boundary is assumed to be 1%. The probability
of a fast growing or fast shrinking grain, as with the modified 6-sided
grain setup, is estimated to be 1

n·10 000 . The probability of one fast moving
grain boundary is 1

100 and the probability of another fast moving grain
boundary at the opposite position with a e. g. 6-sided grain is 1

100 · 1
6 , such

that the resulting probability is 1
60 000 .
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Figure 3.12.: A modification of the fastest growing 6-sided grain setup increases
the growth speed further. (a) The 6-sided grain setup with crystal lattices from
Φ0 to Φ1. (b) Grain zero grows into grain two, while the grains five and six are
unaffected. (c) The growth rate can be increased by using the crystal lattices
Φ1, Φ2 and Φ3 and the 6-sided symmetry of the grain.
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Figure 3.13.: A modification of the fastest shrinking 6-sided grain setup increases
shrinkage speed further. (a) The 6-sided grain setup with crystal lattices from
Φ0 to Φ1. (b) Grain five grows into grain zero. (c) The shrinkage rate can be
increased by using the crystal lattices Φ4, Φ5 and Φ6 and the 6-sided symmetry
of the grain.
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3.8. Summary

The triple junction movement series with the semi-anisotropic Read–
Shockley model shows a sufficient fulfillment of Young’s law by the chosen
simulation settings. A complete validation would either require a math-
ematical proof of the phase-field model or a representative scan of the
parameter space.

The isotropic grain growth series does not reveal a new scientific insight
but the results confirm the model validity for isotropic microstructures
and they serve as a reference for comparisons.

A careful interpretation of the results is:

The average growth rate of regular n-sided grains with 4 ≤ n ≤
8 and random crystal lattice distribution behaves isotropically
for the Read–Shockley and the strongly faceted grain boundary
anisotropy model.

This conclusion has to be taken with care because a representative behavior
of the random setting is assumed. In fact, 1 000 simulations are a very small
sample of the parameter space and far away from a statistical representative
set of simulation settings. If each crystal lattice of a e. g. 6-sided grain is
scanned in 1◦ steps, the total amount of simulation settings is 906, such
that follow up questions are:

• Is the conclusion true for a statistical representative set of simulation
settings?

• Is the simulation of a statistical representative set possible with the
current computation facilities?

• What do the growth rate distributions look like?

• What are the settings for the fastest growth/shrinkage?

By means of analysis and simulations, Kazaryan, Patton, Dregia and
Wang describe in [49], that the average growth rates of a grain structure
with Read–Shockley grain boundary energy will behave isotropically with
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random lattice orientations. The same isotropic behavior with the Read–
Shockley model is supported in the study of Elsey, Esedoḡlu and Smereka
in [22].

Surprisingly, no systematic study of growth rates for faceted grain growth
is found. An analysis of faceted anisotropy may not be easy to achieve
but straightforward simulation studies are able to point the direction
towards interesting findings. The observed growth rate outliers with
faceted anisotropy are an interesting finding, which will require a thorough
study to exclude model or numerical side effects.

Another result of anisotropic simulation series is, that the Read–Shockley
and the faceted grain boundary energy model reduce the growth rate
standard deviation with increasing neighbor count. One explanation is,
the more neighbors a grain has, the smaller the influence of a single
neighbor on the growth rate.

The next chapter tackles the open questions and presents a straightforward
way of investigating the effect of anisotropy on grain structures.
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The Neumann–Mullins relation holds for randomly oriented 2D grains
with Read–Shockley-like surface energy on average. However, how are the
growth rates distributed for a given topological class of n-sided regular
grains, and does abnormal grain growth occur?

Abnormal grain growth is one of the phenomena which hides its physical
sources in a huge parameter space. It is well understood, that abnormal
grain growth occurs, if one grain has a growth advantage due to its grain
boundary energy or mobility property, compared to the residual grains in
the polycrystalline microstructure [99, 98, 44, 45]. In a review [97] about
grain growth and recrystallization, Rollett, Brahme and Roberts imply a
weak relation between grain boundary energy anisotropy and abnormal
grain growth. In contrast, studies of perovskite materials [10, 15, 59] show
that faceted growth of grains is necessary for abnormal grain growth.

A large computational study illustrates, that abnormal grain growth
is strongly related to anisotropic grain boundary properties, and that
computation power of supercomputers and powerful simulation tools can
be employed to expand the various properties and correlations depending
on the crystal orientation. To our knowledge, no previous attempt to
obtain growth rate distributions and to relate abnormal grain growth
to anisotropy has been invested to scan the parameter space with high
resolution.

In this study, the well-known Read–Shockley model [93] is used to investi-
gate the growth rates of regular 2D n-sided grains. The Read–Shockley
model takes the misorientation angle of the crystal lattices as a parameter
for the grain boundary energy, such that the parameter space consists
of the crystal lattice orientations for each neighbor of the n-sided grain
within 3 ≤ n ≤ 8. Each lattice has a cubic symmetry, such that each
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lattice is rotated in the range from −45◦ to 45◦ with small step widths in
the 2D plane to compute the growth rate for each configuration.

Unfortunately, precise 2D grain structure simulations with the phase-field
method are computationally expensive, compared to the 2D vertex model,
as e. g. proposed by Kawasaki, Nagain and Nakashima in [48]. According
to Kawasaki et al., the vertex model does not capture curvature like
the vertex model of Weygand, Bréchet and Lépinoux in [126], but it is
computationally inexpensive. The computational costs play a major role
in the derivation of statistically meaningful statements and in computing
as many growth rates as possible. A simplified vertex model according to
Kawasaki et al. is used, which provides the computational efficiency to
obtain growth rates for billions of configurations. To validate the triple
junction tracking model, the results of 700 phase-field simulations are
compared with results of the triple junction tracking model for the same
configurations. A sufficiently linear correlation is obtained, which supports
the computed growth rate distributions.

4.1. Method

The following approach is the attempt to obtain the growth rates of all
lattice configurations for an n-sided grain in 2D with Read–Shockley grain
boundary energy. Therefore, each cubic lattice of the n-neighbors is rotated
with small step widths in 2D to get as many configurations as possible, and
to compute the growth rate for each configuration. Because of the detailed
scan of the large parameter space, it is necessary to use a computationally
inexpensive vertex model, according to Kawasaki et al.[48]. The simplified
vertex model, which is called by the more meaningful name ’triple junction
tracking model’, is validated with results of phase-field simulations. This
section describes both models, the parameters and setups.

4.1.1. Vertex model - Triple junction tracking model

The change in the occupied area of a 2D grain embedded in a grain
structure, is related to the movement of its triple junctions. To predict
growth or shrinkage in a computationally inexpensive way, the vertex model
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is based on the Herring equation [39], where forces act on triple junctions.
Only forces on triple junctions, tangential to their grain boundaries (grain
boundary forces) are considered. The forces are constructed by the surface
energies and mobilities of the grain boundaries. To compute the new shape
and area of a grain, each triple junction is moved by its resulting force vector.
Curvature of grain boundaries is neglected to reduce the computational
effort. After computing the area difference of a configuration, the results
are stored. A new cycle begins and the same procedure is started with a
new lattice configuration.

To algorithmically construct the ideal shape of an n-sided grain Φn
c as a

regular polygon, triple junctions are placed on the unit circle around the
center point C with the unit vector e2 = (0, 1) by rotating the unit vector
by an angle of 360◦

n . For simplicity, a clockwise numbering index i, which
is in the set of integers modulo n (i ∈ Z/nZ), is introduced for the triple
junctions Ti and grains Φi. An exemplary construction for n = 5 is shown
in figure 4.14.

T0

T1

T2T3

T4

C 5
c

0

1

2

3

4

32d

34d

cd 3

e2

Figure 4.1.: Sample construction of a five-sided grain Φ5
c around the center C

by rotating the unit vector e2 around the center. Grains surrounding the central
grain are numbered clockwise starting with 0. The grain boundary direction
vectors d32, d34 and d3c of the triple junction T3 are shown by arrows.

4IOP Publishing is holding the copyright of the figures in this chapter. The figures
are reproduced by permission of IOP Publishing. All rights reserved.
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Each triple junction Ti has three grain boundary direction vectors, tangen-
tial to their grain boundaries with length 1. The direction vector di,i−1 is
pointing to the previous triple junction Ti−1, the direction vector di,i+1
is pointing to the next triple junction Ti+1, and the third vector di,c is
pointing to a virtual triple junction outside grain Φn

c .

In this study, both isotropic grain boundary energy as well as the Read–
Shockley grain boundary energy are analyzed. In the isotropic case, the
grain boundary surface tension between the grains Φi and Φj (j ∈ Z/nZ)
is set to γij = 1 and the grain boundary mobility is set to τij = 0.53. For
the Read–Shockley model, each grain Φ is assigned one orientation angle
Θ. The misorientation Θij between grains Φi and Φj with cubic symmetry
to compute the surface tension and mobility is formulated according to

The Read–Shockley model is valid for small misorientation angles with
Θmax, commonly between 0◦ and 45◦ to adapt to experiments. Θmax is set
to 15◦ to model high mobility above 15◦ for high angle grain boundaries.
The ratio γij

τij
is the scaling factor for the direction vectors to define the

force vectors acting at the triple junctions, as shown in the equations (4.1)
to (4.3).

fi,i−1=di,i−1·γc,i−1
τc,i−1

(4.1)

fi,c =di,c ·γi,i−1
τi,i−1

(4.2)

fi,i+1=di,i+1·γc,i

τc,i
(4.3)

Fi = fi,i−1 + fi,c + fi,i+1 (4.4)

All force vectors fi,j at one triple junction Ti form the resulting force
vector Fi, as illustrated in figure 4.2a. With the position of the triple
junctions and the force vectors, the new shape and area A′ of the grain
Φn

c is determined by moving all triple junctions with their resulting force
vectors, as shown in figure 4.2b.
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Figure 4.2.: (a) Construction of the resulting force vector Fi at the triple
junction Ti composed of grains Φc, Φi and Φi+1. (b) New grain shape and area
A′ by moving each triple junction Ti with its resulting force vector Fi.

An overlap of two force vectors on one grain boundary is avoided to prevent
the formation of self-intersecting grain shapes. Because the maximum
length of the force vectors is ≤ 1.9, the initial area A is increased by scaling
the unit vector e2, such that each grain boundary is ≥ 4 length units. The
approach allows the use of the shoelace formula, to calculate A and A′,
to obtain the growth rate dA = A′ − A. Based on the model formulation,
a one-step forward prediction with a single snapshot is performed where
time scaling is not incorporated. Time scaling is required to introduce a
scaling factor of the growth rates, which is equal for all computed dA, as
long as self-intersecting grain shapes are avoided.

The implemented program scans the 2D orientation space with a given
step width and within a given interval of the crystal lattice orientation.
The growth rate of each configuration is stored in a histogram database.
Because of the high number of configurations, it is necessary to parallelize
the program. The Cray MPICH2 implementation of the message passing
interface standard [72] for parallel computation is used. Each configuration
can be computed independently, such that the search space is divided in
parts, which are assigned to parallel tasks.
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4.1.2. Setup

To validate the triple junction tracking model, 100 phase-field simulations
with random grain orientations are set up for each topology class from 3 to
9 neighbors, as shown in figure 5.6, such that 700 phase-field simulations
are computed in total. Each simulation is conducted with the same set of
parameters, except for the crystal lattice orientations. The crystal lattices
are rotated in the simulation plane. In order to measure the area change,
a snapshot is taken after 100 time steps to assure a proper phase-field
interface. After 20 000 time steps, the grain ensembles are evaluated
to measure the area change. The fastest growing and shrinking grains
determine the simulation time, to avoid vanishing of grains or hitting the
boundary. The same grain boundary properties formulated in equation
(3.10) and (3.11) of the triple junction tracking model are used for the
phase-field simulations. Table 3.1 of the previous chapter contains the list
of the used phase-field parameters. The only difference to the simulations
in the previous chapter is a reduction of the time steps to 20 000.

As displayed in Fig. 4.3, the Voronoi algorithm is used to construct the
starting conditions for the phase-field simulations. One Voronoi point is
placed at the center of the domain and the other n Voronoi points are
placed along a circle around the center with radius a · |e1|. For a grain
with 5 neighbors, the resulting structure can be seen in figure 4.3. The
area of the central grain is set to 20 000 cells for all simulations, which
is determined iteratively with the Newton method by varying the scaling
factor a. To validate the triple junction tracking model, all 700 phase-field
configurations are also computed with the triple junction tracking model.

In order to obtain growth rate distributions with 3 to 8 neighbors, including
the Read–Shockley model, it is necessary to simulate the growth behavior
for many different configurations in order to achieve enough data points
for a representative statistics of misorientations. The setup of a 2D grain
with eight neighbors, for instance, has eight degrees of freedom, because
each neighbor grain has one lattice orientation in 2D. Depending on the
neighbor count, each lattice orientation is scanned from −45◦ to 45◦ with
different step widths to obtain the results in reasonable time. Table 4.1
contains the step width for each topological class.
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As mentioned in section 4.1.1, the overlapping of resulting force vectors is
avoided by choosing an area of 78.0 for all configurations to obtain edge
lengths of at least 4. The area of a regular polygon is again determined
iteratively with the Newton method by scaling the unit vector e2 of the
polygon construction in figure 4.1.

a ⋅e1

Figure 4.3.: Construction of the starting conditions for the phase-field simula-
tions with the Voronoi algorithm. Five Voronoi points are placed regularly on
the circle with a radius of a · |e1| around the central Voronoi point, to obtain a
grain with 5 neighbors.

4.1.3. Parallelization

Parallelization is necessary to compute a statistically meaningful number
of configurations in reasonable time. The parallelization scheme of the
phase-field implementation is based on domain decomposition, which is
presented in chapter 5. The parallelization scheme for the triple junction
tracking model is based on the decomposition of the parameter space.
Each processor computes a part of the parameter space.

A regular 3-sided grain with a step width of 0.1◦ is assumed to explain
the parallelization scheme with 64 processors. The total number of config-
urations is N = ( 90

0.1 + 1)3 = 731 432 701. Every process has to compute
� N

64 � configurations. Because the number of iterations in not dividable
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without a remainder, every process with an id smaller than N mod 64
gets one additional configuration to compute. The final step is to compute
the starting configuration to compute the growth rates and iteratively
rotate the crystal lattices. Each process rotates the crystal lattices step
by step until each process reaches the final configuration of its part of the
parameter space.

n Step width Config. CPUs Seconds Config.
Second·CPU

3 0.10◦ 731 432 701 1 024 40 17 857
4 0.25◦ 16 983 563 041 1 024 1 177 14 091
5 0.75◦ 25 937 424 601 2 048 1 084 11 683
6 1.50◦ 51 520 374 361 2 048 2 533 9 931
7 2.50◦ 94 931 877 133 2 048 4 864 9 530
8 4.00◦ 78 310 985 281 2 048 4 628 8 262

Table 4.1.: Setup of the triple junction tracking computation runs on the
HERMIT supercomputer in Stuttgart (Germany). The more neighbors are
investigated, the bigger the step width because of the exponential growth of
the configuration count. An uneven load distribution can be derived from the
number of configurations one CPU can compute in one second.
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4.2. Results

The timings of the approx. 268 billion configurations computed with
the parallel triple junction tracking implementation, are shown in table
4.1. Even with a computationally inexpensive model, it takes four hours
with over 1 024 processors to compute approx. 268 billion configurations,
resulting in a sequential runtime of about 11 months. Each of the 700
phase-field simulations, to validate the triple junction tracking model, is
computed with 16 processors and a runtime of about 20 seconds.

Validation
A sufficient correlation of the growth rates between the phase-field sim-
ulations and the triple junction tracking computation results has to be
achieved, to support the validity of the triple junction tracking results. In
order to validate the triple junction tracking model with the phase-field
simulations, the growth rates of the 700 phase-field simulations are related
to the same configurations for the triple junction tracking computations.
Figure 4.4 shows a linear correlation of the growth rates with a Pearson
product-moment correlation coefficient of 0.96 between the phase-field
simulations and the triple junction tracking computations. A correlation
coefficient near 1.0 expresses a strong correlation between the results of
the two models, so that the results of the triple junction tracking model
are considered as sufficiently valid.

Growth rate distributions
The results of each supercomputer run are stored in a histogram with
550 buckets between the growth rates −60 and +50 to save memory. All
histograms are normalized and combined in figure 4.5. They show the
movement of the distributions from negative growth rates with less neigh-
bors to positive growth rates with more neighbors. Beside the movement of
the distributions, the shape of the distributions is not symmetric and, with
more neighbors, it changes towards a normal distribution with decreasing
variance.

One striking property are the peaks, which result from our Read–Shockley
anisotropy model. The model behaves isotropically above a misorientation
of 17◦, with constant grain boundary energy of about 1.9. Therefore, about
62% of the misorientation range from 0◦ to 45◦ behaves isotropically. This
proportion leads to the peaks in all grain growth distributions.
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Figure 4.4.: A linear correlation (red regression line) of the growth rates between
the 700 phase-field simulations and the corresponding triple junction tracking
computations exists. The Pearson product-moment correlation coefficient is
about 0.96.

n Isotropic dA Average dA Shrinking Growing
3 -25.49 -20.08 98% 2%
4 -18.42 -14.38 88% 12%
5 -8.82 -7.23 74% 26%
6 0.00 -0.07 47% 53%
7 7.51 5.80 24% 76%
8 13.81 12.54 6% 94%

Table 4.2.: The isotropic growth rates of the triple junction tracking model
correspond to the peaks in figure 4.5. The average values of the Read–Shockley
model behave isotropically with a deviation from the pure isotropic case. The
last two columns show that not all configurations with three, four and five
neighbors shrink and that not all grains with seven and eight neighbors grow.
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For example, a triple junction tracking computation with isotropic grain
boundary energy and 3 neighbors, as shown in table 4.2, provides the
isotropic growth rate of −25.49, which corresponds to the position of
the peak in figure 4.5a. These peaks originate from the isotropic part of
the anisotropy model where all grain boundary misorientations are above
17◦. With an increasing neighbor count, the number of such combinations
decreases, hence the peaks shrink.

Another distinctive feature are the cusps, which reduce and finally dis-
appear for an increasing neighbor count. The growth rate distribution
for three neighbors in figure 4.5a shows two small and four large cusps.
Starting from left to right, two small cusps are at the leftmost position
followed by four larger cusps. In figure 4.5b with four neighbors, the
number of large cusps is five. Figure 4.5c corresponds to five neighbors and
indicates a sixth cusp at the rightmost position, which gets superimposed
by noise. The number of large cusps is by one greater than the number of
neighbors. For more than five neighbors, the cusps are not clearly visible
because they move too close to each other and adapt to a normal distribu-
tion. The cusps indicate groups of configurations with similar growth rates.

Average behavior
Another representation of the results, with a whisker box plot in figure 4.6,
illustrates the movement of the mean value from negative to positive growth
rates, and the decreasing variance with increasing neighbor count. The
mean growth rate follows the Neumann–Mullins relation. The range from
minimum to maximum growth rates between even and uneven neighbor
counts shows oscillations, which seem to originate from the symmetry of
the grains. These oscillations of the minimum and maximum growth rates
can be noticed but they need to be considered with care, because of the
simplicity of the triple junction tracking model.
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Figure 4.5.: Normalized growth rate distributions for 3 to 8 neighbors of the
triple junction tracking runs on the HERMIT supercomputer. For an increasing
number of neighbors, the distributions shift to a positive growth regime, the
isotropic peak aligns with the average growth rate, the variance decreases, and
the shape transforms towards a normal distribution.
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Figure 4.6.: Representation of growth distributions with isotropic growth rates
(open diamonds), ± variance σ (grey box), ±2σ (whisker) and extreme values
(open circles/squares). The average growth rate follows the Neumann–Mullins
relation and moves from negative to positive values, with increasing neighbor
count and decreasing variance.
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4.3. Discussion

Even with the use of a supercomputer, the view of the complexity of
the grain behavior with anisotropic grain boundary properties is limited
because of the immense parameter space. A combined approach of a
regular scan and probabilistic selection of configurations will be necessary
to investigate the growth rates for n-sided grains with more than 10 or
20 sides to answer the question of whether the variance of the growth
rate distributions decreases to zero or saturates for an increasing neighbor
count.

As discussed in the following, related studies are found that support the
results and help to understand the effects of the Read–Shockley anisotropy
model. The obtained growth rate distributions support the findings de-
scribed by Kazaryan, Patton, Dregia and Wang in [49]. They showed that
the growth rates of a grain structure with Read-Shockley grain boundary
energy will behave isotropically for grain structures with random orien-
tations. The same isotropic behavior is supported in the study of Elsey,
Esedoglu and Smereka in [22]. In contrast to their work, a Θmax of 15◦ in-
stead of 30◦ is used in equation (3.10), which increases the isotropic peaks
but does not change the isotropic character for random orientations.

Ignoring the grain boundary curvature and different mobilities for triple
junctions is a simplification that affects the growth behavior, as shown by
Gottstein, Ma and Shvindlerman in [31]. They showed the influence of
triple junctions with limited mobility on grain structures. Limited triple
junction mobility introduces anisotropy, hence the dynamics is changed.
A recent study of triple junction mobility with the phase-field method
by Johnson and Voorhees in [47], explains the influence of triple junction
mobility at low temperature and small length scales on grain growth.
Incorporating curvature or a triple junction mobility model extends the
validity of the results and the parameter space. Simultaneously, the
computational effort and operating processors increase by some orders of
magnitude.
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4.4. Conclusion

For the first time, the growth rate distributions of the Read–Shockley
model are determined by statistically representative computations for
regular 2D grains with 3 to 8 sides. This computationally intense task
of computing the growth rates of about 268 billion configurations, could
only be accomplished in reasonable time with a simplified vertex model,
according to Kawasaki et al. and a powerful computation facility. In order
to perform such studies, proven simulation methods such as the phase-field
method are also required to validate the idealized vertex models. The
study of the presented high resolution scan is performed in two dimensions,
applying a Read–Shockley model. The results reveal some properties,
which are summarized as follows:

• Lattice configurations can be detected with the Read–Shockley model,
which behave contrary to the Neumann–Mullins relation,

• the Read–Shockley model follows the isotropic Neumann–Mullins
relation for 2D grain structures with random lattice orientations,

• the growth rate distributions with the Read–Shockley model are not
symmetric and adapt a normal distribution for 3 to 8-sided regular
2D grains,

• abnormal grain growth behavior can not be explained with the
Read–Shockley model for 3 to 8-sided regular 2D grains

A thorough study of a proposed anisotropy model is essential to capture
all of its effects and limitations, which can lead to surprising behavior,
like the isotropic peaks in the growth rate distributions of figure 4.5.
Going beyond two-dimensional simulations into the more realistic 3D
space and extending the limited one-parameter Read–Shockley model,
which is only misorientation-angle-dependent, will increase the effort to
reveal phenomena caused by anisotropy. Generalizations of the current
work will access to explore new scientific findings in the field of anisotropic
grain growth as e. g. experimentally observed phenomena such as abnormal
grain growth, which are strongly related to grain boundary anisotropy.





5. Performance Analysis

Performance plays a significant role in the framework of computational
science to simulate phenomena within an appropriate time frame or with an
appropriate level of detail. It is not always the case to consider performance
concerns within the scientific work, because the development of a model
and the validation and investigations with the model are of greater interest
and importance. The quality of the results a scientific application generates
is the main objective of scientific work. In some cases, it is necessary to
consider performance as one of the scientific goals to simulate large systems
with a high level of detail. In this work, it is necessary to assure high
performance to simulate recrystallization in 3D with a large microstructure
to obtain the results. This chapter covers the performance analysis of the
Pace3D (Parallel algorithms for crystal evolution in 3D) solver regarding
the parallel runtime behavior.

The software package Pace3D contains elaborated tools as well as a versatile
and modular implementation of several phase-field models. It solves
phase-field-type models and provides a compendium of methods to study
microstructure formations in multiphase and multicomponent material
systems taking into account the influences of heat and mass transfer, fluid
flow as well as mechanical forces. Pace3D is not restricted to simulations
of microstructures, such that simulations of foam, bubble structures and
particles like blood vessels can be performed. It is programmed in C/C++
and contains parallelism, adaptive numerical solving schemes, a concise
data structure management and concepts for an integrated coupling of
modeling and data analysis technologies.

Large simulations in 3D can take months or even years of computation on
a regular workstation. In order to obtain results in days or weeks, it is
necessary to compute the simulations in parallel. Pace3D contains many
optimizations to execute 3D simulations and it is already parallelized with
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the Message Passing Interface standard (short MPI) defined in [72]. MPI
is designed for distributed memory computation without a global shared
memory, such that messages have to be send and received explicitly. The
parallelization with MPI enables to simulate on supercomputers and high
performance cluster (short HPC) systems.

A supercomputer is a system, which is one of the fastest 500 systems in the
world [74]. To capture more systems and to ease reading, it is referred to
as HPC rather than supercomputer. Different architectures exist, but they
share common properties. HPC systems consist of computation nodes,
which are connected with a high performance network. The computation
nodes are merely workstations with more and faster memory, as well as
powerful CPUs. An ordinary workstation main board has one CPU socket,
in contrast to a HPC computation node board with several CPU sockets.
The other main difference despite memory and CPU is the network. A
high performance network is not only very fast, its topology is optimized
for efficient communication. A fat tree topology [61] for example is very
common. About 42% of the top 500 computers [74] use infiniband with a
fat tree topology. The advantage is a fast network with a small diameter.
The diameter of a network is the longest shortest path and it is favorable
to keep the diameter small. Another advanced topology is the torus
network [133], which also has a small diameter, low cost and good scaling
properties.

MPI is a well-suited standard for computational science on distributed
memory computers like HPCs. Specialized implementations considering
the existing network topology and network hardware allow to achieve high
performance. On the other hand, it is not mandatory to achieve good
scalability by using MPI carelessly. All of the top 500 systems have more
than 8 000 CPUs and an appropriate communication scheme has to be
implemented to achieve a high performance with that many CPUs.

In order to simulate the recrystallization of a large 3D microstructure, it is
necessary to identify if and how the Pace3D solver scales. It is important
to know the limits not only to determine the domain size or the subject
complexity, but also to save resources like time, energy and money.
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5.1. Phase-Field Implementation

Main components of the parallel Pace3D solver which are of interest for the
performance analysis are explained in this section. The phase-field model
presented by Nestler, Garcke and Stinner in [80], is the mathematical
and physical basis for Pace3D and our investigations. In addition, phase
transitions coupled with fluid dynamics, magnetic fields, elastic, plastic
or volume preserved models are implemented in Pace3D, but are not
considered in the following investigation. The implementation details give
an overview of the relevant algorithms for the performance analysis.

The main workload of Pace3D is processed by the phase-field solver and
its modules. The parallelized solver uses OpenMPI, an open source im-
plementation of the common MPI standard. Updates of the fields are
calculated with the explicit Euler scheme on a regular finite difference grid,
such that 5 point stencil operations in 2D and 7 point stencil operations in
3D simulation domains, as shown in figure 5.1, are applied. The cuboidal
simulation domain is decomposed for parallel computation, by dividing it
into nearly equal-sized subdomains in the 1D case, as shown in figure 5.2,
depending on the number of CPUs used.

(a) 5 point stencil (b) 7 point stencil

Figure 5.1.: Computation stencils for (a) 2D and (b) 3D domains. The green
cell in the center is updated by a computation, which includes the neighboring
cells.

Ghost cells contain the field values of the neighbor subdomain to enable
the stencil operations and consist of a line of cells in 2D and a plane of
cells in 3D. Each subdomain can be processed by one CPU for one time



58 5. Performance Analysis

step independently. After each time step, the cells at the cutting plane
are transferred to update the ghost cells.

In order to control and administer the simulation, the Master-Worker
pattern [63], as illustrated in figure 5.3, is implemented, so that each
subdomain is assigned to one worker task. Each worker task is mapped to
one CPU. The master task is responsible for initializing, controlling and
stopping the worker tasks. Snapshots during a simulation are stored by
the master in the 1D decomposition case, by receiving the subdomains of
all worker tasks.

Figure 5.2.: 1D decomposition of a 10×10×10 simulation domain. The domain
is divided into 2 subdomains and each subdomain is assigned to one CPU. The
red colored ghost cells have to be updated by the neighboring CPU after each
time step to enable the 16 point stencil operation inside each subdomain.

The ghost cell update is performed with blocking send and receive opera-
tions. It is a loose synchronization barrier, which involves every worker.
Fast workers with a smaller workload are waiting for the ghost cell update
of slower workers with a bigger workload. This imbalance is caused by the
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implementation of phase-field update calculation. Pure grain coarsening
simulations for example do not contain a bulk entropy density term in
the entropy functional, such that only the phase-field updates have to be
computed. The phase-field equations are solved only in interface areas
between phases and not in the bulk area. As a result, not every cell has to
be computed and an imbalance of the workload in the simulation domain
leads to CPU idle time of fast workers with a small workload.

Master-Worker pattern to organize and control the parallel simula-
tion. The master controls all workers and stores simulation results on the hard
disk. Between time steps, the workers exchange the boundaries directly without
an intermediate master.

To reduce the CPU idle time, the load balancing mechanism dynamic
domain decomposition (ddd) exists. Every worker measures its calcula-
tion time for a defined number of time steps and sends the accumulated
calculation time to the master task. Based on the calculation time per
worker, the master decides the optimal distribution of the domain and
chooses which worker has to enlarge or reduce the subdomain. Figure 5.4
illustrates the 1D load balancing mechanism and the ddd procedure.

Another commonly used method to decrease computation time can only
be applied if the area of interest moves along a trajectory during the
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simulation. Directional eutectic growth [103] in a temperature gradient,
for example, is a solidification process which moves from one side of
the simulation domain to the other. Crack propagation [108] is another
example for a moving area of interest. A big simulation domain to capture
the complete crack or the solidified area can be realized, however, it is
not effective because a big part of the simulation domain has a small
contribution but increases the simulation time and memory consumption.
To avoid the increase of time and memory, a smaller simulation domain
covering a larger one around the evolving phase boundary can be chosen,
which moves with the solidification front (figure 5.5) or the crack tip. This
tracking of the area of interest is referred to as moving box.

5.2. Simulation settings

Different applications are better suited for certain optimization techniques.
Therefore, it is necessary to define different microstructure morphologies
such as dendrite growth, grain coarsening and solidification of ternary eu-
tectics in 3D to measure the performance of the implemented optimization
techniques.

If information on the sequential and parallel execution times is gathered
to obtain a performance description, the system specification (operating
system, hardware properties, etc.) is necessary in order to make a well-
founded comparison. The first system belongs to the Institute of Materials
and Processes (IMP) of the University of Applied Sciences of Karlsruhe and
the second belongs to the Scientific Computing Center of the Karlsruhe
Institute of Technology (KIT). Hardware and software specifications are
listed in table 5.1 and point out the main properties.

To evaluate the computational efficiency of the different optimization
algorithms and strategies, a set of three typical microstructure simulations
is defined with different requirements and characteristics for computational
treatment. The considered cases are labeled with A, B and C in order to
precisely refer to the simulation setup in the subsequent sections.
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(a) Equally decomposed simulation domain with imbal-
anced load.

(b) Redistributed simulation domain with equally dis-
tributed load.

Figure 5.4.: Subdomain size before and after load balancing. (a) At time tn,
all workers have the same subdomain size (52 layers of XY planes). A high
workload in the subdomain of worker 2 leads to an imbalance. (b) The domain
of worker 2 is distributed to worker 0 and worker 1. Worker 0 is the fastest
worker and gets more layers than the slower worker 1.
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(a) (b)

Figure 5.5.: A ternary eutectic at the rear side of the simulation domain (a)
solidifies in z-direction. The simulation domain is shifted (b), if the solidification
front reaches the trigger plane.

Hardware IMP Cluster XC 4000 Cluster
Compute nodes 48 750

Cores per node
8 Cores 4 Cores
2 AMD Opterons 2 AMD Opterons
(Quad-Core) (Dual-Core)8

Total cores 384 3000
Clock cycle 2 GHz 2.6 GHz
Main memory per core 2 GByte 4 GByte
Node interconnect 4X DDR Infiniband 4X DDR Infiniband
Interconnect Bandwidth 16 GBit/s 16 GBit/s
Interconnect Topology Fat tree Fat tree

Software
Operation System Debian Linux Red Hat Linux
Compiler GCC 4.3.2 Intel Compiler 10.1
MPI OpenMPI 1.3.4 OpenMPI 1.5.1

Table 5.1.: Hardware and software specification of the utilized systems.
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A Dendrite morphology
During the evolution of equiaxed dendritic structures, a complex surface
geometry with the main trunk, the tip properties and secondary and
ternary side branches is formed. Two dendrite simulation environments of
a 2D and 3D domain are configured.

A.1 2D domain of 1000×1000 cells with one nucleus in the center

A.2 3D domain of 200×200×200 cells with one nucleus in the corner

A.3 3D domain of 500×500×500 cells with one nucleus in the corner

In A.1, a 2D simulation of a single Ni-rich dendrite in a Ni-Cu melt with
solutial solidification is set up, as done by Warren in [122], to compare the
runtime between the IMP cluster and the XC 4000 cluster.

The same Ni-Cu system is used in A.2 for a single 3D dendrite to compare
the parallel scalability of 1D and 3D domain decomposition due to small
variations in computation time per cell. The evolution equation for the
concentration fields are solved in each cell and take more computation
time, in contrast to solving the phase-field evolution equations, which are
only computed in the interface region. A.3 is only computed with 1D
domain decomposition to compare 1D domain decomposition between A.3
and the 2D domain A.1.

A small domain of 2003 cells is used to obtain the sequential runtime within
a reasonable time frame. Larger simulation domains can be simulated,
however, the runtime increases up to months for the sequential computa-
tion. To reduce the computational effort further, the use of the dendrite
symmetry and placement of the nucleus at one corner of the domain is
used. Figure 5.6 (a) shows the resulting 3D dendrite after mirroring along
the symmetry planes.

B Directional solidification of a ternary eutectic
In directional solidification, most of the effects such as diffusion and phase
transformations take place in regions around the solid-liquid front. There-
fore, a high grid resolution is needed at the solidification front, combined
with an increased numerical effort. A ternary eutectic solidification of
three distinct solid phases (model system) grows in a dedicated direction,
as depicted in figure 5.6b. Four ternary eutectic growth simulations are
configured.
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B.1 3D domain of 300×100×100 cells
B.2 3D domain of 100×100×300 cells
B.3 3D domain of 100×100×300 cells with load balancing

B.4 3D domain of 100×100×100 cells with moving box

Each configuration is executed with 100 workers to obtain comparable
runtime performance. The differences of the four configurations are the
domain orientation, domain size and the activated optimizations, such
that the resulting eutectics are always equal, except for the moving box
configuration. Dynamics outside the moving box is not captured, such
that the results are not exactly equal.

By decomposing the domain along the z-axis for parallel computation, the
domain orientation changes the amount of ghost cells. The influence of
the communication time on the total runtime is determined. In the worst
case (B.1) 300×100 cells and in the best cases (B.2-4) 100×100 cells have
to be updated after each time step, respectively.

C Grain growth in a polycrystalline system
For grain coarsening, the bulk terms in the phase-field functional are
neglected. While coarsening proceeds, the grain boundaries reduce, which
leads to an uneven load in the computing cluster. It is an example suitable
to measure the effect of dynamic domain decomposition. The following
two grain coarsening domains are configured:

C.1 3D domain of 500×500×500 cells
C.2 3D domain of 250×500×1000 cells
The starting condition for C.1 is generated randomly with the Voronoi
algorithm, as depicted in figure 5.6c. 125 workers calculate both config-
urations with and without load balancing. In contrast to the dendrite
simulations, the maximum runtime is set to three days.
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(a) (b)

(c)

Figure 5.6.: Illustration of the three simulation cases: (a) Reconstructed 3D
dendrite of configuration A.2 (b) Moving box of configuration B.4 (c) Voronoi
tesselation generated according to the starting condition for C.1
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5.3. Results

The measurement results for scalability, performance and dynamic load
balancing of the sample settings A, B and C are outlined in this section.

A Scalability
Strong scaling behavior of A.1, A.2 and A.3 with 1D domain decomposition
is depicted by the efficiency curves in figure 5.7. A list with all runtimes is
provided in the appendix.

0

0,2

0,4

0,6

0,8

1

1,2

0 50 100 150 200 250 300

Ef
fic

ie
nc

y 

CPUs 

Strong scaling 

A.1

A.2

A.3

Figure 5.7.: Measured strong scaling behavior of A.1, A.2 and A.3. (a) 1D
and 3D domain decomposition of A.2. (b) 1D domain decomposition of A.1
and A.3. Dashed lines denote the estimated scaling behavior with 3D domain
decomposition.

The sequential and parallel 2D dendrite simulations A.1 are carried out
on the IMP and XC 4 000 (short XC) cluster. Table 5.2 lists the runtime
data for both clusters. On average, the simulations on the IMP cluster
last 28,4% longer.
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Workers (CPUs) IMP XC IMP/XC
1 (1) 70:49:57 58:43:05 120,6%
8 (9) 11:25:16 09:30:17 120,2%
16 (17) 05:36:37 04:31:25 124,0%
32 (33) 03:02:31 02:16:06 134,1%
64 (65) 01:28:44 01:11:17 124,5%
128 (129) 00:51:56 00:39:05 132,9%
256 (257) 00:32:59 00:23:09 142,5%

Table 5.2.: Runtime of the 1 000×1 000 cells 2D dendrite simulation A.1 on the
IMP and XC 4 000 cluster with varying CPU count and 1D decomposition.

B Communication bound simulation
If a non-cubic domain is used, the performance depends on the choice
of the domain orientation. The ternary eutectics simulation B.1 has a
runtime of 240 760 seconds. The rotated domain B.2 has a runtime of
142 731 seconds, which is 59.28% of the non-rotated domain B.1. With
dynamic domain decomposition after every 100th time step (configuration
B.3), the runtime decreases further to 129 394 seconds, which is 53.74% of
B.1. Applying the moving domain algorithm to B.4, the runtime further
decreases to 84 809 seconds, which is 35.23% of B.1. These timings are
summarized in table 5.3 and indicate a communication bound character of
the simulations.

C Load balancing
The runtime measurements of C.1 and C.2 with and without dynamic
domain decomposition are shown in figure 5.8. The time to calculate 100
time steps is accumulated to one data point in the diagram. The elongated
domain of C.2 seems to have a higher imbalance than the cubic domain.
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Configuration
B.1 B.2

Workers 100 100
Domain size 300×100×100 100×100×300
Optimization - -

Runtime d:hh:mm:ss 2:18:52:40 1:15:38:51
Runtime percentage 100% 59.28%

Configuration
B.3 B.4

Workers 100 100
Domain size 100×100×300 100×100×100
Optimization Load balancing Moving box

Runtime (d:hh:mm:ss) 1:11:56:34 0:23:33:29
Runtime (percentage) 53.74% 35.23%

Table 5.3.: Runtime of the 3D ternary eutectic configurations B.1-4.



70 5. Performance Analysis

5.4. Discussion

Strong scaling measurements in figure 5.7 illustrate the efficiency drop,
which is related to the communication bound performance.

Comparing the runtime of the 2D dendrite simulations A.1 between the
IMP and the XC cluster shows the advantage of the XC cluster due
to the CPU frequency, because the clock cycle is the most outstanding
difference of the systems. Considering the clock frequency, the CPUs of
the IMP system need 30% more time than the CPUs of the XC cluster.
Another issue is the configuration of the Infiniband network connecting the
computing nodes and the file system, which could explain the performance
gain of the XC cluster with many CPUs.

The influence of the domain orientation on the runtime is significant
and can be observed within the ternary eutectic simulations B.1-4. The
simulation of B.2 required only 59% of the simulation time of B.1. The
main cause of the runtime differences can be related to communication,
because the computation effort for B.1 and B.2 is the same. The boundary
layer size is 100×100 for B.2 and 300×100 for B.1, respectively. In the
latter case, the number of cells, which have to be transferred within
the network, is three times larger for each computed time step of the
iteration, which thus leads to at least three times longer communication
time. Another reason for the speedup is a reduced amount of cache misses
due to better memory alignment. Dynamic domain decomposition in
B.3 further improves the runtime. The optimization of only calculating
derivatives, if a gradient exists, seems to have an influence on the runtime,
even with the long range concentration field. Comparing the moving box
simulation B.4 and B.1, the runtime is almost 1/3, in accordance with the
expectations. 1/3 less computation cells and 1/3 less communication lead
to 1/3 of the runtime.

Load balancing shows, that the benefit strongly depends on the simulation
content. Figure 5.8 indicates only one significant load imbalance for the
C.1 simulation in a cubic domain (500×500×500) at about time step 6 800.
The load distributes homogeneously after the imbalance, until about time
step 13 000, which explains the convergence. The elongated domain C.2
(250×500×1 000) has the advantage of moving smaller pieces of work,
which enables a finer and hence better load balancing. All measurements
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contain a high computation time at the beginning, which is the result of
the interface development during the first 100 time steps.

5.5. Conclusion

All measurements combined draw a rough performance picture of the imple-
mented phase-field model with a clear direction for further improvements.
The measurements indicate the communication bound character of the
implementation, such that a reduction of the communication time is neces-
sary to achieve a good strong scaling behavior on large high performance
systems.

Beside the implementation details, it is of importance, which hardware
is utilized for the simulation tasks. The investigations of the runtime on
two similar clusters showed a different runtime behavior, which is mainly
caused by the clock frequency of the CPUs.

1D load balancing reduces simulation time, but the benefit is strongly
dependent on the simulation content and the degree of freedom. The load
imbalance or the degree of freedom does not seem to be very high for the
performed simulations. A major increase in load imbalance can be realized
with the help of an adaptive mesh refinement scheme and with 3D domain
decomposition. A proper investigation of load balancing strategies has to
be performed to find general statements about the reachable benefit.

To obtain a deeper insight of the simulation runtime on high performance
computers and to fine-tune the implementation, it will be necessary to apply
elaborated profiling tools like VampirTrace [77] or Scalasca [27]. Further
steps to increase the scalability are 3D domain decomposition, communi-
cation hiding, 3D load balancing and adaptive mesh refinement.
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The measurements of the performance analysis show that the phase-field
implementation is communication bound. To optimize the implementation,
it is necessary to reduce the amount of data, which has to be communicated.
3D domain decomposition, also known as 3D blocking [82], reduces the
amount of data, which has to be transferred. This chapter describes the
implemented 3D domain decomposition and the formulated performance
model to estimate the scaling behavior for simulations with more than
10 000 CPUs. Measurements are provided to validate the optimization.

The phase-field community has discovered many optimizations to improve
the performance, but a rigorous performance analysis of the scaling behav-
ior could not be found, such that an own study has to be performed. It
turned out, that decomposing a domain along one dimension for parallel
execution in subdomains is a considerable bottleneck, because the surface
to volume ratio is too high. An efficient execution of a 3D simulation with
more than 500 CPUs is not possible.

To improve the performance, it is necessary to decompose the simulation
domain along all three dimensions, which reduces the surface A to volume
V ratio A

V of the subdomains. The surface of a subdomain is directly
related to the amount of data, which has to be communicated, because
the cut surface has to be updated between subgrains. This can be seen in
figure 5.2, where the domain is decomposed in one dimension along the
z-axis, such that the cutting surface has to be updated each time step.
The surface to volume relation for solid objects is well understood and
a famous example from biology is Bergmann’s rule. In 1848, Bergmann
described [11], that animals of the same family e. g. penguins in cold
regions are bigger than in warm regions of the world, because the surface
to volume ratio helps to save energy. The surface per volume or mass is
smaller for bigger penguins such that less energy per volume has to be
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used to hold the body temperature. A simplified calculation of the surface
to volume ratio for the Humboldt penguin and the Emperor penguin is
shown in table 6.1.

Humboldt Penguin Emperor Penguin

r = 5 cm r = 10 cm
h = 45 cm h = 100 cm

A = 15.7 dm2 A = 69.1 dm2

V = 3.5 dm3 V = 31.4 dm3
A
V = 4.4 A

V = 2.2

Table 6.1.: The surface to volume ratio A
V

of the Emperor penguin helps to
survive at the cold South Pole. The smaller Humboldt penguin has a bigger
surface to volume ratio and lives in warmer South America.

The same relation holds for subdomains of a decomposed domain for
parallel execution. A 3D decomposition of the domain reduces the surface
to volume ratio of the subdomains compared to 1D decomposition. For
parallel execution, it is sufficient to only consider one subdomain as a
simplification, because each subdoamin is computed in parallel and should
have nearly the same shape. The same calculation as for the penguins is
provided in table 6.2 for a subdomain of a 1D and 3D decomposed domain
with 8 subdomains (W = 8) and a cube size of 1.

3D domain decomposition reduces the amount of data, which has to be
transferred from one CPU or worker (W) to the other not by changing the
volume of the subdomains but by changing the surface. Figure 6.1 shows
the 3D domain decomposition of a simulation domain in x-, y- and z-axis
into 8 subdomains with ghost cells in red and cells which are transferred
to update the ghost cells in blue.
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1D decomposition 3D decomposition

a = 1 a = 1
W = 8 W = 8
A = 2.5 A = 1.5
V = 0.125 V = 0.125

A
V = 20 A

V = 12

Table 6.2.: A cubic simulation domain is decomposed into 8 subdomains with
1D (left) and 3D (right) domain decomposition. The surface to volume ratio for
the blue subdomains is bigger for 1D decomposition than for 3D decomposition.

Figure 6.1.: 3D domain decomposition also known as 3D blocking of a 10×10×10
simulation domain. Ghost cells are red and cells which are transferred to update
ghost cells are blue.

.
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6.1. Performance modeling

A performance model enables estimations of the scaling behavior without
the need to perform a complete simulation series. To estimate the runtime,
it is assumed, that the size of the simulation domain, the computation time
and the communication time have a significant influence on the runtime.
The runtime is divided into calculation, communication and idle time,
which are dependent on the subdomain size of the workers. Equation (6.1)
describes the simulation time Gw for a worker w and over all time steps
τmax with the three terms related to computation, communication and
idle time,

Gw =
τmax∑
τ=1

Computation︷ ︸︸ ︷
nτ

c · Oτ +

Communication︷ ︸︸ ︷(
nτ

g + nτ
l

) · T τ +
Idle︷︸︸︷
Iτ . (6.1)

All parameters depend on the time step τ in the general case. The
computation time is estimated by the number of cells nτ

c , a worker contains
in its subdomain, times the average computation time per cell Oτ in the
subdomain. To model the communication time after each time step, it is
assumed that all ghost cells nτ

g of the neigboring subdomain are updated
with the transfer time T τ per cell. Communication time for load balancing
is integrated by the number of cells nτ

l , a domain is enlarged and reduced.
Blocking communication together with load imbalance involves idle time
Iτ , which is taken into account by the last term.

This model allows the analysis of the parallel scaling behavior incorporating
the knowledge of the time-dependent functions, which is not always given
because of the dynamic simulation content. To estimate the effect of
different domain decomposition methods, the model is simplified and it is
assumed, that all parameters are independent of the time step τ and that
a cubic simulation domain of n × n × n cells is used; each worker has the
same subdomain size, load balancing is not considered and each cell in the
simulation domain has the same computation and communication time,
such that idle time can be neglected.
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The sequential runtime Gseq is described on a single CPU by the total
amount of cells, by the calculation time per cell O and by the number of
time steps τmax, according to the expression

Gseq = nc · O · τmax. (6.2)

For parallel execution (without load balancing and idle time), the commu-
nication term ng · T · τmax is added, which reads as

Gw
par = (nc · O + ng · T ) τmax. (6.3)

The ghost cell update between two neighbors is idealized to one send-receive
operation, assuming an ideal full duplex connection between workers. In
case of 1D domain decomposition, each worker has to update ghost cells
of the left and right subdomain, such that ng = 2 · n2. For 3D domain
decomposition, each worker has to update a fraction of the ghost cells
for 1D domain decomposition and to update the 6 neighboring ghost cell
areas, such that ng = 6 · n2

3√
W

2 . The runtime for 2D domain decomposition
is created according to the 1D and 3D case, where 4 neighbors have to
be updated with ng = 4 · n2√

W
. The domain size is constrained, so that

it is equally divided by the number of workers W without a remainder.
Relying on these assumptions, each worker has the same runtime. To
predict the scaling behavior, it is only necessary to model the runtime of
one worker. Finally, the runtime model of a worker with 1D, 2D and 3D
domain decomposition is

G1D =
(

n3

W
· O + 2 · n2 · T

)
τmax (6.4)

G2D =
(

n3

W
· O + 4 · n2

√
W

· T

)
τmax (6.5)

G3D =

(
n3

W
· O + 6 · n2

3
√

W
2 · T

)
τmax. (6.6)

To avoid invalid configurations, the domain size and the number of workers
is restricted, such that the results of n3

W , 3
√

W and
√

W are integer. This
restriction limits the domain extensions and the number of workers, but it
allows an easier investigation of the parallel scaling behavior.
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To estimate the scaling behavior of the different dimensions with 1D, 2D
and 3D domain decomposition, the generalized formulation is derived from
the simulation runtime for a Ω-dimensional domain with a d-dimensional
domain decomposition by

GΩ
d =

(
nΩ

W
· O + 2 · d

(
n

d
√

W

)d−1
· nΩ−d · T

)
τmax (6.7)

with the restriction Ω ≥ d.

Figure 6.2 compares the 1D and 3D decomposition methods with 64
workers operating on a cubic domain of n × n × n cells to explain the
origin of the restrictions and terms of the models. Figure 6.2 (c) compares
the amount of cutting plane cells in higher order direction to illustrate
the communication advantage of the 3D decomposition method for 3D
domains. Each worker has the same amount of cells to compute, but a
different amount of boundary cells to transfer.

To compare the efficiency of the decomposition methods dependent on the
worker count, the general function E(W )Ω

d is derived based on equation
(6.7) with the common definition of speedup (S = Gseq

Gpar
) and efficiency

(E = S
W ).

E(W )Ωd =
S

W
=

Gseq

Gpar

W
=

Gseq

Gpar · W
= (6.8)

=
nΩ · O(

nΩ

W · O + 2 · d ·
(

n
d√

W

)d−1
· nΩ−d · T

)
W

(6.9)

=
1

1 + 2d
n · T

O · d
√

W
(6.10)

This model abstracts the underlying hardware, network and software
properties to communication time per cell T and computation time per
cell O. The simplification allows to determine the scaling behavior by the
communication to computation time ratio T

O . Equation (6.8) is a root
function, which is not dependent on the dimensionality of the domain and
reveals the scaling behavior.
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Figure 6.2.: 1D and 3D decomposition with ghost layers for a simulation domain
of n × n × n cells with 64 workers. (a) 1D decomposition along the z-axis
with 64 workers to 64 subdomains. The blue area is one ghost surface. (b)
3D decomposition of the same domain with the same amount of workers and
3 red ghost surfaces. (c) The ghost surfaces of the 1D and 3D decomposition
are related to each other. Only 3

16 of the 1D decomposition surface has to be
updated with 64 workers, in case of 3D domain decomposition.
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The limit of equation (6.8), for an infinite number of workers, is always 0
but the question is: How fast is the efficiency dropping?

The efficiency drop is mainly determined by how fast W ,
√

W and 3
√

W
are growing. The solution is, that 3

√
W is growing the slowest, hence the

efficiency drops the slowest. This property, described by the performance
model, is supported by performance measurements presented in the next
section.

6.2. Measurement results

The simulation setup A.2 is computed in parallel with 3D domain de-
composition to compare the influence of the domain decomposition on
the runtime. Estimations for A.1 and A.3 are provided together with the
estimated communication to computation ratios T

O .

Figure 6.3 depicts the measurement results of A.2 with 1D and 3D domain
decomposition. The least square fits of equation (6.4) and equation (6.6)
are provided. Thin black lines denote the least square fit of equation
(6.8) with Ω = 3, d = 1 and d = 3 for a 3D domain with 1D and 3D
decomposition. A result of the least square fit is the communication to
computation parameter T

O , which is used to predict the performance of
the 3D domain decomposition with the 1D measurements. The parameter
T
O is 1.08 for 1D decomposition and 0.73 for 3D domain decomposition.

A deviation of the measurements from the least square fit in figure 6.3
and figure 6.4, for 1D decomposition with up to 50, is the result of a
non-load balanced simulation. The performance model assumes an equal
distribution of the load but the simulation of a growing nucleus in the
corner of the domain keeps the computation load not in balance. This
deviation from the model is bigger for a small amount of CPUs than for
a large amount. The more CPUs are considered, the faster the load is
decomposed across the CPUs.

These measurements reflect a small part of the scaling behavior. It is
of interest to determine the overall scaling performance of the 1D and
3D decomposition methods for clusters with more than 100 000 CPUs.
Based on the presented performance model, the efficiency surface is plotted
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over the number of CPUs and over the communication to computation
coefficient T

O , as prescribed by the equation (6.7) for a 3D domain (Ω = 3),
with 1D (d = 1) and 3D (d = 3) domain decomposition. The aim of
using big systems is the ability of simulating complex problems, to resolve
phenomena with a higher resolution or to describe scale bridging effects. A
cubic domain of 5 000×5 000×5 000 cells is assumed to estimate the scaling
behavior of 1D and 3D domain decomposition in large computational
domains and to plot the results in figure 6.5 and figure 6.6.
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Figure 6.3.: Efficiency of A.2 with 1D and 3D domain decomposition. A pre-
diction based on the communication to computation parameter T

O
of the 1D

decomposition measurements is denoted by a dashed line.

These predictions are only valid if the communication to computation
parameters T

O are big enough. If the network is very fast, then T is small
and it makes almost no difference which decomposition method is used,
beside the amount of usable processors. Table 6.3 contains the 5 calculated
coefficients based on the measurements. B.1 and B.2 have the same T

O
because a set of linear equations is solved, which is derived from equation
(6.4). The derived equation for a non-cubic domain and 1D decomposition
along the z-axis is
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G1D =
(

n3

W
· O + 2 · n2 · T

)
τmax (6.11)

GB.X
1D =

(nx · ny · nz

W
· O + 2 · nx · ny · T

)
τmax. (6.12)

The set of linear equations based on the measurements B.1 and B.2 in
table 5.3 is

B.1 :240 760 =
(
300 · 100 · 100

100
· O + 2 · 300 · 100 · T

)
τmax (6.13)

B.2 :142 731 =
(
100 · 100 · 300

100
· O + 2 · 100 · 100 · T

)
τmax, (6.14)

such that T
O is 0.78 for B.1 and B.2.
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Figure 6.5.: Efficiency surface of 1D domain decomposition with a domain of
5 000×5 000×5 000 cells. 1D decomposition limits the amount of usable CPUs
to 5 000 and drops fast to a low efficiency.
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Setup 1D decomposition 3D decomposition
A.1 2.05 -
A.2 1.08 0.63
A.3 4.59 -

B.1 & B.2 0.78 -

Table 6.3.: Estimated and calculated communication to computation coefficients
T
O

for 1D and 3D domain decomposition (short 1DDD and 3DDD).

6.3. Discussion

The efficiency drop with 1D domain decomposition occurs faster for 3D
domains than for 2D domains, as shown in figure 6.4. This is a result of the
dimensionality of the decomposition in relation to the dimensionality of the
domain. The higher the difference, the earlier the efficiency drop happens.
Considering a domain with 1 million cells in 1D, 2D (1 000×1 000) and
3D (100×100×100), the amount of transfer cells per worker is 1 for 1D,
1 000 for 2D and 10 000 for the 3D domain with 1D domain decomposition.
Figure 6.7 shows this issue with the performance model and a T

O of 1.

Figure 6.8 depicts the improvement of the efficiency for a 3D domain,
which changes the domain decomposition method. The smaller the volume
to surface ratio, the better the scaling behavior. Figure 6.5 and figure
6.6 show the significantly different scaling behavior between 1D and 3D
domain decomposition, as well as the limits of 1D domain decomposition
for a 3D domain.

Superlinear speedup is measured for A.2 with 3D domain decomposition,
which could be caused by cache effects or by an ideal mapping of the
subdomains on the computation nodes. The superlinear speedup is not
occurring or not pronounced for the simulation with 256 CPUs.
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6.4. Conclusion

3D domain decomposition is a necessary milestone to perform large sim-
ulations with many CPUs because it increases the parallel performance
significantly compared to 1D domain decomposition.

The measurements support the assumption, that communication is the
limiting factor for the scaling behavior of the Pace3D solver. Figure 6.3
shows, that 3D domain decomposition can halve the simulation time at
128 CPUs and that predictions based on 1D domain decomposition match
well with the measurements. The efficiency of 3D domain decomposition is
always higher than for 1D domain decomposition and superlinear speedup
can be achieved.

The performance model is well suited to estimate and to predict the scaling
behavior without the necessity to model hardware specific properties.
Estimations within a valid range of the communication to computation
parameter T

O from table 6.3 are shown in figure 6.5 and 6.6 to predict
the scaling behavior for 5 000 and 100 000 CPUs with 1D and 3D domain
decomposition of large domains. It pictures the advantages of the 3D
domain decomposition over 1D domain decomposition. More CPUs can
be utilized and the efficiency stays high.



7. Recrystallization

The numerical study of recrystallization on the microstructure scale in
three dimensions is a challenging task. The stored energy introduced during
deformation by dislocations has to be estimated well in order to create
the starting conditions for a subgrain-based simulation of recrystallization.
The deformation process has to be considered, because the stored energy
is strongly related to the recrystallization characteristics, such as subgrain-
based nucleation rate, nucleation sites and growth speed. Moreover,
preferred texture components develop with a specifically stored energy
distribution during the deformation process, according to the properties
of the grain structure. Unfortunately, no comprehensive model is able to
describe both, large deformations and grain structure dynamics, as well
as the current crystal plasticity and free surface models, so that models
and methods have to be coupled in order to describe recrystallization with
state-of-the-art tools.

Because of the interaction of three scientific fields, some contributions
in this chapter are performed by others. Dr.-Ing. Simone Schreijäg and
Dr. Reiner Mönig of the Karlsruhe Institute of Technology provided the
experimental data described in the section 7.1.1. The rolling simulation
described in section 7.1.2 with a crystal plasticity finite element model is
provided by Pierre Bienger and Dr. Dirk Helm of the Fraunhofer IWM in
Freiburg Germany.

The following sections give a brief overview of major developments in crystal
plasticity theory and methods to simulate recrystallization. Then, a short
summary of coupled approaches is given to round up the introduction.

The knowledge of microstructure, its crystallography and the knowledge of
grain boundary motion have increased over the past 100 years. Johnson,
Mehl, [6] and Kolmogorov developed the analytical JMAK model to study
recrystallization. It takes the nucleation rate, dimension, growth speed
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and growth shape into account to describe a recrystallization volume
fraction over time. The disadvantage is that the underlying microstructure
is not considered. Numerical Monte Carlo models, like the Potts model
and the large Q-Potts model by Potts [87], are able to incorporate the
preexisting microstructure and a stored energy field [109] to describe
recrystallization in two and three dimensions [41, 75]. Cellular automata
fall into the same category and are a fast, rule-based method to study
crystal evolution and recrystallization like von Neumann [119] and Raabe
[89]. In contrast to the methods with regular grids, vertex models by
Weygand et al. [127] explicitly represent grain boundaries with curves and
surfaces to investigate microstructure phenomena. One of the youngest
methods to study recrystallization is the phase-field method.

Regardless of the method that is used to simulate recrystallization, the
effort required to measure and thus obtain the polycrystalline grain struc-
ture with the stored energy for 3D simulations is high. Coupled approaches
of crystal plasticity models with free boundary models are able to con-
tribute to closing this gap. Despite the interests in using one discretization
method, as is done by e. g. Li et al. [62] or Takaki et al. [111], the focus
of the following summary is placed on coupled discretization methods to
incorporate or study recrystallization.

The coupling of a crystal plasticity finite element model with a cellular
automaton to simulate static recrystallization is presented by Raabe and
Becker [90] in two dimensions and is discussed for three dimensions in the
publication of 2002. A measured grain structure is used as the starting
condition for the deformation and a Voronoi tessellation is utilized to cou-
ple the discretization methods after the deformation. The stored energy
and the crystal lattice orientations of each finite element integration point
are mapped on the regular cellular automaton grid. The accumulated
shear is linearly related to the stored energy and the dislocation density,
respectively, to estimate the driving force for nucleation and growth. The
study of recrystallization for single and bicrystals of aluminum by Rad-
hakrishnan and Sarma in 2000 and 2004, is performed in the same manner
by coupling crystal plasticity with a Monte Carlo method. Radhakrishnan
and Sarma use the slip system shear hardening values to estimate the
stored energy, as Raabe and Becker.
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Muramatsu et al. [79] present a two-dimensional dislocation-based ap-
proach to capture and to incorporate the subgrain structure. Their study is
based on the crystal plasticity model with dislocation diffusion by Yamaki
et al. [130]. 2D phase-field simulations are conducted to simulate nucle-
ation and growth based on the present dislocation density distribution.
Another 2D phase-field related approach which incorporates subgrains is
presented by Takaki and Tomita [112]. The subgrain structure generation
is dependent on the stored energy and the evolution of subgrains is com-
puted without an additional driving force, such that no explicit nuclei have
to be determined. The idea of the abnormal grain growth approach for
nucleation is analyzed by Humphreys [44] and used by Suwa et al. [110]
to simulate recrystallization without a stored energy.

Recent coupled approaches show refinements that make it possible to map
the stored energy more accurately [34] by interpolation, to incorporate 3D
simulations [55] and to gain insights in material behavior. The coupled
approach in the detailed study by Won Lee and Im [128] is a successful
application to investigate material behavior during processing with dynamic
recrystallization by cellular automata in 2D.

In order to contribute to the development, a coupled approach of a crystal
plasticity finite element model and the phase-field method to simulate cold
rolling (deformation) with subsequent annealing (static recrystallization)
at the end of the sheet metal production chain in 3D incorporating 2D
electron backscatter diffraction (EBSD) measurements is presented. The
emphasis lies in the development of the orientation distributions with
large-scale simulations to provide more reliable orientation distributions
with a coupled approach.

7.1. Method

The following three methodological paths are distinguished: experiments,
finite element method and phase-field method, as shown in figure 7.15. The
experimental measurements are used to generate starting conditions, to
parameterize the simulations and to compare the simulation results. EBSD

5The figures in this chapter are taken from the submitted manuscript in Computational
Mechanics (Springer) journal entitled .
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measurements and tensile tests after each production step make up the data
basis. The cold rolling simulation is performed with a crystal plasticity
finite element model. EBSD data is used to create the initial microstructure
in 3D. In this initialization procedure, the crystal orientations are mapped
to a 3D domain in a statistically equivalent manner, which is tessellated
by the Voronoi algorithm. Cold rolling simulations and subsequent tensile
tests have been carried out in order to identify the hardening parameters
by the inverse simulation technique, where the hardening parameters
are varied until an adequate agreement between the experimental and
simulated stress-strain curve after cold rolling is obtained. The cold
rolling simulation results are compared with the crystallographic texture
information of the EBSD measurement. To simulate recrystallization,
the crystal lattice orientations and the stored energy of the finite element
simulation are mapped to the regular finite differences grid, as described by
Raabe and Becker [90]. The final states of recrystallization are compared
with the texture information of the EBSD measurements.

Cold Rolling Annealing Hot Rolling 

Experiments 
EBSD, Tensile tests 

Simone Schreijäg, 
Reiner Mönig 

Finite element 
method 

Deformation 
Pierre Bienger, 

Dirk Helm 

Phase-field method 
Recrystallization 

A

Figure 7.1.: Overview of the experimental and numerical process chain showing
the data flow and the incorporated simulation methods. The simulation methods,
together with the experiments, are ordered vertically in layers. The processing
steps rolling and annealing are ordered horizontally.
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7.1.1. Experimental investigation

The experimental investigations are performed with non-alloyed DC04
steel, which is a standard deep drawing steel in the automotive industry.
DC04 can withstand high fracture strains of up to 50% and yields at
stresses between 300 MPa to 350 MPa. During the cold rolling process,
the thickness of the sheet plate is reduced by 62% from 3.2 mm to 1.2
mm. Besides low impurity concentrations, DC04 contains 0.08wt% C and
0.40wt% Mn, as described by Wegst and Wegst in [124]. The material
mainly consists of a ferrite (bcc) phase containing Fe and low contents
of C. Very small α-MnS precipitates with diameters below 200 nm and
spacings of a few micrometers are found inside the ferrite grains.

To determine the microstructure of the material after each process step,
EBSD measurements are performed. In order to obtain sample surfaces
that are sufficiently smooth, the DC04 specimens are mechanically ground
using SiC paper of decreasing particle size and polished with 6 μm, 3 μm
and 1 μm diamond paste. In order to remove the remaining deformations
that are introduced by the mechanical polishing, the samples are polished
electrochemically.

7.1.2. Crystal plasticity finite element model

In the crystal plasticity model based on Asaro [2, 3], the occurring energy
storage phenomena (cf. e. g. [36]), given by elasticity and dislocation-based
plasticity, are not taken into account in detail. However, for the modeling
of the static recrystallization in section 7.1.4, at least the stored plastic
energy must be estimated in a useful way, because the stored energy is the
most important driving force for the primary recrystallization processes:
From metal physics, the energy storage phenomena are well understood,
due to the production and movement of dislocations, and are usually
formulated in terms of the dislocation density (cf. e. g. Dejan Stojakovic:
Microstructure Evolution in Deformed and Recrystallized Electrical Steel,
Dissertation, Drexel University, 2008). In metal physics, the critical
resolved shear stress τ is proportional to the dislocation density ρ:

τ ∼ √
ρ. (7.1)
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Using the dislocation density, the contribution to the stored energy by
dislocations can roughly be estimated with Estore ∼ ρ ∼ τ2 ∼ Γ2 by using
the hardening function, which depends on the cumulative shear Γ. As a
result, the ansatz is reached to roughly approximate the stored energy
with the cumulative shear by summarizing all constant values in Ẽ0 so as
to obtain

Estore = Ẽ0Γ2. (7.2)

Consequently, the discussion results in the well-known fact that, in a
phenomenological sense, the stored energy can be considered as a function
of the accumulated plastic strain. Therefore, only the orientation and
the internal state variable Γ2, as the stored energy, are transferred to the
phase-field method for recrystallization.

The contribution of residual stresses to the stored energy is neglected
because the dominant contribution to the stored energy for recrystalliza-
tion comes from the dislocations. The residual stresses reduce during
polygonization at lower temperatures and contribute with a smaller energy
than initially available, as was figured out by Wawszczak et al. [123].

7.1.3. Data conversion

In order to bridge the gap between unstructured finite elements and
a regular finite difference grid, the Voronoi tessellation [5] is used to
construct a grain structure, as described by Raabe and Becker [90]. A finite
element after rolling is a deformed cube which contains eight integration
points inside the volume. A representative finite element volume, the
size of 30 × 30 × 30 elements, contains 216 000 integration points. Each
integration point represents one row, containing grain number, element
number, position, the three Euler angles and the stored energy estimation
(accumulated plastic strain) of the text file for the data transfer.

To map integration point data onto a regular grid, a Voronoi diagram
is created and the finite element integration points are used as Voronoi
points. Crystal orientation and stored energy of an integration point are
mapped to all discretization points of the regular grid, which belong to
the corresponding Voronoi cell. For simplicity, the finite element mesh
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is not transferred and an interpolation between integration points is not
performed, in contrast to the work of Güvenc [34].

The Voronoi point cloud is cut, as indicated by the red box in figure 7.2 a).
Cutting is applied to avoid Voronoi artifacts near the simulation domain
boundaries because no mesh restricts the Voronoi tessellation. Figure
7.2 b) shows a 2D example of Voronoi artifacts between the black and
red squares. Due to this procedure, about 9.5% (20 625) of the 216 000
integration points is cut away to reduce tessellation artifacts.

a) b)

Figure 7.2.: Black dots indicate integration points, which are used as Voronoi
points to map the finite element data on a finite difference grid. a) Exemplary
cutting of the finite element domain. The red domain of the finite element
domain (black lines) is mapped on a finite difference grid to avoid tessellation
artifacts. b) Examples of Voronoi artifacts (very large Voronoi cells) in 2D are
between the black and red squares.

Before constructing the 3D Voronoi diagram, the fineness of the regular
grid is scaled to an appropriate value, to ensure sufficient resolution to
conduct reliable phase-field simulations, so that a grain has a diameter of
about 10 to 16 grid points.
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7.1.4. Free energy formulation

The recrystallization process is based on the multiphase and multicompo-
nent phase-field model introduced by Nestler et al. [80] in chapter 3. An
additional energy term is introduced to describe the stored energy as the
driving force for the recrystallization of grains. To extend the model, the
external variable Estore for the stored energy of the finite element simula-
tion is used and an additional bulk energy density term f(x, φ;Estore) is
formulated in order to model the growth of nuclei.

The driving force for the growth of the nuclei is specified at each discretiza-
tion point as the stored energy Estore from the deformation simulation and
φ by

f(x, φ;Estore) = Estore(x)
N∑
i

mih(φi). (7.3)

Estore is introduced as an external and position-dependent field to accentu-
ate the static behavior of the field. The factor mi selects the driving force
for each phase i independently and is zero for grains that are not recrystal-
lizing or one for all recrystallizing grains. In addition, it is possible to use
m to scale the driving forces. The values of mi are determined by selecting
the nucleation threshold described in section 7.2.2. The recrystallizing
grains get an additional driving force contribution related to the stored
energy. h(φi) is an interpolation function of the phase fields φi

h(φi) = φ3
i

(
6φ2

i − 15φi + 10
)

. (7.4)

The evolution equation (3.7) is extended to

τε
∂φi

∂t
=ε[∇ · a,∇φi(φ, ∇φ) − a,φi(φ, ∇φ)] − 1

ε
w,φi(φ) (7.5)

− f,φi
(x, φ;Estore) − λ.

To model recrystallization as the dominant process over grain growth, it is
necessary to pin the microstructure except for the nuclei. In addition, no
description of the stored energy evolution is modeled, such that the grain
structure would not match with the stored energy field after a short period
of grain growth. The assumption is, the grain structure and the stored
energy field do not change significantly during recrystallization, such that
the phase-field intrinsic curvature minimization has to be turned off.
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Curvature minimization of the interface is removed by introducing the
additional term −|∇φi|∇ ·

(
∇φi

|∇φi|
)
from Folch et al. [24] to the evolution

equation (7.5). In order to add grain coarsening for recrystallizing grains,
the term is extended by the factor (1 − mi), which is appropriate, if mi is
not used for scaling and is only set to either zero or one.

In the recrystallization simulation, a three-dimensional computational
domain is considered with up to 216 000 subgrain-like grains. The evolution
of N grains is described by N phase-field equations of the form as in
equation (7.5). To reduce memory usage, a local order parameter reduction
method is applied, as described by Gruber et al. [33], Vedantam and
Patnaik [116] or Kim et al. [52]. In order to be able to efficiently compute
a large 3D simulation with the message passing interface standard [73] on
a high performance computer, the simulation domain is decomposed into
three dimensions.

7.2. Parameter Identification

7.2.1. Crystal plasticity parameters

For a statistically representative material behavior, it is necessary to build a
unit cell with a sufficient number of grains. A Voronoi algorithm generates
a grain structure of the material with 1 000 grains. The second step is
to assign the Euler angles from the EBSD measurements to the grains
by reducing the data to the number of cells. The reduction is performed
according to Eisenlohr and Roters [20].

The discretization of the unit cell, with the morphology and texture infor-
mation represented by 303 elements, is chosen to perform the deformation
simulations within a moderate computation time of a few hours. Figure
7.3 shows the undeformed unit cell after mapping the grain structure
and figure 7.4 illustrates the deformed unit cell at the final state of the
simulation.

A thickness reduction of 63% is achieved by using plane strain compression
conditions [104]. Periodic boundary conditions are applied to minimize
the constraint effects. This means that the coupling of two equivalent
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points a and b, that are located on opposite sides of the unit cell with the
macroscopic deformation gradient, is described by

ub
i − ua

i = F ij

(
xb

j0 − xa
j0

) − (
xb

i0 − xa
i0

)
,

where xa
i0 and xb

i0 indicate the position of a point pair in the non-deformed
configuration.

Figure 7.3.: Initial finite element
grain morphology.

Figure 7.4.: Deformed morphology.

The uniaxial tension tests of the cold rolled material are the only available
data of the material beside the EBSD measurements, such that the simu-
lation parameters are determined with inverse simulations. Temperature
and rolling speed of the industrial rolling process are not available. First,
a rolling simulation is performed on the cube with a normalized length
of 1 and a starting set of parameters. The thickness reduction of 63% is
achieved in 0.5 seconds. This correlates to an engineering strain rate of 1.26
per second. Then, a tension test with the deformed material is performed.
In the last step, the simulated and experimental tension test data are
compared. If the virtual stress-strain diagram does not match with the
experimental stress-strain diagram, a different set of parameters is selected
manually and the process is repeated until the simulated stress-strain
curve fits the experimental stress-strain curve.

The result of the inverse simulation process is described as follows: Elas-
ticity is assumed to be isotropic and for the investigated steel a Young’s
modulus of 200 000 MPa and a Poisson ratio of ν = 0.3 is imposed. The
hardening parameters are considered to be equal for both active slip
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families {110}<111> and {121}<111>. The parameters for self- and
latent-hardening in the Voce hardening matrix are set to 1.2. For the ratio
of latent- to self-hardening in the same slip family and also for the ratio
of slip planes in other slip families (cf. the definition in [42]), the value
is set to 1.2. Table 1 contains the resulting hardening parameters of this
inverse simulation. Additionally, the strain rate sensitivity exponent n is
set to 28 and the reference strain rate ȧ = 1/s is applied for a strain rate
insensitive simulation.

At the end of the fitting procedure, the virtual tensile test flow curve
matches the experimental profile, as depicted in figure 7.5.

Hardening parameter Value [MPa]
τ0 95
τ1 100
θ0 3,500
θ1 65

Table 7.1.: Hardening parameters after the inverse simulation procedure

Figure 7.5.: The virtual and experimental stress-strain curves after cold rolling
match at the end of the inverse simulation procedure.
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7.2.2. Phase-field parameters

It is observed, that subgrains are nuclei or are able to form nuclei for
recrystallization, as reviewed by [95] and [16]. Following this line, we
define local regions of the converted finite element simulation as nuclei
for site-saturated nucleation, so that no new nuclei are introduced during
recrystallization. To identify nuclei, we assume that grains with a high
amount of stored energy are able to form nuclei.

Two nucleation thresholds based on EBSD data and a user-defined value are
introduced, such that two large 3D phase-field simulations are conducted.
The threshold based on the EBSD measurements, is defined by the number
of grains before and after annealing. Before annealing, 77 088 grains are
counted and after annealing, there are 2 565 grains, which is about 3.33%.
This value is used to select grains with the highest amount of stored energy
and results in 6 505 nuclei (3.33% of 195 375 grains) for the recrystallization
simulation. The manually chosen threshold selects the top 0.05% (265
nuclei) grains with the highest amount of stored energy. Figure 7.6 depicts
the two nucleation thresholds and the stored energy sorted grains of the
finite element simulation.
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Figure 7.6.: Stored energy sorted grains with the EBSD-based nucleation thresh-
old (top 3.33%) and a manually chosen nucleation threshold (top 0.05%).
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Adiabatic conditions are imposed at the domain boundaries for the phase-
field method. To simulate recrystallization, we use the following set of
dimensionless parameters: Grid spacing is equal in all dimensions and is
set to Δx = 1, the time step width Δt is set to 0.06, the interface thickness
parameter is ε = 5 and γαβδ is set to the constant value 10.

The total number of time steps is set to 3 000 to capture the recrystallization
process for the EBSD-based nucelation threshold simulation, and for the
manually chosen nucleation threshold simulation the total number of time
steps is set to 11 000, because a higher amount of nuclei will lead to a
faster recrystallization. Simulation snapshots are taken after every 100th
time step for the EBSD-based threshold simulation and after every 1 000th
time step for the manually chosen threshold simulation. In addition to
recrystallization, we simulate grain growth for the EBSD-based nucleation
threshold simulation until time step 100 000. Because hard disk memory
is a limiting factor, we store only the sharp interface field and the stored
energy field, where each field requires 1 GB per snapshot. A capacity of
about 300 GB will be occupied in total by all snapshots together.

In order to compute the large simulation domain of 1 900×660×214 cells
within a reasonable time, 18 469 CPUs are utilized, such that each CPU
takes care of about 25×25×25 cells. To decrease computation time further,
only cells with a gradient are computed. In other words, a cell update is
computed only in the interface area and not in the bulk area.

7.3. Results

Before presenting the orientation distribution functions (ODF) in Euler
space after each experimental and simulated process step, the simula-
tion results are compared with the JMAK model and the ODFs after
parameterization, recrystallization and grain growth are shown.

To provide a comparision with the JMAK model, we assume site-saturated
nucleation with the JMAK exponent of 3 and a shape factor of 4π

3 for
spheres, such that the growth rate is used as the fitting parameter to
match the simulations. Because the EBSD-based nuclei have a volume
fraction of 6% from the start of the simulation, we shift the volume frac-
tion with the dimensionless time of 40 to provide a better match with the
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JMAK model. This is not necessary for the manually chosen nucleation
threshold volume fractions. Figure 7.7 depicts the fitted JMAK model
with two different recrystallization speeds due to a different amount of
initial nuclei. The JMAK model shows deviations compared to the simu-
lation results, because the two methods are based on different assumptions.
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Figure 7.7.: The recrystallized volume fractions Xv are compared with the JMAK
fits.

To evaluate the ODFs for body-centered cubic (bcc) steel sheets, it is
sufficient to plot the φ2 = 45◦ slice of the Euler space with cubic crystal
symmetry and an orthorhombic specimen symmetry. The fibers of interest
after cold rolling and annealing are the α fiber (φ1 = 0◦, 0◦ ≤ Φ ≤ 90◦,
φ2 = 45◦) and the γ fiber (60◦ ≤ φ1 ≤ 90◦, Φ = 54.7◦, φ2 = 45◦). Both
fibers are visible at φ2 = 45◦ and their development during rolling and
annealing is nicely explained by Raabe and Lücke in [91]. The α fiber
and the γ fiber develop during cold rolling. During annealing, the α fiber
reduces its intensity except for Φ = 54.7◦ and the γ fiber increases its
intensity further. Figure 7.8 a) depicts the Euler space and figure 7.8 b)
depicts the α and γ fibers at φ2 = 45◦.
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Figure 7.8.: a) The Euler space of a cubic crystal symmetry and an orthorhombic
specimen symmetry with a slice at φ2 = 45◦. b) The location of the α and γ
fibers at the φ2 = 45◦ slice with the experimentally measured ODF after cold
rolling in the background.

It is possible to estimate the recrystallization ODF by assuming an equal
volume fraction of the nuclei after recrystallization. In figure 7.9, these
estimations are compared with the ODFs after numerical recrystallization,
together with the orientation distribution of the last snapshot for the
EBSD-based nucleation threshold simulation. All ODFs in figure 7.9 have
a strong γ fiber in common. The maximum value difference between
the estimated and the recrystallized ODFs is significantly higher for the
manually chosen nucleation threshold simulation, which is accompanied by
a bigger change of the toal distribution. In contrast to the manually chosen
nucleation threshold, the recrystallization process does not change the
ODF significantly for the EBSD-based nucleation threshold simulation.

In figure 7.10, the φ2 = 45◦ slices of the ODFs are ordered along the process
chain according to the schematic drawing in figure 7.1. The experimental
ODF consists of 8 416 orientations and the ODF of the finite element
starting condition covers 1 000 orientations after hot rolling. Because
only a part of the measured orientations is used to generate the starting
conditions for the finite element computantion, the ODFs are not equal.
But both ODFs are nearly random, which is indicated by the maximum
value around 1.
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Figure 7.9.: The rows contain the ODFs for the EBSD-based and manually
chosen nucleation thresholds. The first column contains the estimated ODFs
based on the nucleation thresholds. The second column contains the ODFs of
the numerically recrystallized grain structure. The last column shows the ODF
of the last simulated time step.

After cold rolling, the development of the α and γ fibers is reproduced by
the crystal plasticity model, as well as by the experiment. The maximum
value produced by the simulation is higher than in the experiment and
the peaks are located reasonably close to the experimental measurements.
Another difference between experiment and simulation is the pronounced α
fiber in the experiment and the strong γ fiber of the simulation, as well as
the strong texture components {001}<110> (φ1 = 45◦, Φ = 0◦, φ2 = 45◦)
and {001}<010> (φ1 = 90◦, Φ = 0◦, φ2 = 45◦) in the experiment. The
deviations can be related to the small sample size of 1 000 low resolution
grains.

The data conversion step between the finite elements and the finite differ-
ence grid does not influence the ODF significantly, although 9.5% of the
integration points are deleted. The ODF of the manually chosen nucleation
threshold is used in figure 7.10 to represent the recrystallized state. After
annealing, the γ fiber is strengthened, the α fiber intensities are reduced
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and the maximum value is increased in the experiment, as well as in the
simulation.
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Figure 7.10.: The simulations are able to reproduce the major developments of
the α and the γ fibers compared to the experiments. The differences after hot
rolling are neglecable due to nearly random orientation distributions. The slices
through the Euler space at φ2 = 45◦ of the ODFs after each process step for the
experiments, the finite element method and the phase-field method layer are
sufficient for comparison of body-centered cubic metals after cold rolling and
annealing.

To complete the results section, the grain structures in figure 7.11 after data
conversion, recrystallization and grain growth is presented, where inverse
pole figure coloring is used to show the crystal lattice orientations.
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a) b)

c) d)

Figure 7.11.: Inverse pole figure colored grain structures a) after data conversion,
b) after recrystallization with the manually chosen nucleation threshold, c) after
recrystallization with the EBSD-based nucleation threshold and d) after some
grain growth of the EBSD-based nucleation threshold simulations.
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7.4. Discussion

In contrast to the work of Raabe and Becker [90] and Takaki and Tomita
[112], an experimentally accompanied, coupled approach to simulate static
recrystallization in 3D with many grains or subgrain-like grains is presented,
which allows a more reliable analysis of the orientation distributions.
Unfortunately, the larger scale prevents a detailed description of the
subgrain structure, as presented by Suwa et al. [110] and Takaki and
Tomita [112]. The subgrain structure is critical to reproduce the nucleation
process properly, as reviewed by Rios et al. [95].

The crystal plasticity finite element model is able to reproduce the ma-
jor crystal orientation changes, together with a reasonable estimation of
stored energy. Incorporating a higher resolution of the grains during the
deformation process or using a more precise description of the dislocation
distribution by crystal dislocation theory [57], continuum dislocation dy-
namics theory [101] or even discrete dislocation dynamics, would increase
the validity of the starting condition for recrystallization. On the other
hand, the computational costs would increase, the higher the level of
detail.

The overall approach seems promising to investigate recrystallization phe-
nomena, but further refinements are necessary to reproduce the orientation
distributions during deformation more accurately and to select the nuclei
more sophisticatedly such as temperature-dependent material quantities.
One of the next questions is, whether the same approach is able to pro-
duce similar results for face-centered cubic metals, where other fibers and
texture components are of interest.

7.5. Conclusion

We present a coupled approach of a crystal plastiticy finite element model
with a phase-field model to simulate the grain structure evolution during
combined cold rolling (deformation) and annealing (static recrystallization)
processes for DC04 steel in a multiscale 3D treatment. The simulations are
supported by experimental measurements to parameterize the simulations
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and to validate the results. Attention is placed on the orientation distribu-
tions after each process step, where both simulation methods are able to
capture the major developments of the α and γ fibers during cold rolling
and annealing, such that the simulation results are in good agreement
with the experiments and the literature.

The used crystal plasticity model is able to produce reasonable estimations
of stored energy and crystal lattice rotations for the simulation of recrys-
tallization in 3D. Without resolving a complete subgrain structure, the
simplified nucleation process of selecting the nuclei by an energy thresh-
old, delivers appropriate results by means of orientation distributions.
Depending on the nucleation threshold, it can be necessary to simulate
recrystallization to capture texture changes. Furthermore, a seamless
transition from recrystallization to grain growth is achieved. With a high
performance computation facility, the large recrystallization simulations
are computed within reasonable time.



8. Outlook

The study of regular grains in 2D with different grain boundary energies
showed the isotropic behavior in average, but the growth rate distributions
show a variety of possible growth rates without directly abnormal growing
grains. A study of the topological arrangements incorporating the next
neighbors will be a direct next step to relate abnormal grain growth with
grain boundary energy anisotropy and to compare the model of Humphreys
in [44].

To incorporate curvature and to simulate a longer timespan with the
vertex model is a very interesting and important refinement. Further, a
vertex model with faceted anisotropy could reveal the secret behind the
abnormally fast growing grains.

3D simulations are a large computational challenge for the brute force
approach, even with a fast vertex model. The parameter space is growing
exponentially, such that only the largest computation facilities would be
able to compute such a challenging task.

The communication bound, parallel computation of large 2D and 3D do-
mains makes a 2D decomposition and a 3D decomposition, respectively,
necessary to be able to compute large-scale simulations. The clear perfor-
mance model based on a timing model is able to support the necessity of
higher order decomposition to achieve a sufficient efficiency. In order to
achieve an even better performance, it is necessary to perform a detailed
analysis of the memory usage. One step further would be to implement
3D or 3.5D blocking to minimize cache misses [82] and to improve the
sequential runtime. 3D load balancing, adaptive mesh refinement and
vectorization would reduce the computation time to a minimum.

The numerical recrystallization of body-centered cubic iron with the cou-
pled approach was able to capture major texture development processes.
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A simulation series with different thickness reductions together with a
parameter study for nucleation would be able to identify strengths and
weaknesses of the presented approach. It would be of great interest, if the
current coupled approach is able to produce good results for face-centered
cubic metals in the same process chain. For fcc metals, the fibers of interest
and the development is different.

One common tendency can be derived from this work. New opportunities to
gain insights and to identify or validate relations are enabled by increasing
the computational scale. The results of large-scale investigations often
involve large amounts of data, which have to be handled with ease to be
able to analyze or visualize them. Furthermore, the way of increasing the
scale to the limit or to the next order of magnitude is a scientific task of
its own, because scientific computing is diverse.
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Grain growth behavior

The following diagrams are related to chapter 3 Grain growth behavior.
The diagrams show the growth rates of the n-sided grain simulation
series.

The growth rates (blue diamonds) and the average growth rates (red
square) of the 500 n-sided grain series with the Read–Shockley and faceted
anisotropy models for 4 ≤ n ≤ 8.
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Figure A.1.: Growth rates (blue diamonds) with the average value (red square)
of a 4-sided grain for 100 random lattice configurations with the Read–Shockley
model. Shrinkage with smaller than 3.5 is not captured, because the central
grain had a too small area.
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Figure A.2.: Growth rates (blue diamonds) with the average value (red square)
of a 5-sided grain for 100 random lattice configurations with the Read–Shockley
model.
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Figure A.3.: Growth rates (blue diamonds) with the average value (red square)
of a 6-sided grain for 100 random lattice configurations with the Read–Shockley
model.
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Figure A.4.: Growth rates (blue diamonds) with the average value (red square)
of a 7-sided grain for 100 random lattice configurations with the Read–Shockley
model.
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Figure A.5.: Growth rates (blue diamonds) with the average value (red square)
of a 8-sided grain for 100 random lattice configurations with the Read–Shockley
model.
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Figure A.6.: Growth rates (blue diamonds) with the average value (red square) of
a 4-sided grain for 100 random lattice configurations with the faceted anisotropy
model. One outlier is present with a negative growth rate
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Figure A.7.: Growth rates (blue diamonds) with the average value (red square) of
a 5-sided grain for 100 random lattice configurations with the faceted anisotropy
model. One outlier is present with a negative growth rate and one outlier has a
positive growth rate, whereas most configurations lead to negative growth rates.
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Figure A.8.: Growth rates (blue diamonds) with the average value (red square) of
a 6-sided grain for 100 random lattice configurations with the faceted anisotropy
model. The configuration, which leads to a positive growth rate is modified,
such that an even faster growth (green triangle) is obtained.
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Figure A.9.: Growth rates (blue diamonds) with the average value (red square) of
a 7-sided grain for 100 random lattice configurations with the faceted anisotropy
model. One configuration leads to a fast shrinkage.
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Figure A.10.: Growth rates (blue diamonds) with the average value (red square)
of a 8-sided grain for 100 random lattice configurations with the faceted anisotropy
model. A clear outlier is not present but some growth rates are significantly
above or beneath
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Performance measurements

All runtime measurements of the simulation settings A, B and C from
chapter 5 and 6 are listed here.

CPUs Seconds Speedup Efficiency
1 254 997 - 100.00%
7 41 116 6.20 88.60%
15 20 197 12.63 84.17%
31 10 951 23.29 75.11%
63 5 324 47.90 76.03%
127 3 116 81.83 64.44%
255 1 979 128.85 50.53%

Table A.1.: Runtime, speedup and efficiency of the 1 000×1 000 cells 2D dendrite
with 1D domain decomposition (configuration A.1).

CPUs Seconds Speedup Efficiency
1 2082934 - 100,00%
8 316289 6,59 82,32%
16 169391 12,30 76,85%
32 93247 22,34 69,81%
64 57337 36,33 56,76%
128 37043 56,23 43,93%
200 33040 63,04 31,52%

Table A.2.: Runtime, speedup and efficiency of the 200×200×200 cells 3D
dendrite with 1D domain decomposition (configuration A.2).
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CPUs Seconds Speedup Efficiency
1 2082 934 - 100.00%
8 219 562 9.49 118.58%
16 134 177 15.52 97.02%
32 60 072 34.67 108.36%
64 34 626 60.16 93.99%
128 19 669 105.90 82.73%
256 9 580 217.43 84.93%

Table A.3.: Runtime, speedup and efficiency of the 200×200×200 cells 3D
dendrite with 3D domain decomposition (configuration A.2).

CPUs Seconds Speedup Efficiency
1 878 731 - 100.00%
7 162 430 5.41 77.28%
15 85 039 10.33 68.89%
31 47 032 18.68 60.27%
63 29 679 29.61 47.00%
127 22 802 38.54 30.34%

Table A.4.: Runtime, speedup and efficiency of the 500×500×500 cells 3D
dendrite with 1D domain decomposition (configuration A.3).
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Growth rate distributions

The growth rate distributions of chapter 4 for regular n-sided grains with
3 ≤ n ≤ 8 are computed with the vertex model. The n-sided grains
are symmetrically but the resulting growth rate distributions are not
symmetric and move from negative growth rates to positive growth rates
with increasing neighbor count.
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Figure A.11.: The growth rate distribution of a 3-sided grain is characterized
by two small and four large cusps in the negative growth regime. The isotropic
peak is pronounced compared to the growth rate distributions for more than
three neighbors.
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Figure A.12.: The growth rate distribution of a 4-sided grain is characterized by
two small and five large cusps.
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Figure A.13.: The growth rate distribution of a 5-sided grain is characterized by
six superimposed cusps. Almost one third of the growth rates are in the positive
growth regime.
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Figure A.14.: The growth rate distribution of a 6-sided grain is characterized by
an average growth rate of zero and no distinct cusp.
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Figure A.15.: The growth rate distribution of a 7-sided grain aligns to a normal
distribution.
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Figure A.16.: The growth rate distribution of a 8-sided grain consists mainly of
growing configurations.
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Tools

List of tools used to perform this work.

Simulation
Simulation PACE3D
Analysis PACE3D, Excel, bash, sed, awk, Mathematica,

Python
ODF analysis Matlab with MTEX 4.0

Programming
Programming Eclipse, QT
Debugging valgrind, gdb
Parallelization MPI, OpenMP
Parallel Debugging Allinea Distributed Debugging Tool
Version Control git

Art and Text
Illustrating PowerPoint, SketchUp, KolourPaint, Gimp,

Python, Mathematica, PACE3D, TikZ, Gnuplot
Text editing Kate, Sublime Text, vi, nano, Kile
Typesetting LATEX

Organization
Reference Manager Mendeley, JabRef
Office Microsoft Office, Libre Office, Open Office
Collaboration Dropbox, F*EX file exchange, USB Drive,

Google Hangouts, Adium, Thunderbird, Pidgin

Miscellaneous
Browser Mozilla Firefox, Google Chrome, Konqueror
Language C, C++, bash, Python, Visual Basic, OpenCL
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