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1. Introduction

Modern life without electronic devices is not imaginable as they penetrate every aspect

of our lives. Many children, for example, cannot imagine a life without their smartphones

and modern hospitals are unthinkable without electronic equipment. With declining use

of incandescent light bulbs, even modern light sources will soon have their own integrated

circuit.

All modern electronic devices are based on transistors. The first patents on the so

called solid-state amplifier, i.e. the solid-state field effect transistor (FET), were filed

by Lilienfeld in 1925-1928 [1–3] and Heil in 1934 [4]. Lilienfeld describes his concept as

“a method of and apparatus for controlling the flow of an electric current between two

terminals of an electrically conducting solid by establishing a third potential between said

terminals” [1]. In the 1940s, Haynes and Shockley experimented at Bell Telephone Lab-

oratories with Germanium-crystal-based transistors [5]. The use of transistors enabled

the creation of the ‘second generation’ of computers [6]. “For their researches on semi-

conductors and their discovery of the transistor effect”, Shockley, Bardeen and Brattain

were jointly awarded the Nobel Prize in Physics in 1956 [7].

Technological advances in transistor design and the significant reduction of production

costs per unit triggered an astounding boost in electronics applications. This development

led Moore to recognize and forecast a constant exponential rise in the number of electronic

components per integrated circuit (IC) as early as 1965 [8]. His prediction came true and

today this trend - shown by Wgsimon1 in Figure 1.12 - is well known as “Moore’s Law”.

The observed exponential trend is largely driven by a rapidly miniaturization process of

transistor components. Current processing units are based on transistors that are only a

few nanometers in diameter [9], while in 1972, the production of a modern metal-oxide-

semiconductor field-effect transistor (MOSFET) involved a 10 micrometer process [10].

1Wgsimon: http://commons.wikimedia.org/wiki/User:Wgsimon
2CC BY-SA 3.0: http://creativecommons.org/licenses/by-sa/3.0/legalcode
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1. Introduction

Figure 1.1.: Transistor counts in dependence of the dates of introduction. The de-

velopment overt time shows an constant exponential rise. By Wgsimon

(CC BY-SA 3.0)

Today, modern smartphones and other wearables (wearable electronic devices) have com-

puting power that is comparable to early supercomputers, e.g. the smartphone Samsung

I5500 Galaxy 5 reaches in the Linpack benchmark [11] roughly 10 Mflops [12] while the

supercomputer CRAY-1, built in 1976, reached 12 Mflops. In comparison, the Cray XK7,

built in 2012,3 has 17.59 Pflops, i.e. 17.59 · 109 Mflops.

With rising computing power, more precise simulation methods and simulation of larger

system sizes have become feasible, enabling the study of nature in far greater detail,

ranging from quantum dot problem to full airplane simulation. The importance of ma-

terials simulation to the scientific community at large was particularly emphasized when

advances in modeling molecular systems were awarded with the last years Nobel Prize in

3At the time of this writing, this is the highest Cray in the top 10 list of supercomputers
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1. Introduction

Chemistry in 2013. Martin Karplus, Michael Levitt and Arieh Warshel received the prize

for their development of multiscale models for complex chemical systems [13].

In search of new, more efficient and cheaper materials, research groups began looking at

organic semiconductors as device layers in the 1980s. In 1987, the first so-called organic

electroluminescent diodes (OLEDs) were reported by Tang et al. [14]. 25 years later

the more advanced version of this technology, active-matrix organic light-emitting diodes

(AMOLED) can be found in selected television and smartphone displays [15].

Materials used in organic electronic devices differ substantially in their nature from their

inorganic counterparts. Many devices use materials based on small molecules, such as

pentacene, some are based on polymers and others require robust single-walled carbon

nanotubes (SWCNTs) [16]. Their intrinsic properties can also differ, e.g. while crystalline

materials are known to possess a high charge carrier mobility [17], amorphous semicon-

ductors typically have a charge mobility that is several orders of magnitude lower [18].

High charge carrier mobility is important for efficient charge separation at the interface

of organic photovoltaic devices. The longer the transport of the exciton takes to travel to

the interface, i.e. the donor-acceptor heterojunction, the higher is the chance of recombi-

nation leading to decrease in charge collection efficiency. In transistors and OLEDs, the

charge mobility therefore determines the response time, short transit time, and maximal

switching frequency [19].

While organic electronic devices are already present in industrial-grade devices, many

fundamental aspects of the underlying physics are still largely unknown. Consequently,

there has been great interest in understanding and ultimately predicting the behavior

of organic electronic components in the material simulation community with the goal of

improving the design process of these components [20–22]. Simulations, in addition to

being a cost efficient materials pre-screening tool, can offer insights that are not available

through experiments.

One of the challenges is the identification and fabrication of organic surrogates for in-

organic semiconductors. Unfortunately, organic materials often possess less attractive

properties compared to their inorganic counterparts. For example, the typical charge mo-

bility of organic semiconductors is much smaller than, for example, the charge mobility

of silicon. As the charge mobility is responsible for the limitation in response time of

devices and essential for efficient photovoltaics, organic materials with high charge carrier

mobility are needed. Therefore, it is important to develop a model, which is capable of

predicting charge mobility. In this thesis, a new developed model for charge mobility
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1. Introduction

prediction is applied to amorphous and crystalline organic semiconductors and the results

are compared with experimental data ranging over many orders of magnitude.

Once a promising material was identified, the candidate is checked for ways into mass-

production. For the single-walled carbon nanotubes, which have phenomenal properties,

production of chemically pure species with respect to diameter and chirality remains

challenging. SWCNTs have intrinsic properties depending on their diameter and angu-

lar pattern [23] and therefore need purification for successful application. Single-walled

carbon nanotubes cannot be synthesize selectively in an inexpensive way and do not

reach the purity accustomed to, for example, inorganic materials. Instead, mixtures of

miscellaneous nanotubes are commonly produced [24, 25].

For this reason, many sorting procedures for SWCNTs have been explored [26, 27]. One

widely explored idea is the development of molecules that selectively bind only to specific

SWCNTs, which may then easily be separated by centrifugation. While the use of DNA

[28] was found to be a powerful tool, it is too expensive for mass-production. Thus,

polymers were tested [29–38], which have some similarities to DNA, but are less expensive

and can easily be produced efficiently and cheaply.

In our days, the search of selective polymers requires extensive synthesis and experiments

for each candidate. To reduce the number of these costly experiments reliable simulation

methods would be very helpful. Previous simulations focused only on one or few polymers

and tend to reach qualitative results at best [29, 33] because the time-scale of polymer

wrapping is very large. In this thesis, a new multiscale model is developed to simulate the

wrapping of polymers on single-walled carbon nanotubes. This model aims to predict the

selectivity of polymers towards SWCNTs. At the example of conjugated polymers with

different complexity, this model is tested and compared to experimental data.

The utilization of organic materials results in new types of interfaces within a device, e.g.

organic-organic and organic-inorganic. The simulation of processes at organic-organic

interfaces proved challenging [20] and often only idealized systems are analyzed. For a

better understanding, realistic interface morphologies are required. Also the transition

from bulk to interface region is of high interest. In this work, the extension of the interface

into the bulk material is analyzed for different material orientations at the interface.

To summarize, this thesis focuses on three aspects involving multiscale materials sim-

ulation: the first topic of research addresses the estimation of charge carrier mobilities

in organic semiconductors via a sophisticated ab-initio workflow. Second, simulation of
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1. Introduction

realistic morphologies of organic-organic crystalline interfaces is described. Finally, the

simulation of the ability of polymers to sort SWCNTs is addressed.

In more detail, the structure of the thesis is as follows: first, in Chapter 2, a general

theoretical framework for understanding the presented work is established. The chap-

ter presents an overview to the subject areas that form the foundation for the rest of

the thesis, including the concepts to describe hopping transport of charge carriers in

organic semiconductors and important aspects involved in organic heterojunctions. Fur-

thermore, an overview of the application and production of single-walled carbon nano-

tubes is given. Additionally, the second chapter includes a new coarse-grained approach

to model the wrapping of polymers on single-walled carbon nanotubes. While many

theoretical studies make qualitative statements regarding how polymers wrap themselves

around SWCNTs [29–38], the new model yields quantitative results by covering the whole

configuration space of polymers on each SWCNT at feasible costs.

The topics require the simulation of molecules and molecular systems on various length

scales, whereby, each one requires a different model and method. Therefore, chapter 3

introduces the main computational methods and applications used for the simulation of

different length scales. Density Functional Theory (DFT) is presented first, followed by

an explanation of the MNDO method. Afterwards, the concepts of Molecular Dynamics,

classical force fields and the essential simulation methods are discussed.

Chapter 4 focuses on the calculation of the intrinsic charge carrier mobility of organic

semiconductors, which is especially important to OLEDs [39–41]. While a number of

phenomenological semi-analytical models were developed [42], this thesis uses the new

analytical formula that can directly incorporate data from first principles simulations [43]

to analyze the mobility. In order to test this approach, a complex ab-initio based work-

flow was developed and applied to seven different organic materials, five of which are

amorphous and two are crystalline materials. Computations of the required quantum me-

chanical material properties, namely, the reorganization energy, the electronic coupling

parameter and the local energy disorder, have been performed from DFT calculations.

The influence of the input morphology is analyzed as well as the impact of different DFT

functionals and basis sets. This allows for an estimate of the quality of the predicted

charge carrier mobility.

After examining the charge carrier mobility, the thesis turns from the intrinsic material

bulk properties towards organic interfaces. Many processes in organic devices take place

at the interface and therefore a profound knowledge of realistic interface morphology is of
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high importance [20]. In Chapter 5 the simulations of realistic morphologies of organic-

organic interfaces are analyzed at the example of two crystalline materials. The aim is

the identification of disorder regions and their dependence on the crystal planes facing

the interface.

Chapter 6 deals with the interface between single-walled carbon nanotubes and conjugated

polymers. It addresses the polymer aided sorting process of single-walled carbon nano-

tubes in respect to their diameter. The new model developed in section 2.5 describing the

wrapping process with only few parameters is applied. In contrast to many MD studies

on polymer wrapping, the coarse-grained model can span the whole configuration space

for polymers on each SWCNT making quantitative predictions possible [44, 45]. At the

example of four pyridine containing co-polymers and two more complex 9,9-dioctylfluorene

containing co-polymers the polymer wrapping model is tested against experimental data.

The thesis concludes with a summary of the work in Chapter 7 including an outlook for

continuing work on possible improvements.
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2. General theoretical framework

The theoretical background forming the foundation of this thesis is presented in this

chapter and the requirements of the thesis specific workflows are outlined.

A successful study in molecular materials simulations often includes the combination of

several simulation steps with a number of very different approaches. A general overview

on simulations of multiple scales and the connection of the given theoretical models with

the required level of detail in the simulated systems are given. Section 2.2 then, describes

the requirements in detail and the complexity of the workflow for estimating the charge

carrier mobility in organic materials with charge carrier hopping. Afterwards, disorder at

organic-organic interfaces is introduced. Section 2.4 presents single-walled carbon nano-

tubes and, their applications and challenges in utilizing them. Finally, a new model for

describing the wrapping process of polymers around single-walled carbon nanotubes is

developed from scratch, which will be used in a later chapter to predict the selectivity of

the polymers towards nanotubes, facilitating thereby the nanotube sorting.

2.1. Simulating on multiple scales

Multiscale modeling of materials is one of the important aspects in successfully simulate

and calculate materials properties and phenomena. Each simulation and the problem

addressed with it, has its own optimal model to be treated with as shown in Figure 2.1,

and the treatment of most physical effects requires the combination of several models.

A reasonable choice of model largely depends on the length scale and, for time dependent

problems, on the duration of the investigated phenomenon. In general, the larger the

system size and the longer the simulated time, the larger the need for generalization and

approximation within the model. Small systems with few atoms and electrons on short

time scales can be treated with full quantum mechanical models in a feasible manner.

For systems that are more complex atomistic models focusing on classical treatment of

7



2. General theoretical framework

continuum model

µ =
eβB

2n 1+C
exp(A)

√

time

le
n
g
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ps ns μs ms s

nm
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mm
coarse-grained model

Models on multi-scales

all-atom: classical

all-atom: QM

Figure 2.1.: Schematic overview of models employed on different length and time scales.

Depending on the length scale indicated on the y-axis and time dependence of

problems given on the x-axis different models are applied. Small systems with

a few atoms and on short time scales are best treated by quantum mechanical

(QM) all-atom models such as density functional theory. For larger systems

that are usually more complex classical all-atom models such as Molecular

Dynamics can be used. With large size and complexity it might be beneficial

to use roughly approximating coarse-grained models and for slow phenomena

and large scales of more than few µm continuous models are best utilized.

atoms can be used. Such force field based models typically grow with O(N2). Thus,

with increasing system size and complexity, it might become beneficial to use averaging

coarse-grained models and for slow phenomena and large scales of more than a few µm

continuous models are best employed.

All-atom: Quantum mechanical model Quantum mechanical (QM) models focus on

the electrons in the system and on solving the time-independent Schrödinger equation

HΨ = EΨ (2.1)

where H is the Hamilton operator, E the system’s energy and Ψ the wave function.

This leads to a tightly coupled many-body problem with a high number of degrees of

freedom. The equation is only solvable for simple cases with only a few particles involved.

Consequently, methods using this model require simplifications and potent assumptions.

A widely used method is the Density Functional Theory described in chapter 3.1.

8



2.1. Simulating on multiple scales

All-atom: Classical atomistic model For larger systems with many atoms and molecules

the importance of QM effects declines and the system can be treated with classical all-

atom models. Unlike the QM models, classical models focus on the atoms in the system

and replace single electrons with effective potentials. The motion is handled by classical

mechanics through various potentials representing different aspects of interactions. While

QM focuses on the Schrödinger Equation, Molecular Dynamics (MD) is based on classical

mechanics, especially on Newton’s second law

mẍ = −∇xV (x) (2.2)

with the atomic mass m, the second time derivative of position x, the nabla operator ∇
and the potential V depending on the position x. The well-known method of this model

is Molecular Dynamics described in chapter 3.3.

Coarse-Grained models Coarse-graining can mean using highly abstracted units and

leaving out many details. A comprehensive overview on “coarse-grained modeling of soft

condensed matter” can be found Reference in [46]. Owing to the lowered number of

objects and therefore the reduced number of degrees of freedom the simulations become

less resource intensive while the accuracy for specific problems can be kept. This enables

researching of new fields and problems which cannot be addressed by QM or atomistic

models. Coarse-graining has to be done carefully, to avoid the loss of important aspects

of the phenomena studied. Many different coarse-grained models (CG) have been devel-

oped [47–53]. However, the reusability of these models is low owing to the specialized

nature of the problems.

As an example of coarse-graining, the development of a new CG model can be followed

in Section 2.5 where the polymer wrapping around single-walled carbon nanotubes is

explained step by step.

Continuous models Continuous models are characterized by parametrized equations,

e.g. for calculating macroscopic properties, such as the charge carrier mobility. The

parameters can be obtained from experimental data or calculated, approximated etc. by

other methods. Continuous models assume well-behaved characteristics within the scope

of application.

9



2. General theoretical framework

2.2. Charge carrier mobility in organic semiconductors

Charge carrier mobility plays a significant role in most electronic devices. While the charge

mobility is an intrinsic material quantity, the underlying process takes place on molecu-

lar level. In organic materials in van-der-Waals regime with weakly coupled molecules,

hopping transport is the dominating effect, i.e. by charge hopping from one molecule i to

the next molecule j.

2.2.1. From Markus theory to charge mobility

The hopping process can be described by the Master Equation [39, 43]

dpi
dt

=
∑
i

piωij(1− pi)− piωij(1− pj) (2.3)

with pi being the probability of a charge on molecule i, ωij the hopping rate for a charge

transfer from molecule i to molecule j. The sum over all probabilities is equal to the

number of charge carriers in the system
∑

i pi = Ncarriers.

The theoretical foundation for rates in this hopping process was developed by Marcus in

1956 [40]. “For his contributions to the theory of electron transfer reactions in chemical

systems” the Royal Swedish Academy of Sciences awarded the Nobel Prize in Chemistry

in 1992 to Marcus [54]. The charge carrier transfer rate, or Marcus rate, is given by

equation

ωif =
2π

~
|Jif |2

√
β

4πλ
exp

(
−β (λ+ ∆E)2

4λ

)
(2.4)

Next to the different constants, such as β = 1
kBT

and ~ defined as Planck constant h

divided by 2π, three material parameters are used: the reorganization energy λ, the

electronic coupling Jij and the energy disorder ∆E.

Rodin et al. derived an analytical formula for an upper bound charge carrier mobility

estimation based on effective medium theory [43]. They solved the Master Equation

using the Marcus rates and concluded the formula

µ =
e
√
π(βλ)3/2

2n~
√

1 + βσ2

λ

exp

[
−(βσ)2

4
− βλ

4

]
M
〈J2r2〉
λ2

(2.5)

This equation includes the elementary charge e, the dimension n, and four material pa-

rameters, namely the effective reorganization energy λ, the averaged electronic coupling

10



2.2. Charge carrier mobility in organic semiconductors

〈J2r2〉, the effective energy disorder σ and the average number of hopping partners per

molecule M .

2.2.2. Modular multiscale workflow for charge carrier mobility

The calculation of charge carrier mobility requires understanding of the effects on mole-

cular level. All material specific parameters required by Equation 2.5 are calculated by

ab-initio methods but rely on a realistic morphology to work on. In general, there are

three major parts in the workflow requiring distinct methods and models.

1. Generation of a realistic morphology (DFT, MD)

2. QM parameter determination (DFT)

3. Application of analytical formula (Continuous model)

2.2.2.1. Generation of realistic morphologies with Molecular Dynamics

The modeling of a realistic morphology depends on the material. For crystals on the

one hand, the easiest way to obtain the crystal structure is the usage of the Cambridge

Crystallographic Data Centre (CCDC) [55] which contains “the information on many hun-

dred thousands of crystal structure information”. The structure itself can be assembled

e.g. by the Mercury package [56]. On the other hand, amorphous semiconductors can

be modeled using either Molecular Dynamics, introduced in Chapter 3.3, or molecular

deposition based on Monte Carlo code [57]. The amorphous structures described and

analyzed for their charge carrier mobility were prepared with the Molecular Dynamics

package GROMACS [58–61] using the rapid cooling approach described in section 3.3.2.

2.2.2.2. QM parameter from first principles

On realistic morphologies the hopping process of charge carrier transfer can be studied.

Therefore, a profound understanding and treatment of effects on molecular level is re-

quired. In this work all essential material parameters are calculated from first principles,

meaning no experimental data or fitting is used. The procedures for obtaining the four

effective parameters

� (Effective) reorganization energy λ

11



2. General theoretical framework

� Electronic coupling parameter 〈J2r2〉

� Average transfer partners per hopping site M

� (Effective) energy disorder σ

are implemented in a tool called Shredder (Research group Wenzel, Institute of Nanotech-

nology, Karlsruhe Institute of Technology) based on DFT methods, which are described

in chapter 3.1. In the following text, the methods and ideas behind the procedures in

Shredder are discussed starting with the reorganization energy λ, followed by an insight

to the electronic coupling calculations of molecule pairs and at last the energy disorder σ

treatment.

Reorganization energy The reorganization energy λ for the charge hopping process

describes the energy required to relax the molecular structure when changing the number

of electrons, i.e. when adding or taking away one electron as illustrated in Figure 2.2.

The figure shows the schematic energy profiles as harmonic potentials for two orbitals

dependent on the molecule’s geometry with four highlighted points. Point 1 represents

the ground-state energy E(1) of the relaxed neutral molecule. When charging, the energy

level E(2) at point 2 is reached. Point 3 represents the energy E(3) of the charged molecule

in the relaxed structure. Finally, point 4 marks the energy E(4) of the neutral molecule

in the molecule structure of point 3.

The reorganization energy λ results from the energy difference of E(2) and E(3):

λ = E(2)− E(3) (2.6)

In a charge transfer (hopping) process two molecules are involved. Therefore, the re-

quired effective material parameter λeff for the mobility calculation has to combine the

reorganization energies from both molecule relaxations. This is done by summing up both

reorganization energies. The calculation of the effective reorganization energy - here for

hopping in pure materials - is done in four DFT steps [62].

1. Relaxation of neutral molecule in vacuum (Eneutral, relaxed = E(1))

2. Single point calculation of charged molecule on the relaxed geometry of the neutral

molecule (Echarged, fixed = E(2))

3. Relaxation of charged molecule in vacuum (Echarged, relaxed = E(3))

12



2.2. Charge carrier mobility in organic semiconductors

Reaction coordinate

E
n
e
rg

y

λ

1

2

3

4

Figure 2.2.: Schematic diagram of charge carrier hopping to obtain the reorganization

energy λ assuming harmonic potential energy surfaces of the neutral and

charged states of the molecule. Four points are marked by gray circles:

Point 1 marks the ground-state energy of the relaxed structure of the un-

charged molecule. Point 2 represents the energy of the molecule geometry of

point 1 but charged, with only the electronic orbital structure relaxed. The

third point marks the energy of the geometrically and electronically relaxed

charged structure. And finally, point 4 shows the uncharged energy of the

charged relaxed geometry. The reorganization energy than is calculated by

λ = E(2)− E(3).

4. Single point calculation of neutral molecule on the relaxed geometry of the charged

molecule (Eneutral, fixed = E(4))

The effective reorganization energy is calculated using Equation 2.7.

λeff = λ1 + λ2 = E(2)− E(3) + E(4)− E(1) (2.7)

The DFT calculations to obtain the energies E(1) to E(4) do not rely on harmonic

potential approximations as shown in the schematic in Figure 2.2. Instead, the accurate

energies are calculated. In the following work the reorganization energy λ always refers to

the effective reorganization energy λeff combining the energies of both molecules taking

part in the hopping process.

Electronic coupling and average number of hopping partners The electronic coupling

Jij [63, 64] between the molecule pairs (i, j) determines the hopping process on molecular

13



2. General theoretical framework

layer as illustrated in Figure 2.3 a). The coupling is calculated according to

Jij =
Fij − 1

2
(Fii + Fjj)Sij

1− SijSij
(2.8)

with the orbital overlap integral Sij =
∫
φ∗iφjdr − δij for the orbitals φi and the Fock

matrices Fij. The larger the orbital coupling, the higher the probability of charge transport

between the molecules.

i

j

k

J
ij

10
-1

10
-2

10
-3
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-5

Center of mass distance r  in nm
1.0 2.00.5 1.5

ij

E
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o
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n
 e

V
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a) b)

Figure 2.3.: Electronic coupling Jij [63, 64] for each pair (i, j) on molecular level.

a) Schematic figure of pair coupling between molecules i, j and k. b) Exam-

ple distribution for the electronic coupling Jij of highest occupied molecular

orbitals (HOMO) in NNP dimer calculations in dependence of the center of

mass distance rij of the molecules. The electronic coupling declines exponen-

tially with the center of mass distance.

Electronic coupling calculations are done on dimers, i.e. DFT calculations of molecule

pairs with fixed coordinates in vacuum. For the mobility calculation, the electronic

coupling Jij is averaged together with the distance rij = |Ri −Rj| of the center of masses

Ri and Rj of the molecules. This average adds up to the electronic coupling parameter

〈J2r2〉 when divided by the number of addends according to Equation 2.9. Only non-zero

contributions of the coupling Jij, i.e. Jij within the accuracy of the code, are considered

in the summation over the square of the product of Jij and the center-of-mass distance

rij.

〈J2r2〉 =

∑
(Jijrij)

2

N
|Jij 6=0 (2.9)

Far hops and strong coupling enhance the mobility. The average electronic coupling Jij

falls exponentially with the center-of-mass distance rij of the molecule pairs consistent
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2.2. Charge carrier mobility in organic semiconductors

with quantum tunneling. An example is given in Figure 2.3 b) showing the dependence of

the coupling Jij on the center-of-mass distance rij at the example of the highest occupied

molecular orbital (HOMO) of material NNP1. The coupling decreases with increasing

center-of-mass distance rij. This exponentially drop with the distance limits the impact

of far hops.

Energy disorder In the analytical formula 2.5 the energy disorder σ enters the exponent

in square, indicating that the charge carrier mobility µ is highly sensible of it. A profound

calculation of the effective energy disorder is therefore of high importance. It is calculated

from the electronic orbital energies Ei. In case of holes transport the studied orbital is the

highest occupied molecular orbital (HOMO) and in case of electron transport the lowest

unoccupied molecular orbital (LUMO).

The energy disorder can be described as global property σglobal or local one σlocal. The

global energy disorder σglobal = σglobal(Ei), shown in Equation 2.11, with

Emean =
N∑
i=1

Ei/N , (2.10)

is based on the orbital energy distribution of single molecules. The local energy disor-

der σlocal = σlocal(∆Eij), according to Equation 2.12, accounts for the energy difference

∆Eij = Ei − Ej of neighboring molecule pairs. Since the hopping charge transport is a

local process, this work uses the local energy disorder for the mobility estimation. The

distributions of the HOMO energy Ei and HOMO energy difference ∆Eij of neighboring

molecule pairs for the example of DEPB are depicted in Figure 2.4 a) and b), respec-

tively. According to the hopping model, the distributions Ei and ∆(Eij) are expected to

be Gaussian. The agreement with the fitted Gaussian, added in black, can clearly be seen

for ∆(Eij).

σglobal = σ(Ei) =

√∑
mols(Ei − Emean)2

Nmols − 1
(2.11)

σlocal =
1√
2
σ(∆Eij) =

1√
2

√∑
pairs(Ei − Ej)2

Npairs − 1
(2.12)

The reliable calculation of molecular orbital energies Ei is done with DFT methods. A first

approximation for these energies can be obtained by calculations with fixed coordinates in

1N1,N4-di(naphthalene-1-yl)-N1,N4-diphenylbenzene-1,4-diamine
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Figure 2.4.: Energy disorder in the highest occupied molecular orbitals (HOMO) in DEPB

morphology. In black, a Gaussian is added, fit to the histogram values. The

standard deviation of the distributions gives the value for the energy disorder

within the material. a) Distribution of the HOMO energies Ei calculated by

DFT methods on molecular level. The global energy disorder σ(Ei) complies

with formula 2.11. b) Distribution of the pair energy difference ∆Eij between

neighboring molecules calculated by DFT methods on molecular level. The

effective local energy disorder σeff = σlocal is obtained by formula 2.12 using

σ(∆Eij).

vacuum for each molecule in the system. But this approach neglects all the surrounding

molecules, especially their long range electrostatic interactions. A better approach is to

calculate the molecules in matrix, where all surrounding molecules are represented by

either their dipole or point charges on each atom, i.e. electrostatic potential charges

(ESP) explained in section 3.1.2. The environment will influence the electron orbitals

and the energies of the quantum mechanically treated molecule, which in turn interacts

electrostatically with its environment. Thus, to obtain an accurate energy landscape, a

self-consistent loop for the dipole or ESP feedback calculation is required.

The energy disorder σ in crystals is expected to be near zero since a crystal structure

accounts for highly periodic systems. However, there can be differences within the crystal

unit cell. The main contribution to the energy disorder in crystals arises from the dif-

ference in the molecule’s orbitals of the molecules within the unit cell. The amorphous

structures are expected to have a larger energy disorder caused by the various unique

molecular geometries present in the samples.
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2.3. Important interface properties and phenomena

2.3. Important interface properties and phenomena

Towards the simulation of organic devices such as organic light emitting diodes (OLEDs),

the simulation of bulk properties, e.g. the charge carrier mobility is one important step.

Another crucial aspect is the examination of the processes taking place at the interfaces.

Joining distinct materials causes an abrupt change in the electrostatic potential for

molecules near the interface. A direct consequence of interfacing distinct materials is

the shift in the work function [65, 66]. The molecules adjust to the new environment and

this transition can lead, for example, to an interfacial dipole layer or charge transfer [66].

Furthermore, in organic photovoltaics, the dissociation of exitons is a major process taking

place at the organic heterojunctions between electron donor and electron acceptor mate-

rials [20, 67–69]. Also, the creation of geminate pairs at interfaces has been studied [70].

Although these phenomena are subject to theoretical studies [20, 68, 70–75], only few

studies included the impact of realistic morphologies so far. Experimentally, an impact

of the disorder on the processes at the organic-organic interfaces has been reported, e.g.

by Zimmerman et al. [74]. They found a dependence of the polaron-pair recombination

on the interfacial disorder at C60 heterojunctions.

While the simulation of pure (bulk) materials requires rather small samples and is treated

with periodic boundaries, the simulation of organic interfaces demands larger simulation

boxes accounting for the distinct molecular length scales and reducing edge effects. For

example, interfaces can be periodically expanded in two dimensions along the interface

plane, but not readily perpendicular to it. Also, especially for crystalline materials, the

distinct periodicities can prevent a common periodic box within a reasonable system size.

In Chapter 5, a theoretical study of the induced disorder at the interface of two organic

crystals is presented.

2.4. Single-walled carbon nanotubes

Carbon nanotubes (CNT) were first introduced by Iijima of the NEC corporation in 1991.

In ’Helical microtubules of graphitic carbon’ [76] he announced the synthesis of needle-like

coaxial tubes of graphene sheets as illustrated in Figure 2.5. Two years later he was able

to produce single-walled carbon nanotubes (SWCNT) [77] for which fantastic properties

were predicted [78], such as distinct electronic conduction and high mechanical strength
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2. General theoretical framework

and stability.

Figure 2.5.: Model of nested carbon nanotubes.

Single walled carbon nanotubes can be thought of being wrapped graphene sheets. The

nanotubes can be characterized by two indices (n,m) according to Hamadas notation [78]

defining the path it takes to circle the tube’s circumference. A general figure is shown in

Figure 2.6 a) and specifically for nanotube (8,4) in Figure 2.6 d).

n and m are the numbers of hexagons passed to reach the point (n,m) which joins back

in (0,0) to form the tube. The structures for (n,n) are called armchair and (n,0) zigzag

structures referring to the arrangement of hexagons along the circumference.

The SWCNTs differ in diameter and angular pattern, i.e. the chiral angle θ. The angle

can range from θ = 0◦ in zigzag structured nanotubes, such as (10,0) in Figure 2.6 b), to

θ = 30◦ in armchair-like circumference tubes like (6,6) shown in Figure 2.6 c). These two

SWCNT groups (n,0) and (n,n) are symmetrical nanotubes. Other combinations of n and

m correspond to asymmetric geometries like (8,4) depicted in Figure 2.6 d) and e). These

non-symmetric tubes have a so-called handedness to the left or right, i.e. the hexagons

follow a clockwise or counter-clockwise pattern.

Each SWCNT type (n,m) possesses unique intrinsic properties such as diameter, chiral

angle and electronic conductance [23]. Thereby, the electronic structure is defined mostly

by the hexagonal pattern and not by the length. While all SWCNTs with n = m are

metallic and (n−m)/3 ∈ N exhibit a low bandgap [79], the rest of the tubes is semicon-

ducting with falling bandgap as the diameter rises [80, 81].

Single-walled carbon nanotubes are studied in different areas of research from medicine

to electronics [16]. Several compounds found in electronic devices such as field-effect

transistors (FET) [82] or thin-film transistors (TFT) [83], were fabricated using SWCNTs.

These applications take advantage of the semiconducting nature of SWCNTs. Shulaker

et al. published a paper on a carbon nanotube computer [82]. In spite of developing

methods for further shrinking of electronic devices his group at Stanford University was

able to build a computer fabricated using SWCNTs based transistors. Their nanotubes
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2.4. Single-walled carbon nanotubes
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Figure 2.6.: a) (n,m) indices defining single-walled carbon nanotubes on graphite lattice.

b) Example of armchair nanotube (n, n) = (6, 6). c) Example of zigzag nano-

tube (n, 0) = (10, 0). d) Illustrated circumference path on graphene sheet for

(8,4) nanotube. e) Figure of (8,4) nanotube with a diameter of 0.829 nm and

a pitch angle of θ = 19.1◦

were prepared on a special designed plate prohibiting metallic SWCNTs. Working in

a biological environment a different characteristic is of importance. Kam et al. used

SWCNTs as a biological transporter in cancer cell destruction [84]. The method profits

from the optical absorptive nature of the SWCNTs and the lack of toxicity of SWCNTs

in the human body.

For all these applications the corresponding SWCNTs are required to have properties

fitting the applications’ needs. Unfortunately, the SWCNT production methods create

a composition of several SWCNT types with a variation in diameter and chiral angle.

In current selection experiments, wide range SWCNT mixtures are used, e.g. produced

by high pressure CO disproportionation of Fe(CO)5 (HiPco) [24, 85–88] or by Co/Mo

catalysts (Co-Mo-CAT) [25, 89].
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2. General theoretical framework

The SWCNTs in mixtures typically are detected by analyzing the bandgap fluorescence [90]

while dispensed in aqueous solution. Good dispersion with weak selectivity can be

achieved, for example, by using an aqueous solution with sodium cholate in D2O. The

detection requires a scan over a range of excitation wavelengths and the measurement of

the corresponding emission wavelengths. Figure 2.7 shows the intensity of the emission

wavelengths in dependence of the excitation wavelengths2.
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Figure 2.7.: Photoluminescence measurement data for detection of SWCNTs dispersed in

aqueous solution with weakly selective sodium cholate in D2O. The intensity

of the emission wavelengths is shown in dependence of the excitation wave-

length. The color reflects the intensity where each peak corresponds to one

specific SWCNT type.

Photoluminescence spectroscopy can only detect semiconducting SWNTs. The measure-

ments are done to determine the amount of the distinct semiconducting SWCNT types in

a mixture. Each peak corresponds to one specific tube as described by Bachilo et al. [91].

The intensity can be used to estimate the amount of this SWCNT type in the mixture.

2The photoluminescence data were obtained by Nicolas Bertron and Fabien Lamasson from the research

group of Marcel Mayor.
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2.4. Single-walled carbon nanotubes

The higher the emission intensity, the higher the amount of corresponding SCWNT type.

Spectroscopy of HiPco-based mixtures detects SWCNTs of different angular pattern with

diameters ranging between 0.7 nm and 1.4 nm [24, 85, 92]. Also, the distribution of

SWCNTs is not equally spread and varies from tube to tube. Thus, for the employment

in electronic devices, the SWCNT mixtures have to be sorted to filter the tubes with the

required unique properties.

In search of efficient sorting procedures of the SWCNTs physics and chemistries have

been explored [26]. By centrifugation, e.g. the heterogeneous mixtures can be sorted

by mass. Unfortunately, the weight of the SWNTs is not discriminating in diameter or

electronic properties owing to the varying length of SWCNTs produced. By using density-

gradient ultracentrifugation, however, sorting by diameter, bandgap and electronic type

was reported [93, 94]. For purifying the heterogeneous mixture in terms of semiconduc-

tance, Zhang et al. used a destructive method by gas-phase reaction [27]. Also, sorting

procedures using deoxyribonucleic acid (DNA) [95–99] have been studied intensely. The

particular strength of using DNA is the attainable precise modeling of a unique arrange-

ment which can pick specific tubes over other ones. This DNA origami [28] is powerful

but extremely complex as it involves a huge number of unique ’staple strands’ and thus

expensive. Qian et al. on the other hand, exploited structural symmetries to assembly

defined geometries with only a few distinct DNA strands. Furthermore, many highly se-

lective polymers were reported [30–34, 38, 44, 45, 100–110]. Polymers are quite cheap in

production and qualify for mass-processing. Unfortunately, the theoretical background of

polymer wrapping around single-walled carbon nanotubes is not fully understood yet.

Figure 2.8.: Schematic of a wrapping conjugated polymer on a single-walled carbon nano-

tube.

Several theoretical investigations on distinct, mostly conjugated, polymers for sorting

SWCNTs have been reported [29–38, 44, 45]. The simulations applied, lean on Molecular

Dynamics methods. Owing to the nature of polymers, the simulated systems represent

a many-body problem with a huge intrinsic phase space leading to slow convergence, if
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2. General theoretical framework

at all, and often poorly covered. Therefore, often, only one or few SWCNTs were taken

into account in the studies [29, 31, 32, 35, 36, 38]. At the end of a long simulation run

in equilibrium, typically one conformation is found (or not). A common aspect in studies

on polymer wrapping is the flat orientation of the conjugated orbitals in the backbone of

the polymer on the SWCNT surface as shown in Figure 2.8. This leads to an overlap of

the π-electron systems of polymer and SWCNT. For a deeper insight into the underlying

mechanism, restricting the phase space of the problem seems to be a good approach.

2.5. Implementation of a coarse-grained polymer

wrapping model

One of the questions addressed in this work is the prediction of polymer wrapping around

single-walled carbon nanotubes. As mentioned in the last section, the process takes place

in a mixture of polymers and nanotubes in a solvent on longer time-scales, i.e. longer

than a few nano seconds (ns). MD simulations of polymers and SWCNT in solvent are

highly resource and time intensive. They converge extremely slowly and only small parts

of the phase space are covered [33]. Therefore, in this work, a different approach was

used.

Here, a coarse-grained polymer wrapping model (CG-PWM) is investigated. CG-PWM is

built on the assumption of the existence of a limited number of conformations of polymers

wrapping around SWCNTs in the configuration space.

The polymer wrapped SWCNTs can be described by the grand canonical partition func-

tion Z summing over all conformations:

Z =
∑
i

e
Niµ−Ei
kBT (2.13)

with the occupation number Ni of the conformation i, the total energy Ei, the chemical

potential µ, the temperature T and the Boltzmann constant kB. The probability pi to

find a wrapped conformation i of specific SWCNT and polymer is given by equation:

pi =
1

Z
e
Niµ−Ei
kBT (2.14)

Within these conformations, low-energy formations are expected to be preferably formed.

For a discrimination of SWCNT types - identified by (n,m) - one has to add all contribu-

tions of various lengths of conformations of (n,m)-SWCNTs together.
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2.5. Implementation of a coarse-grained polymer wrapping model

The binding free energy cannot be calculated straightforward. Wang et al [111] used free

energy perturbation molecular dynamics with restraining potentials to gain the binding

energy. But the formation of wrapped conformations reduces the configuration space

of the polymers and therefore affects the entropy. Calculating the binding free energy

therefore is insufficient. Following the work of O’Connell et al [108] and Kato et al

[112, 113], who analyzed the thermodynamics of the reversible solubilization of single-

walled carbon nanotubes with the help of DNA or polymers, the upper bound of change

in entropic cost can be approximated by

∆S = −kB ln
(
3n−2

)
= −kB (n− 2) ln (3) (2.15)

where n is the number of free dihedrals in the polymer backbone. This entropic cost is

polymer specific. For the polymers studied in this thesis this cost lies around 0.4 eV to

1.1 eV.

The first goal in developing CG-PMW was the mathematical construction of all con-

formations relevant to the selectivity process. This was achieved by identifying a com-

mon pattern in reported conformations found by Molecular Dynamics studies of polymer

wrapping [29–33, 36, 38, 100, 108]. These studies report wrapping conformations with

conjugated moiety forming electron orbital overlaps with the SWCNT surface indicating

a major role of π-π stacking between the polymers and the SWCNT in the wrapping

process.

Maximizing the areal overlap between conjugated electron systems and the SWCNT sur-

face is achieved when the polymer moiety lies flat on the effective diameter reflecting the

van-der-Waals distance. This positional restriction is formulated in two equations. For

convenience, without loss of generality, the SWCNT’s axis is aligned along the z-axis and

positioned through the origin (0,0,0). Equation 2.16 demands the center ~c = (x, y, z)−1

of the conjugated moiety having a distance from the SCWNT axis of half the effective

diameter Deff with Deff = DSWCNT + 2 · dvdW defined as the sum of the SWCNT dia-

meter DSWCNT and the effective van-der-Waals distance dvdW between the polymer and the

SWCNT [114].

x2 + y2 = (Deff/2)2 (2.16)

The second requirement is addressed by Equation 2.17 expressing the alignment of the

conjugated molecule plane with the SWCNT surface. Exploiting the SWCNT axis align-

ment along the z-axis, this can be formulated using the center position ~c and the normal
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2. General theoretical framework

~n = (a, b, c)−1 of the conjugated plane.

|y · b+ z · c| = max (2.17)

Additionally, all atoms of the polymer cannot penetrate the effective SWCNT diameter.

Next, the degrees of freedom need to be reduced while conserving the underlying wrapping

mechanism. This is done via extensive approximations which, in the end, have to be

validated to represent the wrapping process.

2.5.1. Model approximations

A first approximation is done by neglecting the solvent. The solvent allows the dispersed

polymers to unfold and be attracted by SWCNTs.

SWCNT representation as cylinder Many polymers are found to show a diameter

dependent selectivity. If chirality plays a minor role in the wrapping process, the SWCNT

can be reduced to the geometrical form approximated by a cylinder with corresponding

effective diameter Deff . Additionally, as the SWCNT is a rigid molecule, a constant

SWCNT diameter

effective 
SWCNT diameter

Deff

DSWCNT

DSWCNT

Figure 2.9.: Replacement of SWCNT by cylinder with effective tube diameter.

energy contribution of the SWCNT ENT is expected, i.e. ENT = const.

Constant contact interaction of polymer and SWCNT Furthermore, the lack of de-

pendence on the chiral angle reported [32] suggests that the interaction potential between

the SWCNT and the polymer does not depend on the orientation of the conjugated poly-

mer on the surface. The energy contribution to the total system energy, therefore, is

expected to be constant for each polymer chain link. For distinct polymers which are of

24



2.5. Implementation of a coarse-grained polymer wrapping model

the same length the interaction energy between polymer and SWCNT is approximated

with a constant, EpNT = const.

Omitting of polymer alkyl chains Several MD studies [30, 31] suggest that the major

function of alkyl chains is related to the solubility. For the wrapping process itself, the

side chains are likely to play a minor role. The MD studies report side chains on the

SWCNT but also pointing into the solvent. Therefore, the side chains are discarded.

Rigid body geometry Additionally, most reported conjugated systems are known to

form stable conformations [115]. Thus, disregarding the vibration modes and fixing the

relative coordinates, the moieties are replaced by rigid objects. Still, for the wrapping

process the backbone has to be flexible and the two positional restrictions require two

degrees of freedom to be matched with. In Figure 2.10 three steps for replacing the

polymer by building blocks are presented.

First, the molecular geometry, i.e. all bonds and angles, are fixed (Figure 2.10 a)). Then,

the rotation axes a and b are identified. They are connected in fixed angles γ and δ. The

hinges mark the origins of the dihedral rotations (see Figure 2.10 b)). Finally, as two

rotational degrees of freedom are required, two moieties are joint in one building block as

depicted in Figure 2.10 c). To provide maximized electron orbital overlap, the hinge in

the larger conjugated system is taken as central point ~c for the positioning.

In summary, in the geometrical coarse-grained model, polymers are treated as rigid build-

ing blocks. Each building block carries two intrinsic degrees of freedom allowing it to

flex the polymer’s backbone while adjusting to the SWCNT surface. Since the relative

positional information is conserved, the conformations can be transferred straightforward

to an all-atom representation, e.g. for further refinement.

2.5.2. Energy consideration

In this thesis the system is analyzed for its energy contributions and the decisive contri-

bution is identified. Neglecting the solvent, the total interaction energy Etot between one

polymer and one SWCNT for a start can be summarized by Equation 2.18.

Etot = Ep + EpNT + ENT (2.18)
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γ

δ

a)

b)

c)

a b

rigid
geometry

fixed
hinges

building
blockα

β

Figure 2.10.: Steps towards representation of polymer by building blocks at the example

of a conjugated polymer with two moieties. a) Rigid body model: Fixed

optimized geometry. b) Hinges and sticks along the polymer backbone.

Note: the angles γ and δ are fixed and the sticks a and b form the axes of

rotation. c) Building block for polymer representation in the model. The

two angles α and β are the only degrees of freedom at this point.

In here, Ep is the inner polymer energy, ENT the inner SWCNT energy and EpNT represents

the interaction energy between the polymer and the SWCNT.

The energies ENT and EpNT are assumed to be constant for each wrapped polymer/SWCNT

pair as mentioned above. Furthermore, the representation of polymer chain links by

building blocks leads to a separation of the inner polymer energy into two parts given in

Equation 2.19.

Ep = Epd + Epr (2.19)

with Epd representing the energy contribution from the free dihedrals and Epr being the

rest of the polymer inner energy.
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2.5. Implementation of a coarse-grained polymer wrapping model

After fixing all but two dihedrals within each building block, Epr is constant. Equation 2.18

can be written as

Etot = Epd + Epr + EpNT + ENT ≈ Epd + const (2.20)

The only discriminating energy left in the wrapping process is the energy correlated with

the bending of the polymer from its relaxed geometry. This energy can be calculated from

the energy potential of the dihedral rotation.

Each building block contributes two energies to Epd corresponding to the dihedral angles.

Therefore, each conformation can be assigned an intrinsic total energy.

As noted before, the model postulates the low-energy conformations to be a key criterion.

All mathematically constructed conformations therefore have to be weighted by their

total energy. This can be done, for example, by using a Boltzmann-like weighting factor

w shown in Equation 2.21.

w = e−kEpd (2.21)

Neglecting constant energetic contributions including the entropic cost introduced in

Equation 2.15 leads to an unknown energetic threshold dividing stable from unstable

conformations. This results in an unknown plain energy cutoff for low-energy confor-

mations. Using the Boltzmann-weighted energies, the influence of this threshold can be

eased.

2.5.3. Model implementation

To address polymers with CG-PWM, first molecular structure data have to be obtained.

This can be done, for example, by using DFT. On the optimized structures, the hinges

and axes are identified and taken as input data for the model. Furthermore, the dihedral

energy potential surfaces for each rotatable dihedral has to be calculated beforehand.

This potential surface is taken as lookup table for the two energy contributions of each

successfully placed building block.

The model was implemented using a recursive approach. The building blocks are placed

one by one until the requirements cannot be matched or the maximal number of building

blocks was reached.
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The first dihedral rotation is used to match Equation 2.16 while the second rotates the

conjugated moiety to lie flat on the nanotube surface, i.e. checking Equation 2.17. In

doing so, a maximal number of four distinct arrangements for each building block is

accessible corresponding to the rotations to the left and right. For a polymer with ten

building blocks, this leads to the maximal number of 410 ≈ 106 = 1.000.000 theoretical

conformations for each turn. Also, the relative orientation of the first building block in

respect to the SWCNT’s axis is varied to cover the configuration space. Applied for each

effective SWCNT diameter, all possible conformations of polymers on SWCNTs can be

constructed.

2.5.4. Summary

A coarse-grained model simulating polymer wrapping around single-walled carbon nano-

tubes has been developed and implemented. The model is based on the identification of

common patterns reported in MD studies on polymer wrapping. The model reduces the

complexity of the problem to only a few parameter, i.e. the optimized molecular structure,

two rotational degrees of freedom in backbone dihedrals and their energy profile. An

efficient implementation was achieved by using an recursive approach.

Using a coarse-grained model instead of all-atom MD shows one important advantage:

Owing to the long simulation time requirements in MD only limited number of conforma-

tions of wrapping polymers can be obtained which gives only a qualitative insight to the

problem. The new developed coarse-grained model opens up the ability for quantitative

estimates of wrapping affinity for polymers on different nanotubes.
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The specific simulations presented in this thesis, being multiscale in their nature, require

detailed information coming from a number of different time/length scales. The numerical

methods treating these scales in an accurate fashion have been developed within the last

few decades. In this chapter a short description of the basic concepts behind each of the

used methods is presented.

For example, while the intrinsic molecular properties such as reorganization energy, are

addressed by the quantum mechanics based density functional theory, the morphology

generation is done by classical Molecular Dynamics, as feasibility vs. accuracy is of

importance.

Section 3.1 gives an introduction to the density functional theory (DFT) followed by the

MNDO method (modified neglect of diatomic overlap), while classical all-atom Molecular

Dynamics (MD) is presented last.

3.1. Quantum mechanical framework: Density functional

theory

Density functional theory (DFT) is a quantum mechanical method to determine the

ground state electron density of many electron systems in an electrostatic potential, e.g.

in molecules. Electron-electron interactions are handled in a mean field level allowing for

big systems opposed to correlated theories, i.e. systems with several hundred atoms.

3.1.1. From Schrödinger’s equation to density functional theory

Starting from the Schrödinger Equation 2.1, several approximations are required towards

DFT, starting with the Born-Oppenheimer Approximation [116]. The Born-Oppenheimer
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approximation uses the large difference in electron and nucleon masses. Electrons react

quasi instantaneously to a change of nuclei potentials, allowing to decouple electron and

ionic wave functions. DFT then solves the electronic part of the many-body Hamiltonian:[
− ~2

2m

N∑
i=1

∇2
i +

N∑
i=1

v(~ri) +
N∑
i=1

N∑
j>i

U (~ri, ~rj)

]
Ψ = EΨ (3.1)

where the first term represents the kinetic energy of the electrons, with ~ as the Planck’s

constant h divided by 2π, the electron mass m, the number of electrons in the system

N and the nabla operator ∇. The second term describes the interaction of the electrons

on positions ~ri with the field v generated by the nuclei. The last term represents the

interaction between the single electrons.

Hohenberg and Kohn “proved that there exists a universal functional of the [electron]

density, F [n(~r)], independent of v(~r), such that the expression

E ≡
∫
v(~r)n(~r)d~r + F [n(~r)] (3.2)

has as its minimum value the correct ground-state energy associated with v(~r).” [117] With

the electron density n(~r) defined in Equation 3.3 where the electron density is represented

as a scalar product of one-electron wave-functions ψ, called Kohn-Sham orbitals.

n(~r) = 2
∑
i

ψ∗i (~r)ψi(~r) (3.3)

Hohenberg and Kohn stated that knowing the exact functional F [n(~r)] will lead to an

exact solution of the Schrödinger equation. In real life, the functional is not known and

has to be approximated as well as a basis set for the Kohn-Sham orbitals has to be chosen.

3.1.2. Energies, orbitals and potentials from DFT calculations

Properties on molecular level, such as molecular bond lengths, can be calculated using

DFT methods. The energy of the ground state as well as the orbitals are calculated by

default since the theory bases on them. Other properties such as electrostatic potential

or bond lengths and angles are further important data. The following pages give some

examples on how molecular properties are obtained with DFT and why they are important

for this work.
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3.1. Quantum mechanical framework: Density functional theory

Ground-state energy calculations

The most relevant quantity calculated by DFT is the energy of the ground state. This

energy typically is calculated starting with the determination of the electronic structure.

The electronic structure or the charge density is calculated with fixed nuclear coordinates

while the electron configuration with the minimal energy is determined. In geometry

optimization, the nuclear coordinates are varied and the energy is calculated. With this

procedure the smallest energy by electronic structure calculation is sought. When the

search for minimum is converged, the optimized molecular geometry is found.

For molecules in realistic morphologies, i.e. non-relaxed molecules, the energy is calcu-

lated with fixed nuclei positions. This leads to unique energy levels for distinct molecules

in the electrostatic environment. From these differences the energy disorder can be cal-

culated which is an important parameter for charge transport.

Electron orbital localization

Another interesting point is the localization of electron orbitals. When the relaxed elec-

tronic structure is known, the densities pertinent to the single orbitals can be visualized.

Especially the localizations of the highest occupied molecular orbital (HOMO) and the

lowest unoccupied molecular orbital (LUMO) are often of interest, e.g. the overlap of

HOMO and LUMO of neighboring molecules determines the probability of charge trans-

fer through tunneling as described in Chapter 4.

Electrostatic potential and point charges

Point charges of real electron densities of a molecule are used to approximate the elec-

trostatic potential produced by the molecule. In Molecular Dynamics, described in the

following section 3.3, the point charges are used to determine the electrostatic force on

each atom originating from the surrounding molecules.

The easiest way to calculate point charges is using Mulliken charges. Mulliken charges

are obtained by projecting the electron orbital on the atom centered spherical har-

monics. These charges were found to reproduce the electrostatic field of the molecules

only poorly [118, 119].
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3. Computational modeling methods

In 1984 Kollmann et al. [120, 121] suggested another method for calculating the point

charges. Their approach is geared to reproduce the actual electrostatic potential. Elec-

trostatic potential charges (ESP) are fitted charges. In contrast to Mulliken charges which

are basis set dependent, ESP charges are directed to reproduce the electrostatic potential

of the ground-state. For this purpose the electrostatic potential is calculated on several

spheres around the atoms and the point charges are fitted to reproduce this potential. This

method fulfills the requirements for the classical treatment of the electrostatic potential.

When calculated in vacuum, ESP charges tend to overestimate the electrostatic nearfield.

A refined model of restricted ESP charges (RESP) [122] was published by Bayly et al. in

1993. Penalty functions are introduced to pull the atomic charges towards smaller values.

Calculation of the dihedral energy potential surface with fixed coordinates

Outside of quantum mechanics the potentials of changes in the molecular structure are

often used to approximate energy costs of movements away from the optimal configuration.

These potentials can be used in classical force fields, introduced in section 3.3.1. In this

work, the potential for the proper dihedral in polymer backbones is used in a coarse-

grained approach. With DFT a robust potential can be obtained. For this, the dihedral

of the optimized structure is rotated and the ground-state energy with fixed coordinates

is calculated in regular steps. From the obtained energies, the dihedral energy potential

surface can be estimated, e.g by using B-splines or linear approximation in case of detailed

data. In similar fashion other potentials can be obtained, e.g. for bond stretching and

angle bending.

3.1.3. QM package Turbomole

The molecular properties on DFT level for this thesis were obtained by the ab-initio

DFT code Turbomole [123] (Turbomole GmbH, Karlsruhe, Germany). With Turbomole

two different functionals have been used. Functional BP86 using generalized gradient

approximations (GGA) [124, 125] and the hybrid functional B3-LYP [124, 126]. Basis

sets SV(P) [127] and TZVP [128] were used. If not stated otherwise, the calculations were

done in the combination BP86 functional with SV(P) basis set.
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3.2. Semi-empirical quantum chemistry method MNDO

The semi-empirical MNDO method (modified neglect of diatomic overlap) is based on

the Hartree Fock approximation (HF) [129]. Hartree Fock assumes the all electron wave

function of a many electron system to be the antisymmetrized product of uncorrelated

single electron wave functions. Single electrons thereby interact with the charge density

created by the other electrons.

The total energy E, for example, of a molecule is calculated in HF by Equation 3.4 where

the first term holds the single electron energy and the electron-electron interactions are

covered by the second term.

E = 2
∑
i

Hi +
∑
i,j

(2Jij −Kij) (3.4)

MNDO now neglects non-local parts of the exchange integrals within Kij [130]. Instead,

the non-local coulomb integrals Jij are then parametrized such that experimental quanti-

ties as heat of formation or dipole moments are reproduced by the equivalents derived in

the model [131].

In this thesis, the semi-empirical quantum chemistry package MOPAC [132] (Molecular

Orbital PACkage) (Stewart Computational Chemistry, Colorado Springs, CO, USA) was

used. The charge calculations with MOPAC done in this work use the PM6 parametriza-

tion [133].

3.3. Classical all-atom mechanics framework: Molecular

Dynamics

Molecular Dynamics (MD) is an atomistic approach to simulate materials. Electrons are

replaced by effective potentials and point charges to reflect the electrostatic interaction

between the atoms. While QM methods base on the Schrödinger Equation, MD bases on

classical mechanics, especially on Newton’s second law (see Equation 2.2). With classical

potentials the system is simulated as a multi-particle ensemble. Neglecting quantum me-

chanical effects despite the quantum mechanical nature of the particles, MD approximates

the interactions between the particles by effective potentials, so called ’force fields’.

The following section 3.3.1 focuses on the details of MD force fields used in this work.
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Details on the simulation steps can be found in section 3.3.2. And finally, the software

packages used are introduced and typical simulation cases are discussed in section 3.3.3.

3.3.1. Force Fields for Molecular Dynamics

The force field is a complex accumulation of different effective interaction potentials cor-

responding to the different interaction types. A typical representation is shown in Equa-

tion 3.5.

VFF = Vbond + Vangle + Vdihedral + VLJ + VCoulomb (3.5)

The potential VCoulomb for the Coulomb interaction is well defined (see Equation 3.6)

and VLJ for the Lennard-Jones interaction has widely used standard notations (see Equa-

tion 3.7).

VCoulomb =
1

4πε0εr

∑
i<j

qiqj
rij

with rij = |~ri − ~rj| (3.6)

VLJ =
∑
i<j

[(
σij
rij

)n
− 2

(
σij
rij

)m]
with n > m (3.7)

In contrast, other interactions are normally approximated by harmonic potentials in case

of the potentials Vbonds for bond stretching between two atoms and Vangle for the an-

gle bending. Furthermore, the (proper) dihedrals are represented with a more complex

equation taking the multiplicity, i.e. periodic behavior within the rotation of 2π, into

account.

Each potential consists of many parameters describing the interaction between atom

groups of different atomic types. The parameters are fitted to achieve a good overall

agreement with experimental data such as density or glass transition temperature. For

different purposes distinct force fields can be used. Most of the force fields, such as

AMBER [134], OPLS-AA [135] and CHARMM [136], have their origin in the field of

proteins simulation and nucleic acids simulations such as protein folding or docking sim-

ulations. In special cases, force fields specific to each material are prepared [137].

In this work, the Generalized Amber Force Field (GAFF) is used [138, 139]. GAFF was

designed as a general force field for (small) organic molecules. The separate potential

contributions building the force field are listed in equations 3.6 and 3.8 to 3.11. These

equations give a good impression of the amount of parameters needed to represent realistic
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3.3. Classical all-atom mechanics framework: Molecular Dynamics

dynamics. A and B parametrize the Lennard-Jones potential. Parameters req and θeq are

the equilibrium bond lengths and angles, respectively. Kr, Kθ and Vn are force constants.

The dihedral potential needs the multiplicity n and the torsion angle γ. Each group of

atom types requires a separate set of these parameters.

VLJ =
∑
i<j

[
Aij
r12ij
− Bij

r6ij

]
(3.8)

Vbond =
∑
bonds

Kr(r − req)2 (3.9)

Vangle =
∑
angles

Kθ(θ − θeq)2 (3.10)

Vdihedral =
∑

dihedrals

Vn
2

[1 + cos(nφ− γ)] (3.11)

The different chemical structures in organic molecules lead to various atom types, which

means, that not only the element is important for the force constant, but also their

surrounding. For carbon, there are five different atom types implemented, depending

on the chemical bonding. This leads, for example, to slightly different bond distances

between simple single bonded carbon atoms, carbon in an aromatic ring, double bonded

and triple bonded C-C connections. GAFF includes parameters for elements C, N, O, H,

S, P, F, Cl, Br, and I for most of their chemical combinations. That means, that for most

organic molecules GAFF can be used without making adaptions.

3.3.2. Molecular Dynamics simulations

MD simulations are carried out in short simulation time steps where each atom is moved

according to the acting forces. After each time step the forces are updated to the new

particle positions. The maximal time step is limited by the fastest movement on atomic

level to avoid artifacts and molecular and atomic clashes. Typically the frequency of

hydrogen movements sets the limit to about 2 femto seconds (fs) for room temperature.

Longer time steps can lead to extreme forces causing high velocities and simulation insta-

bilities. The observables, such as kinetic and potential energy, density, radial distribution

function, pressure and disorder, are determined by averaging system snapshots over a

sufficiently long simulation time period of an equilibrated system.
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3.3.2.1. Simulation modes

Structure optimization mode by energy minimization To avoid extreme forces at the

beginning of a simulation where the atoms can be far from optimal positioning, all MD

packages offer an energy minimization mode. With a “steepest descent” algorithm the

system is moved along the potential energy gradients into an energy minimum. This model

typically leads to a local minimum which often is sufficient for a successful simulation start.

Structure relaxation process Before reliable results can be produced in MD simulations

the simulated molecular system has to reach an equilibrium state. The time until an

equilibrium state is reached is called relaxation phase. To fasten the relaxation process

a higher temperature than the temperature used in the main simulation can be used to

enable the system to overcome higher energy barriers more easily. A good indicator for

equilibrium is the system energy. Typically, the total energy is rapidly changing at the

beginning of a simulation and over time stabilized within a certain energy range.

Simulation in equilibrium for determination of observables When the equilibrium

phase is reached, the simulation reproduces realistic molecular behavior. The observables,

such as kinetic and potential energy, density, pressure and disorder, are then determined

by averaging system snapshots over a sufficiently long simulation time period of an equi-

librated system.

3.3.2.2. Thermostats for temperature control

In MD simulations, the temperature T is an important parameter and the temperature

control a major challenge. The starting temperature or the distribution of velocities of

the atoms is not expected to correlate with the simulation temperature. At start, the

simulated system has to be heated or cooled down to match the desired temperature.

Afterwards the simulation temperature has to be kept (roughly) constant.

Several thermostats were developed to achieve a constant or correct average temperature.

The temperature is regulated by the distribution of the total kinetic energy Ekin. The

relation between kinetic energy and the temperature T is given in Equation 3.12 and 3.13

where kB represents the Boltzmann constant, N the number of particles and vi the velocity
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of each particle.

Ekin =
N∑
i=1

1

2
miv

2
i (3.12)

T =
2

3NkB
Ekin =

2

3NkB

N∑
i=1

1

2
miv

2
i (3.13)

In this work the Nose-Hoover thermostat [140–142] and Berendsen thermostat [143] where

used.

3.3.2.3. Periodic boundary conditions

At the edge of a materials cluster, non-realistic behavior can occur. Especially when

one is interested in the bulk structure it is advised to simulate with periodic boundary

conditions (pbc). Also the simulation in explicit solvent requires pbc to ensure an overall

coverage of the solved system. With this condition the system is duplicated around the

original system in such a way, that the left edge of the system “sees” the material at the

right edge. This explanation is a highly simplified view on the actual implementations

in MD packages. With pbc the evaluation of potentials is a challenge especially for long-

range interactions such as electrostatics.

While short-range interaction potentials such as Lennard-Jones can be treated with a

cutoff radius, e.g. 12 Å, in electrostatics this causes unnatural distortion. Electrostatics

is one major part of the force fields in MD and due to the long-range character the

computational costs are quite high. For such long-range interactions different efficient

methods have been developed. A widely selected method to treat long-range electrostatics

is the Particle-Mesh Ewald Method (PME). It is combined with a local treatment of

charges in the near-field segregated by a cutoff parameter. The accuracy and efficiency of

PME was analyzed by Petersen [144].

NP(T) ensemble The simulation with constant number of atoms N , constant pres-

sure P and constant simulation temperature T is required to simulate phase transitions

occurring between the simulation start at starting temperature and the reaching of the

simulation temperature. The NPT ensemble is also used to cluster the molecules when,

for example, the starting condition is a randomly filled box.
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The constant pressure ensures a drive towards compact systems while the molecules have

enough space in the variable volume V to adjust to each other. Over time, after a wavering

start, the density will rise and consolidate. All simulations with NPT ensemble used in

this thesis used the Parrinello-Rahman method for pressure coupling [145, 146].

NVT ensemble Another widely used ensemble is the simulation with constant number

of atoms N , constant volume V and constant temperature T (NVT). This simulation

mode uses a constant size of simulation box and moves the atoms within this box. For

solid state materials without phase transition at the simulation start this is a typical

setting.

If there is no (common) periodicity expected, for example when two crystalline structures

with largely different lattices are simulated, either a huge box has to be taken or no

periodic boundary conditions can be applied. In the latter case the system has to be large

enough so that edge effects do not affect the simulation of the studied phenomena in the

bulk or at the interface between the two materials.

3.3.2.4. Amorphous morphology via rapid cooling

Rapid cooling approach can be used to model a realistic amorphous morphology start-

ing from the chemical formula. First, the optimized molecular structure and the point

charges generating the electrostatic potential are obtained using DFT calculations (see

section 3.1.2). With this information a first starting box randomly filled with the re-

quested number of molecules is created. From here on, Molecular Dynamics (MD) takes

over with applied periodic boundary conditions.

First, the energy of the morphology is minimized ensuring a robust starting system.

To overcome high, unnatural energy barriers possibly created within the random struc-

ture, the system then is simulated for a short time period (10 ps) in a closed, isochore

and isothermal boundary (NVT ensemble) at T = 800 K. In the starting volume the

molecules have enough space to adjust to the surrounding environment. Next step is a

1 ns simulation still at high temperature of T = 800 K but now with applied constant ex-

ternal pressure P = 1 bar. The simulation in this closed, isobar and isothermal condition

(NPT ensemble) ensures the assembly of a compact morphology. Afterwards, the system

is cooled down within 2.5 ns from T = 800 K to room temperature at T = 300 K in

a simulated annealing protocol with constant pressure. Finally, the system is simulated
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further 1 ns in equilibrium phase. All the steps together allow the generation of a realistic

relaxed morphology for further analysis.

3.3.3. The Molecular Dynamics packages GROMACS and Amber

Several Molecular Dynamic packages are available, open source and commercial ones.

Relevant for the presented work are the commercial code Amber [147] (University of

California, San Francisco) and the good scalable open-source package GROMACS [58]

(Stockholm Center for Biomembrane Research, Stockholm, Sweden and Biomedical Cen-

tre, Uppsala, Sweden).

The selected force field GAFF was developed for the Amber package and the force field

structure of parameters is not compatible for direct implementation in GROMACS. For

the data conversion from Amber to GROMACS, the group of Yonea wrote the ACPYPE

package [138, 148, 149], the recommended tool to use GAFF with GROMACS.

Although introduced as atomistic approach, GROMACS provides a straightforward way

to use it as a coarse-grained package. The atoms are treated as abstract units with defined

interactions. This can be utilized by replacing atom types with more complex units, e.g.

whole molecules or amino acids.
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mobility prediction

The first challenge faced in this thesis addresses the prediction of the intrinsic charge car-

rier mobility of organic semiconductors. To match efficiencies of classic devices, e.g. on sil-

icon basis, organic materials with high charge carrier mobility are required. Measurements

of charge mobilities involve, for example, time-of-flight experiments (TOF) [150, 151].

From the transition time ttr of the charge carriers through a material, the mobility µ is

calculated. The relation between drift time and mobility is given in Equation 4.1. [152]

ttr =
L2

µV0
(4.1)

In here, ttr is the transition time, µ the charge carrier mobility, L the covered distance

and V0 the applied electric field.

These measurements require several steps from synthesis and preparation of the material

to the actual TOF experiment. As organic materials typically have low charge carrier

mobilities, many different materials have to be analyzed to find suitable candidates. Scan-

ning over a large numbers of new materials, though, is time intensive and costly.

Therefore, reliable ways to predict the charge mobilities by simulations are desired. It is

important to develop a model, which is capable of predicting charge mobilities ranging

over many orders of magnitude. Here, a new developed model for charge mobility predic-

tion, introduced in section 2.2, is applied to five amorphous and two crystalline organic

semiconductors and the results are compared with experimental data.

The organic materials selected for this study are listed in Figure 4.1. In alphabet-

ical order, the amorphous materials are DEPB (1,1-bis-(4,4’-diethylaminophenyl)-4,4-

diphenyl-1,3,butadiene), mBPD (N4,N4’-di(biphenyl-3-yl)-N4,N4’-diphenylbiphenyl-4,4’-

butadiene), NNP (N1,N4-di(naphthalen-1-yl)-N1,N4-diphenylbenzene-1,4-diamine), pFFA

(N,N’-bis-[9,9-dimethyl-2-fluorenyl]-N,N’-diphenyl-9,9-dimethylfluorene-2,7-diamine) and
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N N

N N

N N
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a) DEPB b) mBPD

c) NNP
d) pFFA

e) TPD

f) TET g) PEN

Figure 4.1.: Chemical formulae for the amorphous materials (a − e) and crystalline

materials (f + g) analyzed for their charge carrier mobility.

a) 1,1-bis-(4,4’-diethylaminophenyl)-4,4-diphenyl-1,3,butadiene (DEPB)

b) N4,N4’-di(biphenyl-3-yl)-N4,N4’-diphenylbiphenyl-4,4’-diamine (mBPD)

c) N1,N4-di(naphthalene-1-yl)-N1,N4-diphenylbenzene-1,4-diamine (NNP)

d) N,N’-bis-[9,9-dimethyl-2-fluorenyl]-N,N’-diphenyl-9,9-dimethylfluorene-

2,7-diamine (pFFA)

e) N,N’-diphenyl-N,N’-bis-(3-methylphenylene)-1,1’-diphenyl-4,4’-diamine

(TPD)

f) tetracene (TET)

g) pentacene (PEN)
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TPD (N,N’-diphenyl-N,N’-bis-(3-methylphenylene)-1,1’-diphenyl-4,4’-diamine). The two

crystalline materials are tetracene and pentacene. Their hole mobility has been addressed

by Lee et al. [18] where no reliable model for hole mobility prediction over several orders

of magnitude was found.

The workflow for charge carrier mobility estimation is based on Equation 2.5 and starts

with the preparation of the material morphology. On this morphology, four QM parameters

are calculated by DFT, i.e. the reorganization energy, the electronic coupling parame-

ter, the average number of hopping partners and the local energy disorder. Finally, the

mobility is calculated with the acquired parameters. The dependence of calculated results

as function of both MD and DFT model is investigated.

4.1. Morphology preparation with Molecular Dynamics

Following the steps for rapid cooling in 3.3.2 five Molecular Dynamics morphologies for the

five amorphous organic semiconductors with 300 molecules each were prepared1. As a first

reliability check for the morphologies the density was the calculation from the simulated

systems. The density and box boundaries are listed in Table 4.1. A comparison with

experimental data cannot be done here as to the knowledge of the author no experimental

data has been published on these materials at the time of writing. But in general, a

density near and above 1 g
cm3 is expected. The dependence of the calculated mobility on

the system size is addressed by am additional morphology with 500 DEPB molecules.

Determination of crystal morphologies The other two materials taken into account

for the mobility trend analysis are the crystalline tetracene and pentacene. The crystal

morphologies were generated with the Mercury package [56] with data listed in Table 4.2

obtained from the CCDC [55, 153, 154]. For pentacene 288 molecules and for tetracene

308 molecules were added.

Based on these morphologies, the QM parameters 〈J2r2〉 and σ, required for the mobil-

ity estimation, can be calculated. But first, the reorganization energy λ is addressed.

The calculation procedure for λ depends only on the internal degrees of freedom of the

molecules. Starting from the chemical formula, the calculation is done on single molecules

in vacuum.

1Morphologies were prepared by Tobias Neumann from the research group of Wolfgang Wenzel
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Table 4.1.: Properties of generated MD morphologies with 300 molecules each and for

DEPB another one with 500 molecules. The material density was averaged

over 100k simulation snapshots taken over 1ns. The edge length of the MD

simulation box varies under periodic boundary conditions from simulation time

step to time step with applied NPT ensembles. The listed values are taken

from the last simulation snapshot.

material density in g
cm3 box edge length in nm

DEPB 1.009 6.275300

DEPB (500) 1.010 7.437352

mBPD 1.102 6.615257

NNP 1.121 6.112160

pFFA 1.039 7.143676

TPD 1.072 6.214204

Table 4.2.: Crystal parameters for tetracene and high temperature (HT) pentacene and

references used for morphology generation with Mercury package. a, b and

c represent the cell length of the crystal’s unit cell, α, β and γ the angles

between the cell edges.

crystal a b c α β γ density in g
cm3

tetracene [153] 7.900 6.030 13.530 100.30 113.20 86.30 1.301

pentacene (HT) [153, 154] 7.900 6.060 16.010 101.90 112.60 85.80 1.335
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4.2. Molecular parameters from DFT

4.2.1. Reorganization energy

For the materials studied in this work, λ is the first parameter calculated for mobility

estimation. Based on the chemical structure, the (effective) reorganization energies λ for

charge transport in all seven materials are calculated according to the procedure explained

in Section 2.2.2. For the DFT calculation the functional B3-LYP and the basis set TZVP

are selected. The results listed in Table 4.3 are used for all following charge carrier

mobility calculations.

Table 4.3.: Reorganization energy λ for the selected materials calculated with DFT with

functional B3-LYP and TZVP basis set. First, the values for the five amor-

phous materials DEPB, mBPD, NNP, pFFA and TPD are given, followed by

data for the crystalline materials tetracene and pentacene.

material λHOMO in eV λLUMO in eV

DEPB 0.3305 0.4396

mBPD 0.2602 0.3145

NNP 0.4312 0.1616

pFFA 0.1866 0.1553

TPD 0.2823 0.4957

tetracene 0.0996 0.1398

pentacene 0.1088 0.1256

With reorganization energies around λHOMO ∼ 0.1eV and λLUMO ∼ 0.13eV for crystalline

materials are, as expected, lower than the values of the amorphous materials. NNP shows

the highest reorganization energy λHOMO for the hole transfer while λLUMO for electron

transport is highest for DEPB and TPD. Since the reorganization energy acts similar to

an energy barrier for the transfer process, a large reorganization energy slows down the

mobility.

4.2.2. Electronic coupling and number of transfer partners

The electronic coupling Jij [63, 64] between the molecule pairs (i, j) determines the hop-

ping process on molecular level. The larger the orbital coupling, the higher the probability
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of charge transport between the molecules.

The number of molecule pairs grows quadratic with the number of molecules in the system,

but the coupling is a local effect. For efficient usage of computing resources, only pairs

within a certain range are considered for the effective coupling contribution. Here, the

maximal atom-atom distance rij,aa of neighboring molecules was set to 0.6 nm. A cutoff

based on the center-of-mass distance rij,com = rij of the molecules can also be used. While

for sphere-like molecules rij,com is more efficient, applied to long molecules like mBPD or

pentacene many pairs would be found without any orbital overlaps others could be misses.

The numbers of pairs Npairs found per system are listed in Table 4.4. According to Equa-

tion 2.9, the number of pairs with non-zero coupling contribution is required. Therefore,

the number of contributing pairs to the charge transfer is added. NHOMO is the number of

non-zero contributions for the HOMO coupling, contributing to the hole transport, and

NLUMO is the number of pairs with LUMO coupling involved in the electron transfer. A

few percent of the pairs have no orbital overlap in amorphous materials. This observation

and the knowledge that the mean electronic coupling falls exponentially with the molecule

distance, the cutoff of 0.6 nm seems to be justified.

From the number of pairs NHOMO, NLUMO and the total number of molecules in the system

Nmols, the average numbers of hopping partners, i.e. the parameters MHOMO and MLUMO for

the mobility calculation, can be determined following Equations 4.3 and 4.3, respectively.

MHOMO = NHOMO/Nmols (4.2)

MLUMO = NLUMO/Nmols (4.3)

The average number of transfer partners for electron transport is higher than the number

for hole transport, except for NNP. The higher coupling for electron transfer suggests a

higher electron than hole mobility. All pair related numbers can be found in Table 4.4.

For the mobility estimation, according to Equations 2.5 and 2.9, the electronic coupling

Jij is averaged together with the distance rij between the center of masses of the paired

molecules. The distance between any two molecules is fixed for a given morphology.

The result for the orbital coupling, however, depends on the DFT accuracy. Since the

error on DFT level is not known, two different functionals were used to calculate the

effective coupling. The more complex functional B3-LYP is expected to deliver more

accurate values but takes more computing resources. In Figure 4.2 the obtained values

for the seven systems are displayed. The data obtained with BP86/SV(P) is shown in
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Table 4.4.: Number of molecule pairs in the morphologies. For the amorphous materials

the numbers obtained from the final MD structure are listed. First, the values

for the five amorphous structures are given, followed by the data for the two

crystals. For the total number of pairs Npairs only neighboring molecules with

a maximal atom-atom distance rij,aa of 0.6 nm are considered. The numbers

for the hole transport NHOMO and electron transport NLUMO only count pairs

with an electronic coupling Jij 6= 0, i.e. larger than the numerical accuracy.

Together with the number of molecules in the system the average number of

transfer partners M per molecule is calculated. The electronic couplings were

calculated using data from DFT calculations using functional BP86 and basis

set SV(P).

material Nmols Npairs NHOMO MHOMO NLUMO MLUMO

DEPB 300 2708 2640 8.80 2667 8.89

500 4703 4568 9.14 4617 9.23

mBPD 300 2926 2648 8.83 2672 8.91

NNP 300 2559 2414 8.05 2314 7.71

pFFA 300 2554 2358 7.86 2418 8.06

TPD 300 2821 2685 8.95 2739 9.13

tetracene 308 2459 2459 7.98 2459 7.98

pentacene 288 2026 2026 7.03 2020 7.01
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4. Ab-initio based charge carrier mobility prediction

light green, the data from B3-LYP/TZVP are marked in black. On the left hand side,

〈J2r2〉 for HOMO related data is shown, the right side shows the values obtained for

LUMO. As expected, the values for the crystalline materials clearly show a higher value

for 〈J2r2〉 corresponding to the expected higher charge mobility. Additionally, with only

one exception, the coupling parameter obtained with the larger basis set TZVP and the

more complex functional are higher.
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Figure 4.2.: Electronic coupling parameter 〈J2r2〉 of the molecular orbitals for differ-

ent materials with varied functional/basis set settings - BP86/SV(P) (light

green) and B3-LYP/TZVP (black). Left: Data for highest occupied molec-

ular orbitals (HOMO) Right: Data for lowest unoccupied molecular orbitals

(LUMO).

Beyond the dependency on the settings on DFT level, the parameter 〈J2r2〉 largely de-

pends on the morphology. While the crystal morphology is well defined, the amorphous

materials are created by MD simulations. As mentioned in the MD section 3.3, reliable

values for observables in MD simulations are typically obtained by averaging over several

snapshots taken during simulation in equilibrium. Although the morphology is expected

to be realistic, thermic aspects such as molecule movements can influence the molecu-

lar orientations from simulation step to simulation step. Next, the parameter 〈J2r2〉 is

calculated on snapshots of the same equilibrated systems at different simulation times.

Additionally, the influence of the system size is analyzed at the example of DEPB, where

systems with 300 and 500 molecules are compared.

As expected, the values for 〈J2r2〉 differ from snapshot to snapshot shown for HOMO in

Figure 4.3. The ratio of the uncertainty lies between 5.33% and 8.82%. On the left side of

Figure 4.3, the parameter values for 〈J2r2〉 obtained from ten snapshots of the amorphous

materials are depicted. In addition to the single computed parameters displayed in the
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4.2. Molecular parameters from DFT
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Figure 4.3.: Electronic coupling of the highest occupied molecular orbitals (HOMO) in

amorphous materials for several different MD snapshots (cross marker). All

snapshots for one material are taken from the same simulation within equilib-

rium phase. The mean value is marked by a black horizontal line surrounded

by a light green area marking the width of the uncertainty, i.e. the stan-

dard deviation. Left: 〈J2r2〉 of MD snapshots for different materials. Right:

〈J2r2〉 of MD snapshots of DEPB morphologies for different system size.

figure, the averaged value is highlighted with a horizontal line surrounded by a light

green area representing the standard deviation of the values. While pFFA shows only

small deviation of 4.5%, the other material reveal large fluctuations around 6-9%. The

influence of the system size, shown in Figure 4.3 right hand side, is less distinct than the

effect of thermal fluctuation between each representative morphology. The averaged value

for the larger DEPB system lies within the standard deviation of the smaller system and

most values obtained from the snapshots of the larger system lie within the spread of the

smaller DEPB system. The standard deviation is with 5.3% smaller than in the larger

system with 6.4%. For more accurate results smaller samples can be used.

To summarize, Tables A.1 and A.2 in the appendix list all calculated parameters 〈J2r2〉
for HOMO and LUMO. For the systems where different snapshots are considered, the

standard deviation is added. Overall, a good agreement between the different DFT con-

figurations can be seen. According to this data, the crystals are expected to have the

highest charge mobility. Reading from linear dependency of the mobility µ on 〈J2r2〉 in

Equation 2.5 the uncertainty of 〈J2r2〉 directly correlates to the uncertainty of µ. In case

of the larger morphologies, this means, that the additional computing resources and costs

are high compared to the small gain in accuracy. The usage of higher basis sets and more

complex functionals, in contrast, seems to be a good investment of computing resources.
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4. Ab-initio based charge carrier mobility prediction

The next step towards charge carrier mobility estimation is the consideration of the energy

disorder σ, the final missing parameter for the charge carrier mobility estimation. The

energy disorder has the largest impact in the mobility and has to be determined carefully.

4.2.3. Energy disorder σ

The reliable calculation of molecular orbital energies Ei is done with DFT methods.

A first approximation for these energies can be achieved with calculations with fixed

coordinates in vacuum for each molecule in the system. This approach neglects all the

surrounding molecules, especially the long range electrostatic field. A better approach

is to calculate the molecules in matrix, where all surrounding molecules are represented

by either their dipole or point charges on each atom, i.e. ESP charges explained in

section 3.1.2. The environment will influence the electron orbitals and the energies of the

quantum mechanically treated molecule, which in turn interacts electrostatically with its

environment. Thus, to obtain an accurate energy landscape, a self-consistent loop for the

dipole or ESP feedback calculation is required.
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Figure 4.4.: Example for the energy disorder of neighboring pairs on molecular level for

the highest occupied molecular orbitals (HOMO) of DEPB. Left: Distribution

of the pair energy difference ∆Eij between neighboring molecules calculated

with DFT. The effective local energy disorder σeff is obtained by formula 2.12.

In black, a Gaussian is added, fitted to the histogram values. The standard

deviation of the distribution gives the value for the energy disorder σ(∆E)

within the material. Right: Calculated energy disorder σ of the molecular

system after each loop of the self-consistent environment calculation.

In Figure 4.4 left hand side, the (self-consistent) local energy distribution of DEPB is
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4.2. Molecular parameters from DFT

shown. The influence of the environment and the feedback loops on the local energy

disorder is given in Figure 4.4 right hand side. For each iteration in the environment loop

σ is calculated. As one can see, the energy disorder σ oscillates from iteration to iteration

and slowly converges to a steady value. Adding a damping factor to the changes of the

recalculated ESP charges or dipoles will fasten the convergence process.

The energy disorder σ in crystals is expected to be near zero since a crystal structure

accounts for highly periodic systems. However, there are differences within the crystal’s

unit cell. Pentacene’s and tetracene’s unit cells consist of two molecules. The main

contribution to the energy disorder in crystals arise from the difference in the molecule’s

orbitals of these two molecules in the unit cell. The amorphous structures are expected

to have a larger energy disorder caused by the various molecular geometries present in

the samples.

Following the same procedure as for the calculation of the electronic coupling parame-

ter, first the energy disorder is calculated on one morphology per material using different

functionals and basis sets. Additionally, different methods for the representation of the

environment - dipoles and ESP charges - are tested. The calculation of the ESP charges

takes an additional computing step after computing the dipoles but are expected to rep-

resent the environment in more detail.
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Figure 4.5.: Energy disorder σ calculated for different materials with varied environment

representation and different functional/basis set settings. The results for the

dipole representation of the environment is marked by triangles, the results

with ESP charges marked by circles. The BP86/SV(P) and B3-LYP/TZVP

settings are denoted by light green and black colors, respectively. Left: Energy

disorder of the highest occupied molecular orbitals (HOMO). Right: Energy

disorder of the lowest unoccupied molecular orbitals (LUMO).
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4. Ab-initio based charge carrier mobility prediction

The results of the calculation are presented in Figure 4.5 - left the results for HOMO and

right the results for LUMO are depicted. As expected, the crystalline materials have the

lowest energy disorder, pointing to a high charge carrier mobility. NNP shows the widest

distribution of orbital energy levels and should therefore have a much smaller charge

carrier mobility.

The influence of the MD snapshot of the amorphous materials and the system size was

investigated with the basic settings of dipole environment with functional BP86 and basis

set SV(P). The data for HOMO are shown in Figure 4.6. For each material all snapshots

are taken from the same simulation within equilibrium phase. In the appendix, all calcu-

lated values for the energy disorder are listed in Table A.3 for HOMO and Table A.4 for

LUMO.
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Figure 4.6.: Energy disorder σ of the highest occupied molecular orbitals (HOMO) in

amorphous materials for several MD snapshots. The crosses mark the in-

dividual disorder values for the snapshots, while the average value of the

disorder is marked by a black horizontal line surrounded by an light green

area denoting the width of the standard deviation. Left: Energy disorder σ

of MD snapshots for different materials. Right: Energy disorder σ of MD

snapshots of DEPB morphologies with different system size.

On the left side of Figure 4.6 the values for the different materials with 300 molecules

are presented. The right side shows the comparison of the DEPB systems with 300 and

500 molecules. In addition to the individual disorder values for each snapshot in the

figure, the disorder average is highlighted with a horizontal line surrounded by a light

green area representing the standard deviation of the energy disorder. In comparison

to the electronic coupling parameter in Figure 4.3, the energy disorder σ shows a much

lower scattering from snapshot to snapshot, ranging between 2.39% and 4.61%, shown in

Figure 4.6. The deviation in the disorder parameters obtained by different snapshots is
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4.2. Molecular parameters from DFT

again the lowest for pFFA as with the case of electronic coupling, shown in the previous

section in Figure 4.3.

The changes arising from the system size shown in Figure 4.6 right hand side is small. The

average local energy disorder σ of the larger DEPB system lies well within the deviation

seen in the smaller one. Also the deviation in the larger system overlaps almost completely

with the one of the smaller system. The accuracy for the large system is much better,

but the average values differ little. However, owing to the high sensibility of the mobility

formula 2.5 also small changes have large impact. This also counts for the other materials.

With the energy disorder covered, the last parameter for the charge carrier mobility

estimation is calculated. But before discussing the calculated charge carrier mobility, first

the correlation between the electronic coupling parameter 〈J2r2〉 and the energy disorder

σ within the MD snapshots is analyzed.
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Figure 4.7.: Electronic coupling parameter 〈J2r2〉 in dependence of the calculated energy

disorder σ for each snapshot. The circles represent parameter pairs on the

same morphology. The crosses mark the pair of averaged parameter per

material.

Both parameters, σ and 〈J2r2〉, rely on the morphology. To decide if the calculation

of these parameters can be done independently, i.e on different morphologies, or if they

require the same morphology for consistency, it is necessary to know if the pair of pa-

rameters is independent or shows a correlation with the morphology. In Figure 4.7 the

coupling parameter 〈J2r2〉 is plotted against the disorder parameter σ obtained on the

same morphology snapshots. The single values are marked with circles and the averaged

values are marked with crosses.
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4. Ab-initio based charge carrier mobility prediction

The distribution of the parameter pairs shows low correlation. In terms of Pearson’s

correlation coefficient for a sample [155], the correlation lies between 0.003 for NNP and

0.042 for DEPB where 0 is no correlation and 1 is maximal correlation. The calculation

of these parameters is therefore independent of the morphology. The steps of electronic

coupling analysis and energy disorder examination can be done separately.

4.3. Charge carrier mobility in effective medium theory

After successful determination of the material parameters on molecular level, now, the

charge carrier mobility is calculated according to Equation 2.5. The reorganization energy

λ is related to the energy barrier along the reaction coordinate, slowing down the transfer.

The same applies to the energy disorder σ. The smaller the energy disorder, the higher

probability for charge transfer and the higher the charge carrier mobility µ. Also, as one

can see in formula 2.5, high electronic coupling and larger mean distances covered with

one charge hop will increase the mobility. All mobilities obtained are listed in Table A.5

for hole transport and in Table A.6 for electron transport in the appendix. The materials

at hand are so called hole transport materials. Therefore, this section focuses on the hole

mobility only.

Before making the comparison between the experimental data and the estimated charge

carrier mobilities µ the method’s accuracy is discussed. The accuracy of the mobility de-

pends on the accuracy of the calculated parameters. For the six molecular systems with

several snapshots considered an uncertainty sµ for the mobility µ can be calculated ac-

cording to the propagation of uncertainty of independent samples written in Equation 4.4.

As impact factors σ and 〈J2r2〉 are considered while only one value for λ and M for each

material are used as listed in Table 4.3 and Table 4.4. The propagation of uncertainty in

independent samples is given as

sµ =

√(
δµ

δσ

)2

s2σ +

(
δµ

δ〈J2r2〉

)2

s2〈J2r2〉 (4.4)

with the uncertainties sσ and s〈J2r2〉 of the parameters σ and 〈J2r2〉 and with the two

derivatives

δµ

δσ
= −

(
β2

2
+

β

βσ2 + λ

)
σµ (4.5)

δµ

δ〈J2r2〉
=

µ

〈J2r2〉
(4.6)
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4.3. Charge carrier mobility in effective medium theory

Table 4.5.: Uncertainties in the estimation of the hole mobility µHOMO obtained by data

from BP86/SV(P) calculations with dipole environment of different snapshots

per system.

material
(
δµ
δσ

)
sσ in cm2/V s

(
δµ

δ〈J2r2〉

)
s〈J2r2〉 in cm2/V s sµ in cm2/V s sµ in %

DEPB 5.54e-06 0.58e-06 5.57e-06 61.89

DEPB (500) 4.50e-06 0.65e-06 4.54e-06 37.13

mBPD 9.71e-05 2.76e-05 10.1e-05 32.32

NNP 2.42e-07 0.32e-07 2.44e-07 59.63

pFFA 3.57e-05 0.55e-05 3.61e-05 29.80

TPD 1.31e-04 0.22e-04 1.33e-04 44.27

The impact of the smaller relative uncertainty sσ of the energy disorder σ on the mobility

is expected to be higher then the impact of the relative uncertainty s〈J2r2〉 in the electronic

coupling parameter 〈J2r2〉 as mentioned before. With the formula at hand, this can be

confirmed. Table 4.5 lists the absolute contribution of the uncertainties sσ and s〈J2r2〉 for

HOMO as well as the resulting absolute and relative total uncertainty sµ in the mobility.

Without exception, the impact of sσ is higher than for s〈J2r2〉 although the relative un-

certainty for σ is lower. The high sensibility on σ causes the combined uncertainty to be

much higher than the sum of the single relative uncertainty percent points. In total, sµ

lies between 29.80% and 61.89%. The consideration of the larger morphology for DEPB

lowers the uncertainty from 61.89% substantially to 37.13%. Nonetheless, within this

range of uncertainty from the method, only the order of magnitude in mobility can be

expected to be matched. Also, this uncertainty only reflects the impact of the method and

does not reflect the impact of the uncertainty on DFT level coming from the functionals

and limited basis sets.

The experimental data published [18, 152, 156–164], refer to the hole mobility. All relevant

published experimental data found are collected in Table 4.6, listing mobilities and the

corresponding publication(s).

A summary of all calculated hole mobility values and the experimental data is shown

in Figure 4.8 where the experimental data is displayed in gray bars with the range of

experimental values highlighted with a light gray area. The mobility estimations coming

from the amorphous materials with considered snapshot influence, based on BP86/SV(P)

with dipole environment are represented as dark green areas for the uncertainty region
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4. Ab-initio based charge carrier mobility prediction

Table 4.6.: Experimentally measured hole mobility for all seven materials with correspond-

ing publications.

material hole mobility in cm2/V s corresponding paper

DEPB 5− 8× 10−05 [18, 158]

mBPD 5.3× 10−05 [18, 156]

NNP 1.6× 10−04 [18, 156]

pFFA 1.1× 10−03 [157]

TPD ∼ 1× 10−04 [18, 152, 158]

0.7− 2× 10−03 [156]

O(10−04) [158]2

1.1× 10−3 [157]

tetracene 0.5 [159]

0.4 [18]

0.15 [160]

pentacene 3 [18, 161]

5− 7 [18, 162]

1.5 [164]

0.3− 1.5 [163]
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4.4. Summary and outlook

and a black line within for the mobility calculated with the mean values for σ and 〈J2r2〉.
Hole mobility values for the same settings for the crystalline material are marked with

a light green triangle. For all estimations only one value per material was used for the

reorganization energy λ listed in Table 4.3 and for the average number of transfer partner

M taken from Table 4.4. No points are added for the crystals with partial charge envi-

ronment since unreasonable energy disorder values above 1 were obtained. Maybe using

RESP charges from Bayly et al. [122] could improve these results.

In the comparison with the experimental mobilities, at the first sight, NNP stands out

with a much too low mobility estimation. Roughly two orders of magnitude off is the

estimation. The reason for this seems to be the high energy disorder. In contrast, the

calculated hole mobilities for the other species lie within one order of magnitude of the

experimental data. Within this range, all settings do not differ much. The B3-LYP/TZVP

calculations, which are assumed to be more accurate, for mBPD, TPD and the two crystals

lie near the data obtained with BP86/SV(P) while for DEPB, NNP and pFFA the values

show lower charge mobility estimation.

4.4. Summary and outlook

The applied sophisticated workflow for charge carrier mobility estimation is a unique pro-

cedure covering amorphous and crystalline materials and is suitable for predictions over

several orders of magnitude. As unique feature, the workflow is based solely on ab-initio

calculations. In comparison with other approaches studied by Lee et al. this workflow

gives reasonable values for most of the analyzed materials. This result indicates that

charge carrier mobility in many organic semiconductors is well described by an effective

medium theory. The detailed study on the influences within the method showed that more

detailed computation on DFT level can improve the predictive power of the method. Es-

pecially the energy disorder can be treated more accurately. As seen, the rather small

deviations in the energy disorder lead to large uncertainties in the mobility. The con-

sideration of polarons can improve the determination of an accurate energy disorder for

hole and electron transport. This requires a separate environment treatment for each

molecule. Furthermore, the reorganization energy in this work is calculated in vacuum.

Within the material, the molecules have less space to adjust the molecule’s geometry.

This consideration can lead to high changes in the reorganization calculation.
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4. Ab-initio based charge carrier mobility prediction
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Figure 4.8.: Mobilities for hole transfer from Tables 4.6 and A.5. The gray bars mark

the experimental values. The light gray represents the spread of published

measured data. The data from this work refer to systems with about 300

molecules. The parameters used for mobility calculation of the light green

triangles were obtained with BP86/SV(P) functional/basis set and an dipole

environment. For the amorphous materials, the data is represented by a dark

green area with horizontal black line marking the averaged value coming

from the snapshots and the area of uncertainty. The light green circles show

the data for BP86/SV(P) functional/basis set and a environment of partial

charges. The black marker come from DFT calculations with B3-LYP/TZVP

functional/basis set. The triangle mark data for dipole environment and the

circles mark the mobilities for partial charge environment.
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4.4. Summary and outlook

Another aspect requiring improvement is the information on the directional dependence

of charge carrier transport. Pentacene is known to conduct especially well perpendicular

to the molecule’s long axis. This implies the high share of charge transfer along the π-π

stacking direction [165]. The directional dependence of charge transfer cannot be covered

with the analytical formula 2.5 for charge transfer. Instead, the calculated mobility is near

the mobility along the preferred transfer direction. This part has the largest impact on

the effective parameters.

The modular structure of the workflow makes it suitable for an implementation in a work-

flow engine, e.g. UNICORE. The separate calculation steps are independent from each

other as explained. This also means that parts can be exchanged, e.g. to adjust calcu-

lations to other software packages available or adjust the complexity, e.g. the functional

and basis sets used with DFT, to match available resources. Also, the integration into a

more complex workflow for a whole device simulation is possible.
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5. Interface-induced disorder

Typical organic electronic devices consist of several layers with differing intrinsic ma-

terials properties. After concentrating on the bulk materials properties such as charge

carrier mobility in the previous chapter, here the focus lies on the interface between two

organic, crystalline layers. Different work functions of the adjacent materials induce po-

larization, work function shift, the creation of geminate pairs [70] and dissociation of

excitons [67]. Molecular disorder at the interface has a major impact on these phenom-

ena [71, 72]. Therefore, understanding of the details of interface morphology, i.e. the

molecular arrangements, is crucial. Here, a morphological study of the interface between

crystalline pentacene (PEN) and perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA)

is presented [71]. It was found that the interface-induced amount of disorder spreads dif-

ferently into the two layers and is correlated with the choice of the corresponding crystal

plane. The PTCDA crystalline layers are in general weakly distorted at the interface,

while large regions of pentacene layer become disordered. In some interface arrangements,

vacancies were observed, as well.

5.1. Preparation of morphologies

This work focuses on the interface between the two organic crystals pentacene and PTCDA

(see Figure 5.1). Both crystals come in different polymorphs [154, 166]. In this work,

only one modification for pentacene and one for PTCDA are used. For pentacene, the

high temperature phase was selected, for which Yoneya et al. showed that this phase

is more stable than the low-temperature phase, which will undergo a transition into the

high temperature phase [154] when in contact with a substrate or exposed to vacuum.

For PTCDA, the α modification was chosen. The crystal configurations for PEN and

PTCDA are presented in Table 5.1 listing the crystal cell dimensions a, b and c and the

angles α, β and γ between the cell edges.
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Figure 5.1.: Chemical formulae for perylene-3,4,9,10-tetracarboxylic dianhydride

(PTCDA) and pentacene (PEN).

Table 5.1.: Crystal parameters for pentacene and PTCDA modifications used in this work.

crystal a in Å b in Å c in Å α in ◦ β in ◦ γ in ◦

pentacene (HT) [153, 154] 7.900 6.060 16.010 101.90 112.60 85.80

α-PTCDA [166] 3.740 11.96 17.34 90.0 98.8 90.0

An interface is build by two material surfaces, i.e. in this case crystal planes. Some

materials, such as pentacene, show a substrate dependent alignment of molecules in crystal

growth process [167]. Therefore, three different planes, denoted by the Miller indices

(i, j, k), were selected for both materials. For PTCDA the three planes (102), (212) and

(-221) were selected. While the plane (102) is a flat surface with herringbone pattern of

the two molecules in the unit cell, the planes (212) and (-221) show a zigzag structure

originating in the herringbone structure. The crystal planes (001), (010) and (100) were

selected for pentacene. The (001) plane is characterized by the pentacene molecules

standing on the plane while planes (010) and (100) expose the long axes of the molecules.

The distinct periodicities of the unit cells of both crystals prevent the use of periodic

boundary conditions in Molecular Dynamics simulations. To avoid edge effects, simula-

tions were performed using large systems with an analysis restricted to the inner part.

Each crystal was arranged to fill a 10× 10× 5 nm3 box. The combination of these 3× 3

planes led to nine different interface plane arrangements according to Figure 5.2 b). The

crystal boxes were then joint in a distance of 0.3 nm as the estimated van-der-Waals

distance of the molecules to build the 10× 10× 10 nm3 simulation boxes. This way, the

influence of the joint crystal surfaces on the morphology can be studied in dependence of

the different planes facing each other. As indicated in Figure 5.2 a), the selection of the

interface planes leaves the relative orientation against each other as a rotational degree

of freedom. In Molecular Dynamics, the overcoming of large energy barriers is difficult.

To find the optimal relative orientation of the planes several simulations were started for
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5.2. Interface simulations with Molecular Dynamics
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Figure 5.2.: Simulation box setup. a) Schematic overview of the simulation box of the

size 10 × 10 × 10 nm3. The PTCDA crystal fills the upper half and the

pentacene crystal the bottom half of the simulation box. The implicated

rotations perpendicular to the interface plane indicate the rotational degree

of freedom of the crystal surfaces towards each other. b) Combination of 3×3

surfaces to build the interface indicated by Miller indices. For PTCDA the

crystal surfaces (102), (212) and (-221) are used. For pentecene (001), (010)

and (100) are used.

each plane pair with the planes rotated against each other.

For the molecular representation in MD the force field GAFF [138, 139], was selected. The

input files for the MD runs were generated with the ACPYPE package [148, 149] using

ESP charges obtained with MOPAC [132]. A general check of the molecules’ geometry

was performed to verify a good representation of the molecules in the force field. A

comparison between experimental [168], ab-initio [169] and MD data of this work is found

in Table 5.2 presenting values of selected bonds and angles for a pentacene molecule. The

MD simulation is in good agreement with the experimental and ab-initio data. This

justifies the use of GAFF with MD for the material.

5.2. Interface simulations with Molecular Dynamics

After an energy minimization of the structures, the approximated interface distance of

0.3 nm is assumed relaxed and all force peaks are eliminated. After the minimization

process, all systems were simulated with a time step of 0.5 fs for a simulation time of
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5. Interface-induced disorder

Table 5.2.: Comparison of pentacene bonds and angles between experimental [168],

ab-initio [169] and MD data from this work.

Bonds in pentacene in Å Angles in pentacene in ◦

bond experiment ab-initio MD angle experiment MD

C1-C2 1.441 1.43 1.397 C19-C18-C17 121 120.2

C2-C3 1.358 1.38 1.394 C18-C17-C16 123 120.1

C3-C4 1.428 1.44 1.395 C17-C16-C15 124 120.1

C4-C5 1.381 1.4 1.399 C16-C15-C14 124 120.3

C5-C6 1.409 1.42 1.395 C15-C14-C13 123 120.2

C6-C7 1.396 1.43 1.395 C14-C13-C12 119 119.8

C4-C21 1.453 1.43 1.403 C18-C17-C8 119 119.8

C6-C19 1.464 1.46 1.403 C16-C15-C10 118 119.9

C-H n.a. 1.1 1.088 C8-C17-C16 118 119.8

C10-C15-C14 118 119.8

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

3 ns at a temperature of 300 K. A Berendsen thermostat [143] modeled the external

thermal bath. The van-der-Waals interaction was cut at 1.2 nm and the electrostatics at

5 nm. The relative permittivity was set to εr = 4 according to Wang et al. [170].

For the systems with the same planes facing the interface, the differences in mean en-

ergy per molecule delivers information on the local minimum of the simulations’ phase

space. The energy development of the PTCDA-(-221)/PEN-(100) interfaces is shown in

Figure 5.3. The mean energy per molecule, after equilibrium was reached, is added as

lines. The simulation with the lowest mean energy per molecule was taken as the most

stable one and selected for further analysis.

After identifying the nine interface systems with lowest energy - one for each plane pair -

the outer regions of these systems were cut to avoid contamination by edge effects. In

the outer regions, the molecular behavior would not be physical. For the analysis of

the morphology at the interface and in the bulk phase, an inner cube of the dimension

8× 8× 8 nm3 was cut around the system’s center.
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5.3. Analysis of induced disorder at PTCDA/pentacene interfaces with distinct orientations
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Figure 5.3.: Development of mean energy per molecule during simulation of PTCDA-

(-221)/PEN-(100) interfaces. After convergence, the mean energy per

molecule (lines) was fitted to the single snapshot energies (triangles).

5.3. Analysis of induced disorder at PTCDA/pentacene

interfaces with distinct orientations

In order to quantify the disorder in the materials, the disorder parameter ϕ was used. The

distribution of ϕ reflects the deviation of the morphology from the crystal bulk phase.

ϕ is the pitch angle between the normal of the molecule’s plane and the normal of the

interface plane as depicted in Figure 5.4. The distribution of this angle for all molecules

in the system along the normal of the interface indicates the spread of the disorder from

the interface. The larger the deviation of ϕ from the crystal bulk value(s) the larger is

the disorder in the layer. The thermic motion of the molecules in the force field potential

at 300 K induces a slight deviation from the ideal crystal bulk values.

Figures 5.5, 5.6 and 5.7 show the results for the nine different interface arrangements,

sorted by the PTCDA interface plane from (102) over (212) to (-221). On the left hand

side, the inner core after simulation is depicted. The green line marks the interface

plane perpendicular to the image plane. The graph next to the morphology shows the

distribution of the disorder parameter ϕ ranging between 0◦ and 180◦ in dependence of the

distance to the interface. Far from the interface, the disorder parameter is approximately
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5. Interface-induced disorder

φ

Figure 5.4.: Scheme for the pitch angle ϕ chosen as disorder parameter. The pitch angle

ϕ is defined as the angle between the normal of the molecule’s plane and the

normal on the interface plane, here shown at the example of pentacene.

the crystal bulk value smeared by thermal movement. A divergence towards the interface

denotes a disorder region induced by the interface electrostatics.

Two patterns can be observed in the equilibrated morphologies. The first pattern is

the formation or better the retention of vacancies at the interface formed by stand-

ing pentacene plane (001) and zigzag surfaces (212) and (-221) of PTCDA shown in

Figure 5.6 top and Figure 5.7 top. The two combinations PTCDA-(212)/PEN-(001) and

PTCDA-(-221)/PEN-(001) preserve the crystal structure within each crystal. Only the

first row of standing pentacene at the interface in PTCDA-(212)/PEN-(001) is slightly

tilted to stand straighter. This indicates a strong and stabilizing interaction of π-π stack-

ing within the crystals.

As second pattern, disorder is induced at the interface in most simulations. The unequal

spread of disorder in pentacene and PTCDA is striking. While pentacene adapts to the

new electrostatic environment at the interface, the PTCDA molecules stay in a stable

crystal formation. This suggests a stronger intermolecular packing in PTCDA than in

pentacene. For the PTCDA crystal plane (102) though, a tipping of the molecule planes

can be observed. The pentacene molecules exposed to the zigzag structure of the PTCDA

planes (212) and (-221) fill up the empty space at the interface drifting to the PTCDA

crystal side. In filling the empty space at the interface formed with the pentacene plane

(010) the pentacene molecules show a larger deviation of the disorder parameter than the

molecules of the (100) plane.
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Figure 5.5.: Molecular disorder at (102)-PTCDA interface with three different pentacene

(PEN) crystal orientations ((001), (010) and (100)). On the left, a snapshot

of the inner cube is depicted. The graphs on the right side show the pitch

angle ϕ (see Figure 5.4) in dependence of the distance to the interface. The

region of disorder is highlighted in light green. Outside the disorder region,

the crystals are in their bulk phase.
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Figure 5.6.: Molecular disorder at (212)-PTCDA interface with three different pentacene

(PEN) crystal orientations ((001), (010) and (100)). On the left, a snapshot of

the inner cube is depicted. The graphs on the right side show the pitch angle

ϕ (see Figure 5.4) in dependence of the distance to the interface. The region

of disorder is highlighted in light green. Outside the disorder region, the crys-

tals are in their bulk phase. In addition, interface PTCDA-(212)/PEN-(001)

shows vacant sections, indicated with a light gray area.
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Figure 5.7.: Molecular disorder at (-221)-PTCDA interface with three different pentacene

(PEN) crystal orientations ((001), (010) and (100)). On the left, a snapshot of

the inner cube is depicted. The graphs on the right side show the pitch angle

ϕ (see Figure 5.4) in dependence of the distance to the interface. The region of

disorder is highlighted in light green. Outside the disorder region, the crystals

are in their bulk phase. In addition, interface PTCDA-(-221)/PEN-(001)

shows vacant sections, indicated with a light gray area.
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5. Interface-induced disorder

5.4. Summary and outlook

Two distinct effects can be observed at the interfaces of PTCDA and pentacene, namely,

induced disorder and vacancies. Depending on the choice of the Miller-indices at the

interface, the disordered region can extend between 0 nm and 1.6 nm from the interface

into the material.

The simulations in this work based on static atomic charges, i.e. electrostatic potential

(ESP) charges obtained from DFT calculations of single molecules in vacuum. The amount

of disorder observed in the presented Molecular Dynamics simulations can be seen as upper

bound at the interface of PTCDA and pentacene as no environment feedback loop for the

calculation of ESP charges was implemented. The nature of electrostatic potential at the

interface becomes more accessible when obtained charges reflect the local nature of their

environment, e.g. by routine recalculation of charges with QM, semi-empirical methods,

or by using polarizable force fields (AMOEBA) [171]. The effect of conservation of bulk

properties, i.e. large interfacial vacancies, is likely to remain unchanged in simulations

that are more accurate.
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6. Polymer wrapping for nanotube

sorting

In the previous chapters, two important aspects within the simulation of organic devices

were treated with the focus on materials of small organic molecules. But organic electronic

devices can also be composed of other organic materials, like polymers or carbon structures

such as graphene or single-walled carbon nanotubes (SWCNTs). The selection of the right

single-walled carbon nanotube type is essential for the proper functionality of devices and

other applications since each SWCNT type possesses unique intrinsic properties such

as diameter and bandgap [80, 81]. But the processes of mass-production of SWCNT

deliver a mixture of a wide range of SWCNT types [25, 86]. A sorting mechanism using

polymers seems promising for a capable sorting process. However, a broad and efficient

prediction of selection ability of polymers for SWCNTs is not available. Here, the newly

developed coarse-grained polymer wrapping model (CG-PWM) - introduced in chapter

2.5 - is applied to study the selectivity of polymers on SWCNTs quantitatively. The

ability of the model to predict the selectivity is tested for four pyridine containing co-

polymers (Section 6.2) and two more complex 9,9-dioctylfluorene containing co-polymers

(Section 6.3).

CG-PWM can describe the wrapping process with only few parameters and, in contrast

to methods used to date, CG-PWM can span the whole configuration space making quan-

titative predictions possible. With the help of CG-PWM, for example, time consuming

experiments can be limited to pre-screened candidates for which the model shows a good

ability for the selection process. Furthermore, by studying the underlying mechanism of

the wrapping process, also a directed search for new polymers can be performed.

The prediction of the polymers’ sorting ability starts with the consideration of the prob-

ability to find the wrapped conformation i of specific SWCNTs with a polymers given in

Equation 2.14. In this equation the probability depends on the SWCNT type (n,m) and

the SWCNT length. For the actual sorting and the following application of the SWCNTs,
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6. Polymer wrapping for nanotube sorting

only the SWCNT type identified by the indices n and m is the important property. Con-

sequential, and taking Equation 2.19 into account, here, the selectivity s and the relative

selectivity p(n,m) towards a (n,m)-SWCNT are defined:

s(k) =
∑
i

ekEpd,i (6.1)

p(n,m)(k) =
1

s

∑
i|(n,m)

ekEpd,i (6.2)

with an unknown but polymer specific constant k and the dihedral energy cost Epd of

conformation i. The relative selectivity holds the sum over all conformation with (n,m)-

SWCNTs. For consideration of the energetic threshold for stable conformations, amongst

others arising from the entropic cost, a Heaviside step function can be added.

6.1. Prepararion of model representations

The geometrical representation of polymers in CG-PWM requires identification of building

blocks in advance. In the model each building block has exactly two degrees of freedom,

thus, each building block has to contain at least two rotatable dihedrals along the polymer

backbone. If more than two backbone dihedrals are considered to build one building

block, all but two have to stay put. Each building block has to contain a large conjugated

structure assumed to form a wide electron orbital overlap, i.e. π-π stacking, with the

SWCNT surface.

After identification of the intrinsic building blocks, the optimized molecular structure has

to be obtained and the dihedral energy potential surfaces have to be calculated. For this,

the dihedrals of the optimized structures are rotated and the ground-state energy with

fixed coordinates is calculated in regular steps. From the obtained energies, the dihedral

energy potential surface can be estimated, e.g by using B-splines or linear approximation

in case of detailed data. The polymers studied in this work, were optimized with DFT

methods using the B3-LYP exchange correlation functional and TZVP basis set.

Additionally, an effective nanotube diameter has to be defined. On the basis of the work

of Wang [114], an additional distance between the SWCNTs and the polymers between

0.30 nm and 0.31 nm was selected.
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6.2. Selectivity prediction of pyridine containing co-polymers

6.2. Selectivity prediction of pyridine containing

co-polymers

At first, the model was applied to four pyridine containing co-polymers [44]. The molecular

structures are given in Figure 6.1. These polymers consist of alternating conjugated

pyridine and fluorene in case of P1-P3 and of pyridine and carbazole in case of P4. The

differences between the distinct polymers are merely small. For polymers P1-P3 only the

connectivity of the pyridyl group varies as shown in the first column of Figure 6.1. P3

and P4 have the same connectivity of the pyridine group, but differ in the second moiety.

Instead of a fluorene group, P4 has a carbazole-analogue. Furthermore, P1 is regiorandom

in the position of the nitrogen in the pyridine group.

The four conjugated polymers P1-P4 consist of links containing exactly two backbone

dihedrals. The identification of the building block therefore is strait-forward. To maximize

the electron orbital overlap, the larger conjugated electron system is selected to be placed

on the effective SWCNT radius. The second moiety is used as hinge. The building blocks

for polymers P1-P4 can be seen in Figure 6.1 where first, the chemical formulae are

given, second, the replacement with geometrical building blocks is depicted and finally,

the obtained dihedral energy potential surfaces for each rotatable backbone dihedral is

shown. The dihedral energy calculations were done every 10 degrees, i.e. 36 calculations

in total for each dihedral rotation. The DFT calculations were done on a dimer with the

evaluated dihedral centralized. The energy potentials show distinct minima and maxima.

Despite of the similarities in the polymer structures, two different patterns are observed

for the dihedral energy potential surfaces. On the one hand, four maxima and minima are

shown for polymer P2. Polymers P3 and P4 show only two strong maxima in energy and a

wide low energy potential surface in between. For polymer P1 the shape differs depending

on the location of nitrogen in the pyridine ring. While P2 - P4 have symmetrical energy

potentials in both rotations, see Figure 6.1 b) to d), polymer P1 involves an asymmetry in

the two potential surfaces (see Figure 6.1 a)). Besides the differences in energy potential

surfaces, the molecular structure, i.e. the fixed angles γ and δ between the moieties along

the polymer backbone, differ as listed in Table 6.1.

With these data, CG-PWM was applied to the four pyridine containing polymers using

seven different effective radii corresponding to tube diameter of 0.72 nm, 0.8 nm, 0.9 nm,

1.0 nm, 1.1 nm, 1.2 nm, 1.25 nm. The model outputs a list of mathematical conforma-
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Figure 6.1.: Input data for CG-PWM. a)-d) show the data for the four studied pyridine

co-polymers. The first column shows the chemical formulae, followed by the

defined building blocks. The last column shows the dihedral energy potential

surfaces for each rotatable bond.

74



6.2. Selectivity prediction of pyridine containing co-polymers

Table 6.1.: Molecular, angular parameters of relaxed polymer geometry. The data was

obtained by DFT calculations with B3-LYP functional and TZVP basis set.

polymer γ in ◦ δ in ◦

P1 160.1 177.6

P2 160.1 121.8

P3 160.6 115.0

P4 156.2 115.1

tions with the corresponding flection energy costs per effective diameter. The results up

to a flection energy of 1.2 eV are displayed in the 2D-histograms in Figure 6.2.
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Figure 6.2.: Normalized frequency of conformations sorted by flection energy and SWCNT

diameter.

The distributions of conformations show a clear trend of increasing number of confor-

mations with rising SWCNT diameter for each pyridine co-polymer. Nonetheless, as the

conformations with lower flection energy are more likely to be formed, the results have to

be weighted in dependence of the energy. Also, as the energy level clearly differ between

the distinct polymers, separate weighting should be applied. Since only few diameter were

used to calculate the selectivity of the pyridine co-polymers, the sum in Equation 6.2 has

to be changed from (n,m)-type SWCNTs to configurations of the same diameter d:

pd(k) =
1

s

∑
i|d

ekEpd,i (6.3)

The results obtained by CG-PWM for the four polymers P1 - P4 and the corresponding

experimental data for the relative selectivity pd obtained by the research groups of Marcel

Major and Manfred Kappes [44] are shown in Figure 6.3. The constant in Equation 6.3

was chosen to be 0 and the energy weight was applied as a plain energy threshold. The

predicted relative selectivity (green circles) agrees well with the experimental data (black
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Figure 6.3.: Predicted relative selectivity pd (green circles) and experimental PLE data

(black stars) for pyridine co-polymers P1-P4 are shown. Due to the unequal

number of data points, the y-axes are arranged so that the maxima are on

the same height.
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6.3. Selectivity prediction of 9,9-dioctylfluorene containing co-polymers

stars). For simplified comparison the maxima of the theoretical and experimental data are

displayed at the same plot height and the scale is given on different axes. The agreement

between the data for polymer P1 is excellent. The comparison for the other polymers

show only small deviations, though, for small diameters, the selectivity of P2 and P4 is

overestimated. Most data for P3 show consistent absence of conformations for smaller

diameter than 0.9 nm. In summary, the trend in the plain numbers of conformations

towards larger diameter is not retained but a maximum in selectivity is predicted and

observed between 1.1 nm for P4 and 1.2 nm for P1 and P3.

Although, P1 - P4 show only small deviation in molecular structure, the relative selec-

tivities of SWCNTs show noticeable differences. The distinct connectivity of the pyridine

moiety results in intrinsic angles between the outgoing bonds for P1 - P3. While the pyri-

dine moiety stays the same, these varieties account for the behavior. The change between

P3 and P4 arise from the exchange of the larger moiety from fluorene to carbazole. Mini-

mizing the angle between these outgoing bonds apparently leads to wrappings of smaller

diameter SWNTs without confining the selectivity toward larger diameter tubes.

6.3. Selectivity prediction of 9,9-dioctylfluorene

containing co-polymers

So far, the geometrical coarse-grained model was applied to rather simple polymers with

only two alternating backbone moieties. CG-PWM is designed to fit all conjugated poly-

mers which can be divided into specified building blocks. Here, the procedure is tested

against more complex 9,9-dioctylfluorene co-polymers with more than one building block

per monomer.

Polymer P5 in Figure 6.4 has five rotatable dihedrals per monomer and polymer P6 six

dihedrals. The division into two, respectively three building blocks was decided according

to the moiety size. Since each building block needs two degrees of freedom, i.e. two free

rotatable dihedrals, the polymer P5 required one building block with a fixed dihedral. As

seen before in the preparation of the pyridine co-polymers, each dihedral energy potential

surface is calculated in DFT with B3-LYP functional and TZVP basis set.

To exhaust the polymer wrapping model, the 9,9-dioctylfluorene co-polymers were sim-

ulated on effective diameter between 0.7 nm and 1.3 nm. For the comparison with

experimental data, an additional step was applied. As the coarse-grained polymer wrap-

77



6. Polymer wrapping for nanotube sorting
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Figure 6.4.: Input data for CG-PWM for two conjugated 9,9-dioctylfluorene containing

co-polymers. The first column shows the chemical formulae, followed by the

defined building blocks. The last column shows the dihedral energy potential

surfaces for each rotatable bond.

ping model delivers data of relative selectivity but experiments are based on SWCNTs

mixtures with unequally distributed amount of distinct SWCNTs, the theoretical data

now is weighted with the starting distribution w(n,m),HiPco of distinct SWCNTs.

As mentioned before, the experimental data used for this work were obtained using a

HiPco fabricated SWCNT starting mixture1. The experimental measurements of SWCNT

types in a probe is often done by a fluorescence spectra analysis as shown in Figure 6.5 a)

and discussed in Section 2.4. Each emission peak stands for a defined SWCNT type [91].

The corresponding distribution of SWCNTs sorted by diameter and chiral angle is shown

next to the experimental wavelength map in Figure 6.5 b) where the circle size represents

the relative amount of SWCNT in the mixture. For the conformations of CG-PWM,

1The photoluminescence data were obtained by Nicolas Bertron and Fabien Lamasson from the research

group of Marcel Mayor.
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Figure 6.5.: Distribution of single walled carbon nanotubes created in HiPco [86] process.

a) Photoluminescence data of intensity (color code) of emission wave lengths

in dependence of the excitation wavelengths. b) Frequency of the SWCNTs

in the HiPco mixture sorted by diameter and chiral angle. c) Histogram of

weights w(n,m),HiPco to adjust the prediction to the experimental data.

only the diameter information is relevant, since the chirality is neglected. The extracted

weights for the HiPco comparison are shown in the histogram 6.5 c).

The weighted relative selectivity p(n,m),HiPco is calculated from the weighted selectivity

s(n,m),HiPco.

s(n,m),HiPco(k) = w(n,m),HiPco

∑
i

ekEpd,i (6.4)

p(n,m),HiPco(k) =
1

s(n,m),HiPco

∑
i|(n,m)

ekEpd,i (6.5)

with
∑

(n,m)w(n,m),HiPco ≡ 1.

After weighting the conformations by their energy and the relative SWCNT distribution

w, the predicted relative selectivity p(n,m),HiPco is compared with the corresponding exper-

imental data [45]. The findings are shown in Figure 6.3. The polymer specific constants
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were set to k=1.67 for P5 and to k=4.33 for P6.
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Figure 6.6.: Comparison of predicted relative selectivity (green circles) with experimental

PLE data (black stars) for 9,9-dioctylfluorene co-polymers P5 and P6. The

y-axes are arranged so that the maxima are on the same height.

The highest predicted selectivity lies in good agreement with the experimental data. But,

as seen for P2 and P4, the selectivity for small SWCNT diameter is overestimated. The

weighting of conformations with the experimentally available SWCNT distribution proved

to be suitable and enhances the model for further studies.

6.4. Summary

The newly developed coarse-grained model for polymer wrapping around carbon nano-

tubes was verified to predict the selectivity of conjugated polymers for SWCNTs. The

minor differences in the pyridine containing co-polymers’ geometries could successfully be

addressed and an excellent agreement with the experimental data was found. Also, the
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more complex 9,9-dioctylfluorene containing co-polymers P5 and P6 could be studied and

the relative and absolute selectivity determined. The results support the assumption of

the dominant role of electron orbital overlap between the polymers and the SWCNT.
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7. Conclusion and outlook

Modern electronic devices increasingly use organic materials components, thus making

organic electronics and organic semiconductors an important research field.

The focus of this thesis was to develop and test multiscale simulation methods with ap-

plication in three specific material aspects: the charge carrier mobility in amorphous

semiconductors, the properties of organic-organic interfaces, and the investigation of spe-

cific conjugated polymers to help sort single-walled carbon nanotubes into pure species.

In the first part of the work, a sophisticated workflow was developed and tested to es-

timate the charge carrier mobility of amorphous organic semiconductors as an intrinsic

material quantity from first principles. This approach is based on a recently developed

effective medium theory, which was applied to seven different organic materials. The

workflow starts with the generation of realistic molecular morphologies by molecular me-

chanics simulations. The atomistically resolved molecular model was then used in ab-initio

methods to compute the material parameters.

The result of this effort was the computation of hole mobilities from first principles for a

wide range of materials. The mobility covered a range of many orders of magnitude and

were in order-of-magnitude agreement with experimental data. This result indicates that

charge carrier mobility in many organic semiconductors is well described by an effective

medium theory, an observation that is not easily reconciled with the prevailing models

based on percolation theory. While it is an important step in the right direction, many

questions need to be answered to develop a quantitatively predictive theory. Therefore,

the dependence of results as function of both MD and DFT model was investigated and

it was found that the statistical error in the energy disorder coming from the different

representative morphologies was the main contribution to the uncertainty of the calculated

mobilities.

In a second part, the work turned to the investigation of the properties of organic-organic

interfaces that occur in many multi-layer devices. Utilization of organic materials evolves
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in many types of interfaces within electronics devices, e.g. organic-organic, organic-

inorganic and organic-metallic. To enable reliable analysis of interface processes, a better

understanding of the material morphology, i.e. the transition from the bulk to the in-

terface domain and the molecular orientation at the interface itself, was investigated.

Detailed models were developed for morphologies at organic-organic interfaces of crys-

talline materials by means of molecular dynamics simulations. From these simulations

two main conclusions could be drawn: First, an interface induced disorder was observed

to propagate unevenly into the respective crystals depending on their relative orientation,

indicating a different stiffness of the corresponding materials. Second, for a few specific

choices of surface orientation, stable vacancies at the interface were observed.

Many important challenges remain to develop quantitative models for organic electronics:

Future work can combine the two individually studied workflows for charge carrier mobi-

lity estimation and interface modeling towards whole device simulations. Additionally, the

model needs to be extended to cover a wider range of interfacial combinations including

metallic and semiconducting as well as organic and inorganic.

In the last part of the thesis, a model was developed to describe polymer wrapping around

single-walled carbon nanotubes. Single-walled carbon nanotubes were found to be promis-

ing candidates for many applications in electronics and beyond. Their properties vary with

diameter and angular pattern (chirality) so that each type of single-walled carbon nano-

tube has a unique character. Exploitation of this character may be beneficial for specific

applications, though the production of chemically pure single-walled carbon nanotubes

types remains challenging. Present day production processes deliver a mixture of many

different single-walled carbon nanotubes types. In search of efficient sorting procedures

for single-walled carbon nanotubes, this work focused on polymer aided sorting. To re-

duce the number of costly experiments, the simulation of the polymer wrapping process

was modeled.

The model proposed is based on identification of common patterns occurring in the pro-

cess of polymer wrapping. The model estimates the intrinsic selectivity of the polymers

in dependence of the single-walled carbon nanotubes diameter. This was achieved in a

multiscale approach, where each polymer is divided into specific building blocks. These

are arranged on the nanotube by a recursive iterative method that quickly explores the

whole configuration space of the polymer. This process explores the configuration space

orders of magnitude faster than straightforward simulation of the wrapping process. The

positioning of the polymer on the nanotube leads to changes in the angle between the
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building blocks. Ab-initio methods were used to estimate the energy for each geomet-

rically possible conformation, which permits a prediction of the relative propensity of a

polymer to wrap specific nanotubes. For validation, the model was applied to six different

polymers with varying lengths and composition and compared to experimental data. The

agreement between experiment and simulation was excellent paving the way for quanti-

tative predictions. Extensions of the model including chirality selectivity are the natural

next step.
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A. Appendix

A.1. Tables for QM parameters from charge mobility

estimation

For completeness, all values obtained in the mobility estimation workflow is listed. The

first two Tables A.1 and A.2 show the data for the electronic coupling parameter 〈J2r2〉
for HOMO and LUMO coupling, respectively. Afterwards the data for the energy disorder

parameter σ is given in Table A.3 for HOMO and in Table A.4 for LUMO.

The results of the charge carrier mobility calculations are listed in Tables A.5 and A.6 for

hole and electron mobility, respectively.
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Table A.1.: Summary table for calculated electronic coupling for HOMO. For the calcu-

lations with BP86 functional together with SV(P) basis set of the amorphous

materials an uncertainty s〈J2r2〉 is added obtained by the consideration of

different snapshots.

material Nmols functional/basis 〈J2r2〉 in eV 2m2 s〈J2r2〉 in %

DEPB 300 BP/SV(P) 0.1973e-22 6.42

300 B3-LYP/TZVP 0.1946e-22

500 BP/SV(P) 0.1864e-22 5.33

mBPD 300 BP/SV(P) 0.1563e-22 8.82

300 B3-LYP/TZVP 0.5900e-22

NNP 300 BP/SV(P) 0.1740e-22 7.85

300 B3-LYP/TZVP 0.5932e-22

pFFA 300 BP/SV(P) 0.1246e-22 4.54

300 B3-LYP/TZVP 0.1592e-22

TPD 300 BP/SV(P) 0.1777e-22 7.48

300 B3-LYP/TZVP 0.2279e-22

tetracene 308 BP/SV(P) 1.4422e-22

308 B3-LYP/TZVP 2.2316e-22

pentacene 288 BP/SV(P) 2.8908e-22

288 B3-LYP/TZVP 3.8984e-22
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Table A.2.: Summary table for calculated electronic coupling for LUMO. For the calcula-

tions with BP86 functional together with SV(P) basis set of the amorphous

materials an uncertainty s〈J2r2〉 is added obtained by the consideration of

different snapshots.

material Nmols functional/basis 〈J2r2〉 in eV 2m2 s〈J2r2〉 in %

DEPB 300 BP/SV(P) 0.2417e-22 6.02

300 B3-LYP/TZVP 0.2847e-22

500 BP/SV(P) 0.2227e-22 3.34

mBPD 300 BP/SV(P) 0.6831e-22 8.13

300 B3-LYP/TZVP 0.1417e-22

NNP 300 BP/SV(P) 0.9780e-22 13.34

300 B3-LYP/TZVP 0.1172e-22

pFFA 300 BP/SV(P) 0.4206e-22 10.68

300 B3-LYP/TZVP 0.5723e-22

TPD 300 BP/SV(P) 0.4000e-22 4.82

300 B3-LYP/TZVP 0.4765e-22

tetracene 308 BP/SV(P) 2.3561e-22

308 B3-LYP/TZVP 3.7107e-22

pentacene 288 BP/SV(P) 4.3107e-22

288 B3-LYP/TZVP 5.8994e-22
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Table A.3.: Summary table for calculated local energy disorder for HOMO. The amor-

phous materials include an uncertainty sσ obtained by the consideration of

different snapshots while using BP86 functional together with SV(P) basis set

and the dipole environment representation.

material Nmols func/basis environment σlocal in eV sσ in %

DEPB 300 BP/SV(P) dipole 0.1355 4.00

300 BP/SV(P) ESP 0.1266

300 B3-LYP/TZVP dipole 0.1503

300 B3-LYP/TZVP ESP 0.1474

500 BP/SV(P) dipole 0.1326 2.49

mBPD 300 BP/SV(P) dipole 0.1058 3.24

300 BP/SV(P) ESP 0.1129

300 B3-LYP/TZVP dipole 0.1255

300 B3-LYP/TZVP ESP 0.1294

NNP 300 BP/SV(P) dipole 0.1508 3.13

300 BP/SV(P) ESP 0.1594

300 B3-LYP/TZVP dipole 0.1741

300 B3-LYP/TZVP ESP 0.1738

pFFA 300 BP/SV(P) dipole 0.1202 2.39

300 BP/SV(P) ESP 0.1164

300 B3-LYP/TZVP dipole 0.1397

300 B3-LYP/TZVP ESP 0.1348

TPD 300 BP/SV(P) dipole 0.1052 4.61

300 BP/SV(P) ESP 0.0938

300 B3-LYP/TZVP dipole 0.1224

300 B3-LYP/TZVP ESP 0.1107

tetracene 308 BP/SV(P) dipole 0.0273

308 BP/SV(P) ESP 1.2426

308 B3-LYP/TZVP dipole 0.0193

308 B3-LYP/TZVP ESP 1.0284

pentacene 288 BP/SV(P) dipole 0.0373

288 BP/SV(P) ESP 4.6330

288 B3-LYP/TZVP dipole 0.0327

288 B3-LYP/TZVP ESP 3.5731
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Table A.4.: Summary table for calculated local energy disorder for LUMO. The amor-

phous materials include an uncertainty sσ obtained by the consideration of

different snapshots while using BP86 functional together with SV(P) basis set

and the dipole environment representation.

material Nmols func/basis environment σlocal in eV sσ in %

DEPB 300 BP/SV(P) dipole 0.1613 3.45

300 BP/SV(P) ESP 0.1546

300 B3-LYP/TZVP dipole 0.1620

300 B3-LYP/TZVP ESP 0.1614

500 BP/SV(P) dipole 0.1675 3.10

mBPD 300 BP/SV(P) dipole 0.1124 2.56

300 BP/SV(P) ESP 0.1165

300 B3-LYP/TZVP dipole 0.1170

300 B3-LYP/TZVP ESP 0.1168

NNP 300 BP/SV(P) dipole 0.0945 4.16

300 BP/SV(P) ESP 0.1025

300 B3-LYP/TZVP dipole 0.0958

300 B3-LYP/TZVP ESP 0.1041

pFFA 300 BP/SV(P) dipole 0.0979 2.70

300 BP/SV(P) ESP 0.0924

300 B3-LYP/TZVP dipole 0.0961

300 B3-LYP/TZVP ESP 0.0929

TPD 300 BP/SV(P) dipole 0.1497 3.22

300 BP/SV(P) ESP 0.1510

300 B3-LYP/TZVP dipole 0.1662

300 B3-LYP/TZVP ESP 0.1624

tetracene 308 BP/SV(P) dipole 0.0317

308 BP/SV(P) ESP 1.2215

308 B3-LYP/TZVP dipole 0.0288

308 B3-LYP/TZVP ESP 1.0082

pentacene 288 BP/SV(P) dipole 0.0276

288 BP/SV(P) ESP 4.5289

288 B3-LYP/TZVP dipole 0.0204

288 B3-LYP/TZVP ESP 3.3919
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Table A.5.: Estimated hole mobilities according to Equation 2.5. The reorganization en-

ergy λ was taken from Table 4.3 and the average number of hopping partners

M from Table 4.4. The data for the electronic coupling parameter 〈J2r2〉 was

taken from Table A.1 and the energy disorder σ from Table A.3. By the prop-

agation of uncertainty for the parameters 〈J2r2〉 and σ for the BP86/SV(P)

calculations with dipole environment an uncertainty was obtained according

to Equation 4.4.

material Nmols func/basis env µHOMO in cm2/V s ∆µ in %

DEPB 300 BP/SV(P) dipole 9.0040e-06 61.89

300 BP/SV(P) ESP 2.3983e-05

300 B3-LYP/TZVP dipole 1.5173e-06

300 B3-LYP/TZVP ESP 2.1743e-06

500 BP/SV(P) dipole 1.2241e-05 37.13

mBPD 300 BP/SV(P) dipole 3.1245e-04 32.32

300 BP/SV(P) ESP 1.6090e-04

300 B3-LYP/TZVP dipole 1.6972e-04

300 B3-LYP/TZVP ESP 1.1154e-04

NNP 300 BP/SV(P) dipole 4.0935e-07 59.63

300 BP/SV(P) ESP 1.3542e-07

300 B3-LYP/TZVP dipole 6.0873e-08

300 B3-LYP/TZVP ESP 6.3551e-08

pFFA 300 BP/SV(P) dipole 1.2108e-04 29.80

300 BP/SV(P) ESP 1.7776e-04

300 B3-LYP/TZVP dipole 1.8085e-05

300 B3-LYP/TZVP ESP 3.1885e-05

TPD 300 BP/SV(P) dipole 3.0005e-04 44.27

300 BP/SV(P) ESP 7.9550e-04

300 B3-LYP/TZVP dipole 7.2811e-05

300 B3-LYP/TZVP ESP 2.3175e-04

tetracene 308 BP/SV(P) dipole 1.9914

308 B3-LYP/TZVP dipole 3.8032

pentacene 288 BP/SV(P) dipole 2.1968

288 B3-LYP/TZVP dipole 3.5099
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Table A.6.: Estimated electron mobilities according to Equation 2.5. The reorganization

energy λ was taken from Table 4.3 and the average number of hopping partners

M from Table 4.4. The data for the electronic coupling parameter 〈J2r2〉 was

taken from Table A.2 and the energy disorder σ from Table A.4. By the prop-

agation of uncertainty for the parameters 〈J2r2〉 and σ for the BP86/SV(P)

calculations with dipole environment an uncertainty was obtained according

to Equation 4.4.

material Nmols func/basis env µLUMO in cm2/V s ∆µ in %

DEPB 300 BP/SV(P) dipole 1.2080e-07 74.53

300 BP/SV(P) ESP 2.9028e-07

300 B3-LYP/TZVP dipole 1.5873e-07

300 B3-LYP/TZVP ESP 1.7200e-07

500 BP/SV(P) dipole 6.0940e-08 71.94

mBPD 300 BP/SV(P) dipole 4.1790e-04 28.65

300 BP/SV(P) ESP 2.8066e-04

300 B3-LYP/TZVP dipole 5.5411e-05

300 B3-LYP/TZVP ESP 5.6519e-05

NNP 300 BP/SV(P) dipole 1.3232e-02 35.23

300 BP/SV(P) ESP 6.6484e-03

300 B3-LYP/TZVP dipole 1.4226e-03

300 B3-LYP/TZVP ESP 6.9018e-04

pFFA 300 BP/SV(P) dipole 4.7853e-03 25.03

300 BP/SV(P) ESP 7.5761e-03

300 B3-LYP/TZVP dipole 7.5872e-03

300 B3-LYP/TZVP ESP 9.8964e-03

TPD 300 BP/SV(P) dipole 6.2715e-07 60.04

300 BP/SV(P) ESP 5.3331e-07

300 B3-LYP/TZVP dipole 8.6473e-08

300 B3-LYP/TZVP ESP 1.4483e-07

tetracene 308 BP/SV(P) dipole 1.6630

308 B3-LYP/TZVP dipole 2.8661

pentacene 288 BP/SV(P) dipole 3.6467

288 B3-LYP/TZVP dipole 5.9931
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A.2. Technical excursion: Challenges in workflows on

multiple scales

The successful modeling of material properties usually requires to combine different tools

acting on different length scales [172–174]. Each software package and each calculation

come with many parameters, self written code and scripts typically are undocumented,

under continuous changes and without version control. Sometimes, even small changes in

the settings can have significant effects on the outcome. But in science the reproducibility

is obligatory. This section shows approaches to address this challenge in complex work-

flows. Standardized methods in work- and dataflow provide a straightforward way to use,

explain, re-use and share one’s own work.

For the simulations and calculations performed for this thesis, several tools were used

basing of different methods and models. Table A.7 gives an overview of the tools and the

corresponding methods and models. A detailed description was given in the preceding

chapters.

Table A.7.: Models, methods and tools used for the work in this thesis.

Model Method Tool

QM all-atom model DFT Turbomole

QM all-atom model DFT MOPAC

Classical all-atom model MD Amber

Classical all-atom model MD GROMACS

CG model coarse-graining self written code

Continuous model EMT analytical formula

Defined workflows on multiple scales ensure a consistent methodology for the calculation of

material parameters and properties. The workflows lead step by step to the determination

of the desired material property. These workflows typically involve the knowledge of the

different tools and their specifications, especially of their data formats. This leads to a

number of challenges for a sustainable usage:

� Specific knowledge about all tools

� Interconnection between tools and calculation steps

� Heterogeneous computing requirements for several steps
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� Data management between the tools and calculation steps

� Sharing knowledge about workflow within and beyond the own group

These aspects are addressed in the following sections. First, in section A.2.1 interfac-

ing between different simulation steps is discussed, followed by an overview of resource

requirements and usage of different software packages in section A.2.2. Afterwards, in

section A.2.3, benefits of workflows and workflow engines are presented. Finally a data

model for a simulation of molecular systems is outlined in section A.2.4.

A.2.1. Interconnection between different tools

Each software package and script comes with its own interface, data model and file for-

mats. Even common data such as positional data of atoms has different formatting. While

the software package Amber, for instance, takes all coordinates in Angstrom, the open

source package GROMACS requires nanometer and the commercial code Turbomole uses

atomic units. To switch from one to another tool, the data have to be converted and

different configuration files have to be created.

The simplest way is to write a script to convert the data from tool A to tool B. Typ-

ically each researcher has his own set of wrapper scripts, mostly called by hand. Col-

lections of scripts lead to poorly scalable “all-to-all” converter. Defining workflows can

help strengthen the procedures and automatize recurring calculations. This also helps to

re-use once written code and scripts.

When interconnectivity is implemented, the next challenge is different requirements of

tools towards computing resources; this will be addressed in the next section.

A.2.2. Serial or (massive) parallel - Matching different computing

abilities of tools

Depending on the computational costs, e.g. the time consumption, to solve a problem

and the scalability of the code one can or has to use high performance computing (HPC)

clusters for parallel computing or just plain serial computing farms. MD simulations of

large molecular systems, for example, require an adequate amount of parallelization. Most

MD codes perform sufficiently on message passing interface (MPI) on several hundred

cores and more. On the other hand, the DFT code Turbomole is more moderate in scaling,
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whereas the high-performance computational chemistry and open source package Pacific

Northwest National Laboratory, Washington State, USA), e.g. is scaling for monomer

calculations of the organic molecule N1,N4-di(naphthalene-1-yl)-N1,N4-diphenylbenzene-

1,4-diamine (NNP) up to 512 cores.

These different abilities determine the computing clusters suitable for calculations. In

complex workflows, different steps are likely to require other environments. Sometimes

one available cluster can process all workflow tasks, but on other occasions workflows have

to run on several different clusters and computing environments. Here the management

and automation are not as simple anymore. A way to overcome cluster borders and

master heterogeneous environments with a unified workflow interface is described in the

next section.

A.2.3. Automatized workflows - Sustainability and knowledge

transfer within and between the research groups

Often, scientists have access to different computing resources through different institutes

or projects. This usually comes with distinct batch systems and also authorization meth-

ods. The tool package UNICORE (UNiform Interface to COmputing REsources) ad-

dresses exactly this scenario, gives a transparent view and access to heterogeneous re-

sources, offers a centralized storage server and a task manager for heterogeneous com-

puting resources. The UNICORE Rich Client [175] bases on the integrated development

environment eclipse and focuses on the interconnection of different computational steps

in (complex) workflows.

Based on UNICORE, Ratering et al. implemented a GridBean Application Programming

Interface [176] and present a “GridBean technology that bridges the gap between the

constantly changing basic Grid or e-Science infrastructures and the need of stable appli-

cation development environments for the Grid users”. GridBeans enable the user to write

modular workflow steps with defined interfaces to input and output data and program

parameters. GridBeans for different tools with similar functionality can be exchanged in

a workflow, making workflows more generalized and quickly adaptable. These workflows

provide a way of standardization of calculations, straightforward re-usability, sharing and

simple knowledge transfer to other scientists.

The MoSGrid Project (Molecular Simulation Grid) [177–179] offers a web service for “both
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experienced users and beginners [..] to perform experiments in computational chemistry

through this web portal on remote grid resources provided by the academic partners of

the project.” The users can operate through their preferred internet browser and need no

knowledge about the computing resources used in their calculations.

In the Simulation Lab NanoMikro the interconnection between different tools is a steady

flow [180]. But efficient workflows include both, an interconnection and data management.

Although UNICORE provides a centralized storage and handles the in- and output files,

for integration of the computing resources of tools a separate wrapper script has to be

written. This can be overcome by using a distinct data model which is described in the

following section.

A.2.4. A service-oriented, platform and language-independent

framework using data models

There are several approaches to handle data and different data formats. An example for

an “all-to-all” converter is the open source tool OpenBabel, a “chemical toolbox designed

to speak the many languages of chemical data”. OpenBabel is a powerful tool for many

file formats. A different approach is the utilization of a common exchange format and

wrapper script to and from this format, e.g. a convenient file format for chemistry related

data is the Chemical Markup Language (CML) [181]. But CML has some limitations on

the data since its format is too strict and does not include ways to add workflow specific

quantities and parameters.

An integration of different frameworks was developed in this group and published by Ben-

der et al. [182] aims at the implementation of domain-specific data models, or rather the

ability to generate these models with a service-oriented framework. Similar to computing

workflows, the data model is used to enable the data to “flow” through the work.

For the implementation of the framework as a toolkit five major aspects and requirements

are identified [182]:

1. “Generic and domain-independent”

2. “Simple meta-modeling environment”

3. “Bridge for access to heterogeneous and distributed resources”

4. “Fully automatic code generation”
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5. “Interoperability with grid and cloud middleware”

Utilizing the framework and data workflow in scientific workflows requires only under-

standing of the data needed within the workflow. Knowing the details, a data model can

be freely specified. The framework then enables the available storage system to store

data and handle the access by applications through transparent web services. As storage

back-end several options are possible, e.g. data bases, plain text files or cloud storage

services.

In the end, the data is stored on a central or distributed storage with defined web in-

terfaces for communication. The access is independent of the running storage system

and databases implemented on the server. This is achieved by standardized web services

which can be addressed with all major programming and scripting languages. In an ad-

vanced case, the communication with the web services can be implemented in the software

packages themselves and the data exchange is shifted totally into the code getting input

data from the storage instead from the input files. No file format converters would be

necessary anymore.

A.3. Tools used for this thesis

All data plots were generated with the open source package root (CERN, Geneva, Switzer-

land) and consistent colored and styled with the open source vector graphic package

Inkscape (http://inkscape.org/en/), e.g. all axis titles were redone in inkscape. All

pictures of molecules were created using visual molecular dynamics (VMD) package (Uni-

versity of Illinois, Urbana-Champaign).

The thesis was written in the open source package eclipse platform (Apache Software

Foundation) using the addon texlipse. The bibliography was managed with the open

source software zotero (Center for History and New Media, George Mason University).

Furthermore, the Grammar Checker ( Ginger Software, Inc.) was used.
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ACPYPE . . . . . . . . . . . AnteChamber PYthon Parser interfacE

AMOEBA . . . . . . . . . . Atomic Multipole Optimized Energetics for Biomolecular Appli-

cations

AMOLED . . . . . . . . . . . Active-Matrix Organic Light-Emitting Diode

CC BY-SA 3.0 . . . . . . License: Creative Commons Attribution-Share Alike 3.0 Unported,

http://creativecommons.org/licenses/by-sa/3.0/legalcode

CCDC . . . . . . . . . . . . . . Cambridge Crystallographic Data Centre

CG-PWM . . . . . . . . . . . Coarse-Grained Polymer Wrapping Model

CML . . . . . . . . . . . . . . . . Chemical Markup Language

CoMoCAT . . . . . . . . . . Co/Mo catalyst

DEPB . . . . . . . . . . . . . . 1,1-bis-(4,4’-diethylaminophenyl)-4,4-diphenyl-1,3,butadiene

DNA . . . . . . . . . . . . . . . . Deoxyribonucleic acid

ESP . . . . . . . . . . . . . . . . Electrostatic Potential Charge

FET . . . . . . . . . . . . . . . . Field Effect Transistor

flop . . . . . . . . . . . . . . . . . floating point operations per second

fs . . . . . . . . . . . . . . . . . . . femto second(s)

GAFF . . . . . . . . . . . . . . Generalized Amber Force Field
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B. Nomenclature

GGA . . . . . . . . . . . . . . . Generalized gradient approximations

HF . . . . . . . . . . . . . . . . . . Hartree-Fock

HiPco . . . . . . . . . . . . . . . SWCNT production by high pressure CO disproportionation of

Fe(CO)

HOMO . . . . . . . . . . . . . Highest Occupied Molecular Orbital

HPC . . . . . . . . . . . . . . . . High Performance Computing

HT . . . . . . . . . . . . . . . . . High temperature

IC . . . . . . . . . . . . . . . . . . Integrated Circuit

LT . . . . . . . . . . . . . . . . . . Low temperature

LUMO . . . . . . . . . . . . . . Lowest Unoccupied Molecular Orbital

mBPD . . . . . . . . . . . . . . N4,N4’-di(biphenyl-3-yl)-N4,N4-diphenylbiphenyl-4,4’-diamine

MD . . . . . . . . . . . . . . . . . Molecular Dynamics

Mflop . . . . . . . . . . . . . . . Megaflop = 106 flops = 106 floating point operations per second

MNDO . . . . . . . . . . . . . Modified Neglect of Diatomic Overlap

MOPAC . . . . . . . . . . . . Molecular Orbital PACkage

MOSFET . . . . . . . . . . . Metal-Oxide-Semiconductor Field-Effect Transistor

MPI . . . . . . . . . . . . . . . . Message Passing Interface

NNP . . . . . . . . . . . . . . . . N1,N4-di(naphthalene-1-yl)-N1,N4-diphenylbenzene-1,4-diamine

ns . . . . . . . . . . . . . . . . . . . nano second(s)

OLED . . . . . . . . . . . . . . Organic Light Emitting Diode

OPV . . . . . . . . . . . . . . . . Organic Photovoltaic

pbc . . . . . . . . . . . . . . . . . periodic boundary condition
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B. Nomenclature

PEN . . . . . . . . . . . . . . . . pentacene

pFFA . . . . . . . . . . . . . . . N,N’-bis-[9,9-dimethyl-2-fluorenyl]-N,N’-diphenyl-9,9-dimethylfluorene-

2,7-diamine

Pflop . . . . . . . . . . . . . . . . Pflop = 1015 flops

PME . . . . . . . . . . . . . . . . Particle-Mesh Ewald

PTCDA . . . . . . . . . . . . . perylene-3,4,9,10-tetracarboxylic dianhydride

QM . . . . . . . . . . . . . . . . . Quantum Mechanics

RESP . . . . . . . . . . . . . . . Restricted Electrostatic Potential charges

SWCNT . . . . . . . . . . . . Single-Walled Carbon Nanotube

TET . . . . . . . . . . . . . . . . tetracene

TFT . . . . . . . . . . . . . . . . Thin-Film Transistor

TOF . . . . . . . . . . . . . . . . time-of-flight

TPD . . . . . . . . . . . . . . . . N,N’-diphenyl-N,N’-bis-(3-methylphenylene)-1,1’-diphenyl-4,4’-diamine

UNICORE . . . . . . . . . . UNiform Interface to COmputing REsources

Wgsimon . . . . . . . . . . . http://commons.wikimedia.org/wiki/User:Wgsimon

[? ]
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