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ABSTRACT:

In this paper, a new method for fusing optical &sgrscanner data is presented for improved UAVWED mapping. We propose
to equip an unmanned aerial vehicle (UAV) with aaBplatform which includes two sensors: a standave-cost digital camera
and a lightweight Hokuyo UTM-30LX-EW laserscannidgvice (210 g without cable). Initially, a calibicat is carried out for the
utilized devices. This involves a geometric caneatbration and the estimation of the position aniéntation offset between the
two sensors by lever-arm and bore-sight calibrat®ubsequently, a feature tracking is performedugh the image sequence by
considering extracted interest points as well aspiojected 3D laser points. These 2D results wsed with the measured laser
distances and fed into a bundle adjustment in dalebtain a Simultaneous Localization and MapgdBigAM). It is demonstrated
that an improvement in terms of precision for thegestimation is derived by fusing optical anéissanner data.

1. INTRODUCTION

Nowadays unmanned aerial vehicles (UAVS) are priogis
platforms for capturing spatial information. As aumatically
operating low-cost solutions they can be brouglsilgdo the
surveying field. Typically these devices are eqeibpwith
optical sensors to support the navigation of tref@im or to
transmit observations to the operator. By collectmgdata and
processing the captured images, even an unknowiroement
can be explored and reconstructed (Bulatov et @l12p To
enable this, Simultaneous Localization and MapgiBbAM)
has to be conducted as specified by Durrant-WhytBafley
(2006):

‘SLAM is a process by which a mobile robot can 8.l
map of an environment and at the same time use this
map to deduce its location. In SLAM both the trajeg

of the platform and the location of all landmarke a
estimated on-line without the need for any a priori
knowledge of location.’

For performing SLAM with optical sensors, a sucégsand

precise localization of the unmanned aircraft sSystgdAS) and
a simultaneous 3D mapping of the environment cagdieed
by sensing distinctive elements of the environmesferred to
as landmarks. Unfortunately, for these 3D landmassglly no
prior knowledge about their location is given ahdrefore the
3D position of the landmarks has to be estimateditilizing

descriptive 2D image features from various obséwmat as
accurate as possible. Instead of estimating thep@8&tion of
the landmarks with passive sensors, an accuratsureraent
with active sensors could be practicable (Weinmatnal.,
2011). Therefore laser range measurements arelyisualfirst
choice, but unfortunately laserscanners are tylgi¢allky and
heavy.

Due to the rapid and substantial progress in minighg
technology, the latest developments allow to mosuitable
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laserscanners on UASs. For instance, Nagai et 24109
presented a UAV-borne 3D mapping system equippatt wi
IMU, GPS receiver, two digital cameras, two IR camseand a
laserscanner. Together, the components have a wafighore
than 7 kg and for this reason a helicopter-like U been
constructed. The system is not only able to simelasly
capture geometric 3D information and radiometrioiimation,
i.e. textures, but also to derive a vegetationndige to the use
of IR cameras as well as to operate for a long tifrebout 1 h.
The total weight of the platform is however 330 Kgnce, the
system is neither low-cost nor easy to bring to sheveying
field. A smaller UAS for close-range rapid monitagihas been
proposed by Choi & Lee (2011). This system integrate
different types of sensors and supporting modulssong
these, there are GPS receiver and IMU as well asdigital
cameras and a laserscanner. The whole system ftxr da
acquisition has a weight above 10 kg. As a reaufigh-quality
DEM and orthophotos can be obtained, but the usea of
relatively large UAV is required due to the largaylpad. A
further platform equipped with IMU, GPS, camera and
laserscanner has recently been presented by Wadlaca.
(2012) and specially designed with respect to l@mste and
maximum flying time. However, the system only alfovor
short flights of several minutes for a relativebalry payload of
up to 2.8 kg. Hence, the system is only suitabteaftguiring
point cloud data for a relatively small area.

As a consequence lightweight systems are desirdbie
capturing larger 3D environments with low costsclsaystems
can be established by reducing the number of coemisrand,
for being able to use mini UAVs, by selecting ligbtght
devices for the relevant components. In this cantee applied
laserscanner has been a critical component forng tame.
Since only a few months, the new lightweight sidgie
laserscanner Hokuyo UTM-30LX-EW is available (210 g
without cable), which allows capturing multiple legftions and
their corresponding intensity values for each tmaitted laser
pulse.
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In this paper, a new method for fusing optical &amkrscanner
data is proposed for improved UAV-borne 3D mappifige
key issue of this method is the precise deternonatf 3D
landmarks. Therefore, optical and laserscanneratatéused by
the following processing steps: a) a geometric came
calibration is conducted to determine the linead aonlinear
intrinsic parameters of the camera, b) the aligrtni@iween
camera and laserscanner is determined by a speci
experimental measurement setup to consider theomediic
and geometric properties of the devices, c) byizitd the
lever-arm and the bore-sight between both devitespptical
and laserscanner data are fused by projecting tbBe
laserscanning measurements onto the image planegafch
projection with sub-pixel accuracy the image cooatits of
these specific interest points are known and theesponding
range values are given by the laserscanner rangsur@mnent,
d) by applying the Lucas-Kanade tracker, the giugterest
points of the current image frameare matched to image areas
of the following consecutive image framet(Q); the known 3D
positions of the landmarks observed in imagare now linked
to image coordinates of the image frame1() with sub-pixel
accuracy; another significant advantage of utiizthe given
range measurement of the laserscanner is that dlaion
between the scaling of the observations is knowwes e) the
above mentioned steps are repeated for all imagees, and f)
finally the trajectory of the UAS can be estimatedd
evaluated.

After presenting the methodology for improved UAWrbe 3D
mapping in Section 2, the configuration of the sendatform
is described in Section 3. Subsequently, in Sectiafetails for
the calibration of the used sensors are specifie&ection 5,
the experimental setup is described and evaluatsnlts are
presented. The derived results are discussed inioSe6.
Finally, in Section 7, the content of the entirep@a is
concluded and suggestions for future work are oed

2. METHODOLOGY

The workflow can be separated into two main pdfisstly in
Section 2.1, a system calibration for the utilizhgital camera
and the laserscanner is carried out by geometrimera
calibration and estimation of the position and m@tion offset
between the two sensors by lever-arm and bore-sig
calibration. Secondly in Section 2.2, we performfeature
tracking through the image sequence consideringaebeid
interest points as well as the projected 3D laséntp. Results
of sufficient precision and the measured laseradists are
subsequently fed into a bundle adjustment to obtain
simultaneous localization and mapping.

2.1 System calibration

For the proposed approach the data captured wittcéimera
and the laserscanner has to be transformed intonanon
coordinate frame to allow further online processing

Geometric camera calibration

To obtain precise results, a geometric cameraredidn has to
be carried out. We utilized the Camera Calibratioolox for
Matlab (Bouget, 2010) to determine the principatatise, the
coordinates of the principal point, and the scaiffer@nce.
Furthermore, the lens parameters of Brown'’s distortnodel
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Lever-arm and bore-sight calibration

Furthermore the offset in position and orientatimiween the
camera and the laserscanner has to be estimageda i3D
motion parameterized by a rotation and translatibor an
accurate estimation the captured data itself habetoused,
because other measurement principles (e.g. likézing a
f%oniometer) are not suitable. For this reason aafled self-
calibration is applied to find correspondences letw
measurements of different types: an image captuvigd a
camera in the visible domain (2D data) and single
range/intensity measurements on a scan line captwith a
laserscanner (1D data). Therefore a specific experial
measurement setup was developed to determine foh ea
laserscanner measurement (3D point) the correspgridiage
coordinate (2D point). More details are presentefdction 4.

2.2 Onlineprocessing

With the UAV application in mind, we have to copéthwa
continuous data stream of images and laser distance
measurements. Therefore, we envisage the use @tgtonal
feature extraction and tracking enriched by ranseovations
within the framework of a sliding window adjustmesdlving

the SLAM task.

Feature extraction and matching

Starting point for the image processing is the astion of
salient features in each image of the sequenceexbit the
Forstner operator (Forstner and Gulch, 1987) tomaptish this
task; however, derivatives and alternatives — eafhgcscale
invariant feature operators — are conceivable, &oce we are
dealing with a video stream, the application of ventional
pyramidal Lucas-Kanade tracker (Lucas and Kana@®31)}l
appears to be sufficient to track these landmahnksugh the
subsequent images.

The measured 3D laser points can be projected subipixel

precision into each corresponding image, yieldinigligonal

sets of image points to be tracked. Since we caexppdct these
image features to appear in textured regions, aasament of
the ‘trackability’ of these image points is mandgtorhis can
be accomplished by considering the precision of plent

coordinates. We truncate tracks containing imagatpavith a

rBositional uncertainty above a certain threshold.

Of course, depending on the computational resoustésand,
this process can be made more robust and religbéstorcing

the epipolar constraints with a subsequent guidedicimmng.
This can be achieved by applying the Random Sample
Consensus (RANSAC) to account for outliers (Fischled a
Bolles, 1981).

Simultaneous L ocalization and M apping

With the assumption of a static scene we are pfentu adopt a
sliding window bundle adjustment (e.g. Beder andff&te
2008) for the solution of the SLAM problem. Thisfes§ the
possibility of re-linearization within these windsveonsisting
of several consecutive frames with images and ldgtance
measurements.

The ongoing incorporation of the distance measunésniato
the adjustment process introduces scale informatioml
prevents a drift in scale. Furthermore, the resuéixpected to

(Brown 1966), had been estimated and used for imagee more accurate due to the improved geometry and

rectification.
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determinability of parameters. The measured lastarntces are
considered simply by additional observational eiqumast
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The ratio of baseline length and depth of scenatpas usually
critical for UAV scenarios with rather short track$ image
points. Therefore we apply a bundle adjustment whillows
for 3D points far away as proposed in (Schneideal.e2012).
Approximate values for the landmark positions carobtained
by spatial forward sectioning and for the 3D lapeints by
polar point determination. For the calculation ppeoximate

4. SYSTEM CALIBRATION

In order to calibrate the platform various aspdwse to be
considered: in a first step a geometric camerabialon is
carried out (Section 4.1), in a second step botisas, the
digital camera and the laserscanner, are mountet @atform
and the alignment in terms of position (lever-aofiet and the

poses a simple motion model and the correspondingrientation (bore-sight) offset between both sesisds

extrapolation appears to be sufficient in most sase

Using image observations only, the obtained phatognetric
model is determined up to a spatial similarity sfanmation.
This gauge freedom can be fixed by applying thealisentroid
constraints for the approximate parameters, i.ales@osition
and orientation of the approximate values are pvese
(McGlone et al., 2004). The application of a wedfided datum
definition is crucial for the fair comparison ofstdts with and
without laser measurements in Section 5.2.

3. SENSOR PLATFORM FOR UAV

We are planning to equip an UAV with a small platfiqFigure
1) which includes two sensors: a digital camera and
laserscanning device. To check the feasibility Hredsystem’s
performance, we carried out terrestrial experiments

3.1 Digital camera- Canon Digital IXUS1001S

experimentally determined (Section 4.2). For adlelscanning
measurements within the field-of-view of the camefathe
respective image coordinates and the corresporg@lihgoints
are determined.

4.1 Geometric camera calibration

A standard geometric camera calibration was applsd
utilizing the Camera Calibration Toolbox for MatlaBolguet,
2010). This toolbox is based on Brown's model wrathws
correcting radial and tangential lens distortioBo(vn, 1966).

4.2 Lever-arm and bore-sight calibration

To estimate the alignment between camera and taserer a
specific experimental measurement setup was deselophe
general goal of this task is to find the correspogaoordinates
for each laserscanning measurement within the améeld-

of-view. Therefore the lever-arm and the bore-shgttveen the
two devices have to be determined.

For digital imaging the standard consumer cameraogan To gain a short lever-arm, which is essential fbtaming a

Digital IXUS 100 IS is used. The camera has a 1i2cB-

Type-CCD chip with 4000x3000 pixel and a field-ofwieén

the range of 66.5° to 24.41°. The total weightunahg battery
and memory card is 133 g.

3.2 Laserscanner device - Hokuyo UTM-30L X-EW

For laser scanning the lightweight single-line tasanner
Hokuyo UTM-30LX-EW is utilized. It has a weight ohly 210
g without cable. The range measurement resolusdnmm and
the accuracy is 50 mm within a 10 to 30 m rang&h(\wan

accuracy ob < 30 mm for indoor environments with less than

1000 Lx). The pulse repetition rate is 43 kHz, ahd device
has multiple reflection capturing capabilities. leaich reflected
laser pulse the range and the corresponding inyevaiue are
measured. Furthermore, as it is typical for suchiogs, the
laserscanner is operating with regular scan artgigssand the
scan is given by a scan line with 1080 samplingisdior 270°.

Figure 1. The two sensor devices utilized for thpegiments:
digital camera (Canon Digital IXUS 100 IS) and lighktght
laserscanner (Hokuyo UTM-30LX-EW).

This contribution has been peer-reviewed.

high overlap between laser projection and imageecanthe
two devices are mounted on a platform with smalbitan
offset. After mounting, the manually measured lesen of the
devices wag , = [60 mm, 40 mm, O mm)].

For bore-sight calibration the orientation betweamera and
laserscanner has to be determined by estimatingabelinates
of the laser projections onto the image plane. Etemhine
manually the coordinates of these projectiongmgiconsuming
due to the large number of points. In our case @&fdinates
have to be determined for the given maximum fidid4ew of
66.5°. Instead of determining all 266 coordinaiefs proposed
to use an empirically defined number of supporfieints and
linearly interpolate the values in between. Fos fhirpose, the
coordinates of 5 supporting points selected by sstep 10°
(uniformly distributed) have been measured and raliyu
determined (Figure 5). Then the 5 supporting pangsfitted to
a line. In a next step the intervals between fitsegbporting
points are regularly subdivided by points with dgsacing,
where for each laserscanning measurement the porrdmg
1D coordinate raster is calculated with sub-pixeiaacy.

1575
1570‘
1565
1560 =

1555

ordinate coordinate

1550

3500 4000

L L L
1500 2000 2500
abscissa coordinate

1545 L
0 500

ldOO 30‘00
Figure 2. The estimated results of the image coatds for the
given laserscanning line: 5 measured supportingitpdiblue
stars), 5 fitted supporting points (red circleshdavalues in
between for representing each laserscanning memasote
(green dots).

225



International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-1/W2, 2013
UAV-g2013, 4 — 6 September 2013, Rostock, Germany

The derived results become visible
visualization purposes a different scale betweesciaba and
ordinate coordinates was selected.

Then the 3D object points calculated by the lagenser range
measurement and scan angle can be projected tamimge
plane. By considering the aforementioned systenbreion,
for all laserscanning measurements the image coates and
the corresponding 3D points can be provided towaltbe
following online processing.

Figure 3 gives an impression of the calibratiorultssfor an
outdoor scene. In Figure 3a the green line reptegbe scan
line on the image. The respective range valuesegesented
qualitatively by the red dotted vertical lines. tarmore the
corresponding range values are depicted in Figore 3

-
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Il Il Il Il I
1500 2000 2500 3000 3500
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0 500 1000 4000

b

Figure 3. Calibration results: (a) outdoor scenénwvgtan line
(green solid line) and qualitative representatidnthe range
values (red dotted vertical lines), (b) correspagdirange
values.

5. ONLINE PROCESSING

For a proof of the concept and for convenience peormed
terrestrial experiments with the sensor system.tRigrpurpose
we initially applied the proposed procedures toaobtthe
intrinsic sensor parameters and the sensors’ velatientation.
Concerning the pose estimation and scene mappingtnive
for real-time capability. Therefore, we only intraxed
evaluation strategies enabling online processitey lan board.
In the following we explicate the experiments anle t
corresponding results.

5.1 Experimental setup

We used the system described in Section 3 and respta
sequence of four images and corresponding laserssédter

This contribution has been peer-reviewed.

in Figure 2. Forthe first acquisition, the system has been move8 t up, then

2 m to the right, and 0.25 m down. To account foe tow

resolution camera envisaged for the flying systém, images
have been down sampled by a factor of 4, yieldmgges of
744x1000 pixel. In the first image salient imageing®
corresponding to landmarks have been extractetdeéfFdrstner
operator. These image points and the projecteda3Er Ipoints
of the first scan have been tracked through theesszp by the
Lucas-Kanade tracker. Thereby, a positional pregisif c,.y =

0.05 pixel has been required for all point posiigextracted
and tracked points). Observations of image poinith va

positional precision above this threshold have kiiscarded in
order to account for outliers, salient image fesdudue to
occlusions, non-static scenes, etc. Figure 4 shbessecond
and the fourth image with tracked landmarks andrlg®ints.
The measured distancesto the 3D laser points have been
introduced into the adjustment with a standard atevi ofcy =
0.05m.

b

Figure 4. The second (a) and the fourth image (1) marked
image features (red crosses), projected laserspied circles),
and their tracks (blue lines).

5.2 Evaluation Results

For an evaluation we performed a comparison of tund
adjustment with and without exploiting the rangéimation
given by the laserscanner. For a proper comparisothe
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results we enforced identical datum definitions ail
experiments, i.e. the gauge freedom has only kiged With the
3D points referring to landmarks, not laser points.

Our experiences with experiments using image in&bion only
revealed that a regularization by the LevenbergeJardt
approach implying many iterations is often mandator cope
with a weak geometry and the resulting poor deteatsiiity of
the parameters. In the experiments presented sre#tion less
iterations are needed when exploiting the infororatof the
laserscanner (cf. Table 1).

Observations 768 1000 1029

landmarks landmarks  landmarks

+ +

projected projected

laser points laser points

+

distances

Relative 0.60 0.61 0.62
redundancy

Precision 1 7.2 24.1

index

Table 1: Comparison of the adjustment results foreeh
experiments including relative redundancy, estithdbetor o,
number of required iterations, and precision inddicating
the change in precision for the pose parametet.whe first
experiment.

More important, the average precision of the egthgose
parameters increases considerably which reveal®ehefit of
considering the additional distance observationthiwi the

adjustment. To prove this, we specify the improveimin

precision for the pose estimates with respectéadisults of the
first experiment which does not take the laser dataaccount
(Table 1). The introduced precision index expretisesncrease
(or decrease) in precision by averaging the ratiogstimated
standard deviations for the pose parameters. Hemdactor
greater than one expresses the improvement vorithe first
experiment.

These improvements pave the way for the creatiopraducts
such as depth maps with higher precision. Figushd&ws the
results for the bundle adjustment with range mesamants.

6. DISCUSSION

The experiments revealed that further aspects dhdd
considered. These also address the selected
configuration. The camera has a non-switchable -fogos
function which can still take influence on the Hsuas,

ranges beyond the interval borders. We would tbeeef
recommend using a prime lens with adjustable fam lens
aperture to adapt the depth of focus. Then the @me
calibration parameters should also be valid fdied#nt ranges.

Furthermore, the manufacturer provides the measmem
accuracy of the lightweight laserscanner only witbpect to the
range measurement, i.e. values for range accuragsurement
resolution and repeated accuracy, but unfortunatetyfor the
scan angles. Therefore the scan angle propertiealdstbe
deeper investigated in the future.

Additionally an enhanced measurement principle Ehdie
developed to improve the supporting point measunéme
accuracy. Even better than to measure only 5 stipgguoints
might be a strategy to precisely determine the dioates of all
laser points on the image plane, in our examplef2e6ts.

S S —— S

A0 fomn e R T ST e
35_ """ E "'?" """"" E'""""";'_

) S S R

Zm|

Figure 5: Results of the bundle adjustment, drawmaalir
view. Two of the four camera poses denoted as dgiésn
(projected blue pyramids) can be seen from thie@sBD
points are denoted by dots, the straight line seggneefer to
the laser observations measured at the systersigpfise.

7. CONCLUSIONSAND OUTLOOK

Senstie availability of small and lightweight lasersoars for UAV

applications provokes the need for innovative cpte¢o fuse
image and range measurements properly. In thigibatibn we

depending on the selected test environment, theem@am proposed a stringent approach to integrate rangesumements

calibration is carried out for a defined range i Hence, the
estimated values for the camera parameters migbtased for

This contribution has been peer-reviewed.

provided by a line scanner and observations ohglesicamera
into a joint sliding window bundle adjustment. Nsgary
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prerequisites are a precise camera calibratiorlevsat-arm and
bore-sight determination respectively for the sepsatform.

The conducted terrestrial experiments prove thsilfday and

usability of the approach. The additional consiteraof range
measurements introduces and preserves scale informeases
initialization procedures, and clearly improves #mjustment
results. Furthermore, the additional 3D points gateel by the
laser densify the scene information, i.e. the @idistribution

on the surfaces becomes more uniformly distributed.

For future work a UAV-borne system and longer segas will
be investigated. Derived photogrammetric produaishsas
digital surface models or depth maps can be exgettebe
more accurate with the increased precision of thermediate
results (sensor trajectory and scene points).

With the proposed method a major contribution foiraproved
UAV-borne mapping is given.
accurate trajectory, this approach can be extentigd
considering dense matching techniques, e.g. givetihé semi-
global matching approach (Hirschmuller, 2008) toinga
precise 3D model of the environment or by the useifterent
types of cameras such as the combination of RGBjspatttral
and thermal infrared cameras (Lucieer et al., 20¥2jnmann
et al, 2012) for mapping different
characteristics.
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