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Multimodal Computational Attention
for Scene Understanding

Boris Schauerte
Abstract
Attention is the cognitive process that identifies subsets within sensory inputs
(e.g ., from the millions of human sensory receptors) that contain important
information to focus subsequent complex and slow processing operations on the
most relevant information. This is a key capability of humans and animals that
allows us to rapidly understand what is going on in a scene despite the limited
computational capacities of the brain. Consequently, since attention serves as
a gateway to later cognitive processes, efficient, reliable, and rapid attentional
allocation is key to predation, escape, and mating – in short, to survival.

Like their biological counterparts, robotic systems have limited computational
capacities. Consequently, computational attention models are important to allow
for complex cognitive processing. For this purpose, we develop highly-efficient
auditory and visual attention models. For visual attention, we use hypercomplex
image processing and decorrelation to calculate what is interesting in an image
and are able to efficiently predict where people will look in an image. For auditory
attention, we use Bayesian methods to determine what are unexpected and thus
surprising sounds. Here, we are able to reliably detect arbitrary, salient acoustic
events. We fuse the auditory and visual saliency in a crossmodal parametric
proto-object model. Based on the detected salient proto-objects in a scene, we
can use multiple criteria to plan which part of the room the robot should attend
next. We have successfully implemented this approach on robotic platforms such
as KIT’s ARMAR robot head to efficiently explore and analyze scenes.
In many situations, people want to guide our attention to specific aspects.

For example, photographers compose their images in such way that the most
important object automatically grabs the viewer’s attention. Furthermore, people
use non-verbal signals (e.g ., pointing gestures and gaze) to control where a
conversation partner looks to include a specific nearby object in the conversation.
Interestingly, infants develop the ability to interpret such non-verbal signals very
early and it is an essential ability, because it allows to associate spoken words
with the visual appearances of nearby objects and thus learn language.

In the second part, we first try to identify the most prominent objects in web
images. Then, we start to integrate verbal and non-verbal social signals into our
saliency model. As non-verbal signals, we consider gaze and pointing gestures.
Both signals direct our attention toward spatial areas to narrow the referential
domain, which we model with a probabilistic corridor of attention. As verbal
signals, we focus on specific spoken object descriptions that have been shown
to being able to directly guide visual saliency and thus influence human gaze
patterns. Interestingly, verbal and non-verbal signals complement each other,
i.e. as one signal type becomes ambiguous it is compensated with the other. We
achieve the best results with machine learning methods to integrate the available
information. This way, we are able to efficiently highlight the intended target
objects in human-robot interaction and web images.
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Summary
We derived several novel quaternion-based spectral visual saliency models (QDCT,
ESR, ESW, and EPQFT), all of which perform state-of-the-art on three well-
known eye tracking datasets. Furthermore, we proposed to decorrelate each
image’s color information as a preprocessing step for a wide variety of visual
saliency models. We have shown that color space decorrelation can improve
the performance by about 4 % (normalized) for eight visual saliency algorithms
on three established datasets with respect to three complementing evaluation
measures. Although an improvement of 4 % is far from drastic, it is nevertheless
a considerable achievement, because we are not aware of any other method or
preprocessing step that is able to consistently and significantly improve the
performance of such a wide range of algorithms. Furthermore, we improved the
state-of-the-art in predicting where people look when human faces are visible
in the image. Compared to Cerf et al .’s approach, we were able to improve the
performance by 8 % (i.e., 25.2 % normalized by the ideal AUC) with automatic
face detections.
To realize auditory attention, we introduced a novel auditory saliency model

that is based on the Bayesian surprise of each frequency. To allow for real-time
computation on a robotic platform, we derived Gaussian surprise, which is
efficient to calculate due to its simple closed form solution. Since we addressed a
novel problem domain, we had to introduce a novel quantitative, application-
oriented evaluation methodology and evaluated our model’s ability to detect
arbitrary salient auditory events. Our results show that Bayesian surprise can
efficiently and reliably detect salient acoustic events, which is shown by F1, F2,
and F4 scores of 0.767, 0.892, and 0.967.
We combined auditory and visual saliency in a biologically-plausible model

based on crossmodal proto-objects to implement overt attention on a humanoid
robot’s head. We performed a series of behavioral experiments, which showed
that our model exhibits the desired behaviors. Based on a formalization as
multiobjective optimization problem, we introduced ego motion as a further
criterion to plan which proto-object to attend next. This way, we were able
to substantially reduce the amount of head ego motion while still preferring to
attend the most salient proto-objects first. Our solution exhibits a low normalized
cumulated joint angle distance (NCJAD) of 15.0 %, which represents that the
chosen exploration order requires a low amount of ego motion to attend all
proto-objects, and a high normalized cumulated saliency (NCS) of 83.3 %, which
indicates that highly salient proto-objects are attended early.
We investigated how the spatial distribution of objects in images influences

salient object detection. Here, we provided the first empirical justification for a
Gaussian center bias. This is shown by a probability plot correlation coefficient
(PPCC) of 0.9988 between a uniform distribution and the angular distribution
of salient objects around the image center, and a PPCC of 0.9987 between a
half-Gaussian distribution and the distribution of distances of salient objects to
the image center. Then, we demonstrated that the performance of salient object

IV



detection algorithms can be substantially influenced by undocumented spatial
biases. We debiased the region contrast algorithm and subsequently integrated
a well-modeled Gaussian bias. This way, we achieved two goals: First, through
integration of our explicit Gaussian bias, we improved the state-of-the-art in
salient object detection for web images and at the same time quantified the
influence of the center bias. Second, we derived the currently best unbiased
salient object detection algorithm, which is advantageous for other application
domains such as, e.g ., surveillance and robotics.

We presented saliency models that are able to integrate multimodal signals such
as pointing and spoken object descriptions to guide the attention in human-robot
interaction. We started with an initial heuristic model that combines our spectral
saliency detection with a probabilistic corridor of attention, i.e. the “probabilistic
pointing cone”, to reflect the spatial information given by pointing references.
Additionally, we discussed a biologically-inspired neuron-based saliency model
that is able to integrate knowledge about the target object’s appearance into
visual search. We outperform both models by training conditional random fields
that integrate features such as, most importantly, our locally debiased region
contrast, multi-scale spectral visual saliency with decorrelated color space, the
probabilistic pointing cone, and target color models. This way, we are able to
focus the correct target object in the initial focus of attention for 92.45 % of the
images in the PointAT dataset, which does not provide spoken target descriptions,
and 75.21 % for the ReferAT dataset, which includes spoken target references.
This translates to an improvement of +10.37 % and +25.21 % compared to the
heuristic and neuron-based saliency models, respectively.

Finally, we learn to determine objects or object parts that are being looked-at
by persons in web images. This can be interpreted as a form of gaze following in
web images. For this purpose, we integrated our work on salient object detection
in web images and the interpretation of attentional signals in human-robot
interaction. Consequently, we transferred our methods and train conditional
random fields to integrate features such as, most importantly, spectral visual
saliency, region contrast saliency, and a probabilistic corridor of interest that
represents the observed gaze direction. This way, the looked-at target object is
focused in the initial focus of attention for 66.17 % of images in a dataset that
we collected from Flickr.

To quantify the performance of our approaches, we had to collect several
datasets and even propose novel evaluation procedures, because we often ad-
dressed novel tasks, problems, and domains. We derived novel evaluation
procedures for these tasks: First, we quantified the ability of our auditory
saliency model to determine arbitrary salient acoustic events. Therefore, we
relied on measures that are commonly used to evaluate salient object detection
algorithms. Second, we introduced several novel evaluation measures to evaluate
tradeoffs made by our multiobjective exploration path strategies. Furthermore,
we proposed several measures to quantify the ability of saliency models to high-
light target objects and focus the objects after a minimum amount of focus of
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attention shifts. We collected novel datasets for the following tasks: First, we
created a dataset that consists of 60 videos to evaluate multiobjective exploration
strategies. Second and third, we recorded two new datasets to evaluate how
well we are able to guide our saliency model in human-robot interaction; in the
absence (PointAT) and presence (ReferAT) of spoken target object information.
For this purpose, fourth, we also gathered the Google-512 dataset to train our
color term models. Fifth, to evaluate the identification and segmentation of
gazed-at objects in web images, we collected the Gaze@Flickr dataset that we
selected out of one million Flickr images.
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Multimodal Computational Attention
for Scene Understanding

Boris Schauerte

Kurzzusammenfassung
Aufmerksamkeit ist der kognitive Prozess, der dafür verantwortlich ist, die be-
schränkten Bewusstseinsressourcen auf die sensorischen Reize (beispielsweise
Tonfrequenzen und Bildinhalte) zu konzentrieren, die wahrscheinlich wichtige
Informationen für spätere kognitive Prozesse (beispielsweise Aktivitäts- und
Objekterkennung) enthalten. Entsprehend ist Aufmerksamkeit eine bedeutende
Fähigkeit von Menschen und Tieren, die es ermöglicht trotz der eingeschränkten
kognitiven Kapazitäten die wichtigsten Inhalte von Szenen schnell zu erfassen
und zu verarbeiten – eine Schlüsselfähigkeit für das Überleben, denn es ermöglicht
schnelle Reaktionen auf plötzliche, unerwartete und möglicherweise lebensbe-
drohende Ereignisse. Somit lässt sich Aufmerksamkeit als Filter oder Tor für
spätere kognitive Prozess interpretieren. Dies bedeutet allerdings auch, dass alle
nachfolgenden Prozesse auf eine schnelle, effiziente, und zuverlässige Zuweisung
der kognitiven Kapazitäten durch den Aufmerksamkeitsprozess angewiesen sind.
Wie ihre menschlichen und tierischen Vorbilder besitzen auch Roboter nur

eingeschränkte Rechenkapazitäten. Demzufolge stellen Aufmerksamkeitsmodelle
ein wichtiges Hilfsmittel dar, um auf Robotern die beschränkten Ressourcen zu
verteilen und komplexe kognitive Prozesse zu ermöglichen. Zu diesem Zweck
haben wir hocheffiziente visuelle und akustische Aufmerksamkeitsmodelle ent-
wickelt, die hervorstechende – sprich „saliente“ – Reize detektieren und für
spätere Prozesse kennzeichnen. Zur Berechnung der visuellen Salienz nutzen
wir holistische spektrale Bildverarbeitungsverfahren und Farbdekorrelation. Auf
diese Weise sind wir in der Lage, effizient vorherzusagen, auf welche Bereiche
ein menschlicher Betrachter seine Aufmerksamkeit in Bildern richten wird. Zur
Berechnung der auditorischen Salienz verlassen wir uns auf den bayesschen Wahr-
scheinlichkeitsbegriff, um zu berechnen wie unerwartet und somit überraschend
ein akustisches Signal ist. Auf diese Weise sind wir in der Lage effizient beliebige,
akustisch interessante Reize zu detektieren, auf die die Aufmerksamkeit gerichtet
werden sollte. Wir fusionieren die auditorische und visuelle Salienzinformation in
einem modalitätsübergreifenden parametrischen Protoobjektmodell. Aufbauend
auf den detektierten salienten Protoobjekten in der Umgebung kann der Roboter
anschließend planen auf welche Bereiche und Reize er seine sensorischen und
kognitiven Kapazitäten optimalerweise richten sollte. Wir haben eine solche
Szenenexplorationsstrategie erfolgreich auf unterschiedlichen Roboterplattformen
implementiert, um effizient automatisch Szenen zu erkunden und die Objekte in
der Umgebung des Roboters zu analysieren.
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Es gibt viele Situationen in denen Menschen versuchen die Aufmerksamkeit
anderer Personen auf bestimmte Aspekte zu lenken. Besipielsweise arrangieren
Photographen ihre Bilder derart, dass wichtige Objekte automatisch den Blick
des Betrachters auf sich ziehen. Des Weiteren nutzen wir oft sogar unbewusst
Gesten und andere nonverbale Signale, um die Aufmerksamkeit unserer Ge-
sprächspartner auf Objekte in der Umgebung zu lenken, die wir in das Gespräch
einbeziehen wollen. Interessanterweise lernen Kinder bereits in einem sehr frühen
Entwicklungsstadium solche nonverbalen Kommunikationssignale (insbesondere
Blick- und Zeigerichtungen) zu interpretieren. Dies ist ein essentieller Aspekt der
Kindesentwicklung, weil es die Interpretation nonverbaler Signale vereinfacht,
gesprochene Worte mit sichtbaren Objekten in der Umgebung zu assoziieren –
eine wichtige Fähigkeit zum Erlernen einer Sprache.

Im zweiten Teil der Dissertation konzentrieren wir uns darauf, die Objekte in
Bildern zu identifizieren, auf die eine andere Person die Aufmerksamkeit lenken
will. Wir beginnen mit der automatischen Identifikation des hervorstechendsten,
zentralen Objektes in Photos und anderen Bildern aus dem Internet. Anschließend
integrieren wir nonverbale und verbale Signale in ein Aufmerksamkeitsmodell zur
Unterstützung der Mensch-Roboter-Interaktion. Hier konzentrieren wir uns auf
Zeigegesten und bestimmte sprachliche Beschreibungen, von denen bekannt ist,
dass sie die wahrgenommene Salienz und somit Aufmerksamkeit von Personen
unbewusst beeinflussen können. Interessanterweise ergänzen sich nonverbale und
verbale Signale derart, dass ein zusätzliches Signal eingesetzt wird, wenn nur
ein Signaltyp das Zielobjekt nicht eindeutig beschreiben würde. Zeigegesten und
Blickrichtung lenken die Aufmerksamkeit auf bestimmte Bereiche entlang der
Blick- oder Zeigerichtung, in denen sich die relevanten Objekte befinden. Wir
modellieren diese Information mithilfe eines probabilistischen Modells des aufge-
spannten Aufmerksamkeitskorridors. Zusätzlich kann vorhandene Information
über das Aussehen eines gesuchten Objektes die wahrgenommene Salienz so
beeinflussen, dass Bildbereiche hervorgehoben sind, die ähnliche Merkmale auf-
weisen wie das Zielobjekt. Wir präsentieren heuristische und biologisch motivierte
Modelle die es uns ermöglichen die vorhandenen Informationen zu fusionieren.
Allerdings erreichen wir die besten Ergebnisse mit Methoden des maschinellen
Lernens. Mit unseren entwickelten Methoden sind wir in der Lage, effizient das
Zielobjekt in zwei unterschiedlichen Domänen hervorzuheben: Erstens während
der Mensch-Roboter-Interaktion mit Zeigegesten und Sprache. Zweitens für Bil-
der aus dem Internet; entweder mit oder ohne Einfluss der Blickrichtung von im
Bild sichtbaren Personen.
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1
Introduction

We immediately spot a warning triangle on a street or a black sheep in a flock.
Yet, although we know what we are looking for, it can take us minutes to find
Waldo, who blends into a crowd of nondescript people. When it comes to hearing,
we are able to selectively listen to different speakers in a crowded room that is
filled with a multitude of ongoing conversations. And, an unexpected, unfamiliar
sound at night can awaken and scare us, making our hearts race as a means to
prepare us for fight or flight. These examples illustrate how our brain highlights
some visual or auditory signals while suppressing others. Understanding what
our brain will highlight is not just fundamental to understand and model the
human brain but forms the basis for best practices in various application areas.
For example, based on a set of basic cognitive rules and guidelines, movie
directors compose the camera shots of scenes in such a way that the relevant
information gets subconsciously highlighted. Furthermore, horror movies use
harsh, non-linear, and unexpected sounds to trigger strong emotional responses.

This form of highlighting is better known as “selective attention” and describes
mechanisms in the human brain that determine which parts of the incoming
sensory signal streams are currently the most interesting and should be analyzed
in detail. Attentional mechanisms select stimuli, memories, or thoughts that are
behaviorally relevant among the many others that are behaviorally irrelevant.
Such attentional mechanisms are an evolutionary response to the problem that
the human brain – due to computational limitations – is not able to fully process
all incoming sensory information and, as a consequence, has to select and focus
on the potentially most relevant stimuli. Otherwise humans would not be able
to rapidly understand what is going on in a scene, which however is key to
predation and escape – in short, to human survival and evolution.
Thus, attention serves as a gateway to later cognitive processes (e.g ., object

recognition) and visual attention is often compared with a “spotlight”. Following
the spotlight metaphor, only scene elements that are illuminated by the spotlight
are fully processed and analyzed. By moving the spotlight around the scene, we
can iteratively build up an impression of the entire scene. For example, in the
human visual system this is implemented in the form of rapid, subconscious eye
movements, the so-called “saccades”. By moving the eye, fixating and analyzing
one location at a time, the small fixated part of the scene is projected onto the
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fovea. The fovea is the central part of the retina that is responsible for highly
resoluted, sharp, non-peripheral vision. As a consequence, attention does not just
reduce the necessary computational resources, but it ensures the best possible
sensory quality of the fixated sensory stimuli for subsequent stages – thus, it
represents an evolutionary solution to manage perceptual sensory quality and
computational limitations. Orienting the eyes, head, or even body to selectively
attend a stimulus is called “overt attention”. In contrast, “covert attention”
describes a mental focus (e.g ., to focus on a specific aspect of an overtly focused
object) that is not accompanied by physical movements.
Since only a small part of the signal will be analyzed, the definition of what

is potentially relevant – i.e., “salient” – is absolutely critical. Here, we have
to differentiate between two mechanisms. First, bottom-up, stimulus-driven
saliency highlights signals as being salient that differ sufficiently from their
surrounding in space and time. For example, due to its unnatural triangular
shape and color, the advance warning triangle is highly salient; as is the black
sheep that visually “pops out” of the flock of white sheep. Similarly, a sudden,
unexpected sound attracts our auditory attention, because it differs substantially
from what we have heard before. Bottom-up attention is also often referred
to as being “automatic”, “reflexive”, or “stimulus-driven”. Second, top-down,
user-driven factors can strongly modulate or, in some situations, even override
bottom-up attention. Such top-down factors can be expectations or knowledge
about the appearance of a target object that is being searched (i.e., the basis
for so-called “visual search”) that influences which distinctive features should
attract our attention. For example, during a cocktail party we are able to focus
our auditory attention on a location (i.e., the location of the person we want
to listen to) and specific frequencies to highlight the voice of our conversation
partners and suppress background noise, which allows us to better understand
what is being said. Similarly, for example, when visually searching for a red
object, all red objects in the scene become more salient. However, top-down
attention also faces limitations that can be experienced when looking for Waldo,
which – due to the presence of distractors – is still a challenging problem even
though we exactly know how Waldo looks like (see Appx. E). Furthermore, in
many situations, bottom-up attention can not be suppressed entirely and highly
salient stimuli can still attract the attention independent of conflicting top-down
influences. Top-down attention is also commonly referred to as being “voluntary”,
“centrally cued”, or “goal-driven”.

Naturally, auditory and visually salient stimuli are integrated into a crossmodal
attention model and work together. For example, when we hear a strange,
unexpected sound behind our back, then we will naturally turn our head to
investigate what has caused this sound. Furthermore, information that we acquire
from speech (e.g ., about the visual appearance of an object) can modulate the
visual saliency. In fact, in recent years, it becomes more and more apparent that
the sensory processing in the human brain is multisensory to such extent that,
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for example, lipreading or the observation of piano playing without hearing the
sound can activate areas in the auditory cortex.
Attention models try to model what the human brain considers as being

salient or interesting. Traditionally, attention models have been used to model
and predict the outcome of psychological experiments or tests with the goal to
understand the underlying mechanisms in the human brain. However, attention
models are not just interesting to achieve a better understanding of the human
brain, because to know what humans find interesting is an important information
for a wide range of practical applications. For example, we could optimize
the visual layout of advertisement or user interfaces, reduce disturbing signal
compression artifacts, or suppress annoying sounds in urban soundscapes. In
general, knowing what is potentially relevant or important information opens
further application scenarios. For example, we could focus machine learning
algorithms on the most relevant training data. An application area that seems
to be particularly in need of attention mechanisms is robotics, because robots
that imitate aspects of human sensing and behavior face similar challenges as
humans. Accordingly, attention models could be used to implement overt and
covert attention to save computational resources, improve visual localization, or
help to mimic aspects of human behavior in human-robot interaction.
In this thesis, we describe our work on two aspects of multimodal attention:

1. Bottom-up Audio-Visual Attention for Scene Exploration
In the first part, we describe how we realized audio-visual overt attention on
a humanoid robot head. First, we define which auditory and visual stimuli
are salient. For this purpose, we use spectral visual saliency detection
with a decorrelated color space for visual saliency and a probabilistic
definition of surprise to implement auditory saliency detection. Then,
we determine and localize auditory and/or visually salient stimuli in the
robot’s environment and, for each salient stimulus, we represent the spatial
location and extent as well as its saliency in the form of so-called proto-
objects. This makes it possible to fuse the auditory and visual proto-objects
to derive crossmodally salient regions in the environment. Based on these
salient spatial regions, i.e. our salient proto-objects, we implement overt
attention and plan where the robot should turn its head and look next.
Here, we do not just incorporate each proto-object’s saliency, but use
a multiobjective framework that allows us to integrate ego-motion as a
criterion.

2. Multimodal Attention with Top-Down Guidance
In the second part, we investigate attention models for situations in which a
person tries to direct the attention toward a specific object, i.e. an intended
target object. Here, we address two top-down influences and application
domains: First, how photographers and other artists compose images to
direct the viewer’s attention toward a specific salient object that forms
the picture’s intended center of interest. Second, how interacting people
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use verbal (e.g ., “that red cup”) and non-verbal (e.g ., pointing gestures)
signals to direct the interaction partner’s visual attention toward an object
in the environment to introduce or focus this object in the conversation
and talk about it. For this purpose, we rely on machine learning methods
to integrate the available information, where we also build on features that
we derived in the first part of this thesis. Finally, we combine both tasks
and address web images in which people are looking at things. Thus, we
shift from the first part’s focus on the general interestingness of signals to
being able to let top-down information guide visual saliency and highlight
the specific image regions that depict intended target objects.

1.1 Contributions

Among several other contributions, our major contributions to the state-of-the-art
that we present and discuss in this thesis have been made in these areas:

1. Visual saliency
We focused on how we can represent color information in a way that
supports bottom-up visual saliency detection. For this purpose, we in-
vestigated the use of quaternions for holistic color processing, which in
combination with quaternion component weighting was able to improve
the state-of-the-art in predicting where people look by a small margin.
Based on our experiences with quaternion-based approaches, we investi-
gated color decorrelation as a method to represent color information in a
way that supports to independently process color channels. This way, we
improved the predictive performance of eight visual saliency algorithms,
again improving the state-of-the-art.

2. Auditory saliency
We proposed a novel auditory saliency model that is based on Bayesian
surprise. Our model has a clear biological foundation and, in contrast to
prior art, it is able to detect salient auditory events in real-time. The
latter was an important requirement to implement auditory attention
on a robotic platform. Since a similar approach has not been proposed
and evaluated before, we also introduced a novel, application-oriented
evaluation methodology and show that our approach is able to reliably
detect arbitrary salient acoustic events.

3. Audio-visual proto-objects and exploration
Proto-objects are volatile units of information that can be bound into a
coherent and stable object when accessed by focused attention, where the
spatial location serves as index that binds together various low-level features
into proto-objects across space and time. We introduce Gaussian proto-
objects as novel, object-centred method to represent the 3-dimensional
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spatial saliency distribution. In contrast to prior art, our representation
is parametric and not grid-like such as, for example, elevation-azimuth
maps or voxels. We implement proto-objects as being primitive, uncat-
egorized object entitities in our world model. This way proto-objects
seamlessly form the foundation to realize biologically-plausible crossmodal
saliency fusion, implement different overt attention strategies, realize object-
based inhibition of return, and serve as starting point for the hierarchical,
knowledge-driven object analysis. We are not aware of any prior sys-
tem that integrates all these aspects in a similarly systematic, consistent,
biologically-inspired way.

4. Salient object detection
We investigated how the photographer bias influences salient object de-
tection datasets and, as a consequence, algorithms. We provided the first
empirical justification for the use of a Gaussian center-bias and have shown
that algorithms may have implicit, undocumented biases that enable them
to achieve better results on the most important datasets. Based on these
observations, we adapted a state-of-the-art algorithm and removed its
implicit center-bias. This way, we were able to achieve two goals: First, we
could improve the state-of-the-art in salient object detection on web images
through the integration of an explicit, well-modeled center-bias. Second,
we derived the currently best performing unbiased algorithm, which can
provide superior performance in application domains in which the image
data is not subject to a center-bias.

5. Saliency with top-down guidance
We were the first to create attention models that let the often complemen-
tary information contained in spoken descriptions of a target object’s visual
appearance and non-verbal signals – e.g ., pointing gestures and gaze – guide
the visual saliency and, as a consequence, the focus of attention. This way,
we are often able to highlight the intended target object in human-robot
interaction with the goal to facilitate to establish a joint focus of attention
between interacting people. We started with biologically-oriented models,
but achieved the best results with machine learning methods that learn
how to integrate different features, ranging from our spectral visual saliency
models to probabilistic color term models. After having demonstrated
that this successfully works for human-robot interaction, we approach a
more challenging domain and try to identify the objects of interest in web
images that depict persons looking at things.

We provide a more detailed discussion of individual contributions in the
related work part of chapter 3 (“Bottom-up Audio-Visual Attention for Scene
Exploration”) and 4 (“Multimodal Attention with Top-Down Guidance”).
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Code and Impact

To support scholarly evaluation by other researchers as well as the integration
of our methods into other applications, we made most algorithms that are
described in this thesis open source. This includes, for example, the source
code for auditory saliency detection – including Gaussian surprise – and our
spectral visual saliency toolbox. The latter was downloaded several thousand
times during the past years. Our code has also been successfully used in other
research projects at the computer vision for human-computer interaction lab:

1. Patient agitation
Our Gaussian surprise model was used for patient agitation detection in
intensive care units, see Sec. A.1.

2. Activity recognition
Our quaternion image signature saliency model and proto-objects were
used to improve activity recognition, see Sec. A.2.

Further Contributions

Related to this dissertation, but not thematically central enough to be described
in detail in the main document, we contributed to further fields:

1. Assistive technologies for visually impaired people
Initially, we learned and applied color term models to integrate the top-
down influence of spoken object descriptions on attention in human-robot
interaction [SF10a]. However, these color models also became an essential
element in our work on computer vision for blind people, because they
allowed us to use sonification to guide a blind person’s attention toward
certain spatial areas and help find lost things [SMCS12].

Furthermore, as part of this thesis, we use conditional random fields
to learn to guide visual saliency in human-robot interaction, see Sec. 4.3.
However, we also have applied this conditional random field structure,
learning, and prediction methodology to identify the area in front of a
walking person that is free of obstacles (see [KSS13]).

2. Color term and attribute learning from web images
We learned color term models (i.e., representations of what people actually
mean when they say “red” or “blue”) from images that were automatically
gathered from the web. Here, we proposed to use image randomization
in such a way that the color distributions of artificial or post-processed
images, which are common in the domain of web images, better match the
distribution of natural images [SF10b]. To further improve the results, we
combined salient object detection as spatial prior and supervised latent
Dirichlet allocation to treat color terms as linguistic topics [SS12a]. Inspired
by our intended target application, we introduced an evaluation measure
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that compares the classification results with human labels, which better
reflects the oftentimes fuzzy boundaries between color terms.

1.2 Outline

The organization of this thesis is as follows:

Main content

In chapter 2, we provide a broad overview of related work that forms the
background to understand many ideas and concepts throughout this thesis. We
first discuss aspects of auditory (Sec. 2.1.1), visual (Sec. 2.1.2), and multimodal
attention (Sec. 2.1.3). Then, we overview attention model applications (Sec. 2.2).

In chapter 3, we present how we implemented audio-visual bottom-up attention
for scene exploration and analysis. Here, we start with a discussion of the most
relevant related work and how our approach deviates from prior art (Sec. 3.1).
Then, we introduce how we define visual and auditory saliency (Sec. 3.2 and 3.3,
respectively) before we explain how we fuse this information in an audio-visual
proto-object model (Sec. 3.4). The proto-object model forms the basis to plan
where the robot should look next, which is implemented solely saliency-driven
(Sec. 3.4.4.A) and with the consideration of the necessary ego-motion (Sec. 3.5).

In chapter 4, we present how we learn to let top-down influences guide attention
to highlight specific objects of interest. Again, we first discuss the most relevant
related work and clarify our contributions (Sec. 4.1). Then, we analyze how
the photographer bias in web images influences modern salient object detection
algorithms and present a state-of-the-art method without such a bias (Sec. 4.2).
Afterwards, we discuss how we integrate pointing gestures and spoken object
references into an attention model that highlights the referred-to object (Sec. 4.3).
Finally, we show how the methods that we first presented in an human-robot
interaction context (Sec. 4.3) can be applied to web images to identify objects
that are being looked at.
In chapter 5, we summarize the results of this thesis and discuss potential

topics of future work.

Appendices

In appendix A, we present two applications that rely on our saliency models
and were developed at the computer vision for human-computer interaction
lab. First, in Sec. A.1, we describe how Martinez uses our Gaussian surprise
model to detect patient agitation in intensive care units. Second, in Sec. A.2,
we decribe how Rybok uses our quaternion image signature saliency model and
proto-objects to improve the accuracy of an activity recognition system.
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In appendix B, we overview and briefly describe all twelve datasets that are
relevant to this thesis.
In appendix C, we provide further color space decorrelation results that

supplement our evaluation in Sec. 3.2.2.B.
Finally, in appendix E, we briefly introduce Waldo.
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2
Background

Although in principle all attention models serve the same purpose, i.e. to highlight
potentially relevant and thus interesting – that is to say “salient” – data, attention
models can differ substantially in which parts of the signal they mark as being
of interest. This is to a great extent due to the varying research questions and
interests in relevant fields such as, most importantly, neuroscience, psychophysics,
psychology, and computer science. However, it is also caused by the vagueness as
well as application- and task-dependence of the underlying problem description,
i.e. what is interesting?

The purpose of this chapter is to provide an introduction to visual and auditory
attention (Sec. 2.1) and its applications (Sec. 2.2) that serves as background
information for the remainder of this thesis.

2.1 Attention Models

In general, it is possible to distinguish three types of attention models by the
respective research field: First, neurobiological models try to understand and
model in which part of the brain attentional mechanisms reside and how they
operate and interact on a neurobiological level. Second, psychological models try
to model, explain, and better understand aspects of human perception and not
the brain’s neural system and layout. Third, computational models implement
principles of neurobiological and psychological models, but they are also often
subject to an engineering objective. Such an engineering objective is less to
model the human brain or perception, but to be part of and improve artificial
systems such as, e.g ., vision systems or complex robots.
For visual attention, the following text focuses on computational and to a

lesser extent psychological models, because well-studied, elaborated psychological
and computational models exist. Furthermore, a deep understanding of neuro-
biological aspects of the human brain’s neural visual system is of minor relevance
for the remainder of this thesis. An interesting complementary lecture to this
section is the excellent survey by Frintrop et al . [FRC10], which specifically
tries to explain attention related concepts and ideas across the related fields
of neurobiology, psychology, and computer science. For auditory attention, it
is necessary to address neurobiological aspects of the human auditory system,
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Figure 2.1.: Treisman’s feature integration theory model. Image from [TG88].

because concise elaborated psychological and computational do not exist and
a basic understanding of the human auditory system is important to under-
stand the motivation of proposed computational models. Here, Fritz et al . and
Hafter et al . provide very good neurobiological overviews of auditory attention
[FEDS07, HSL07].

2.1.1. Visual Attention

Psychlogical Models The objective of psychological attention models is to
explain and better understand human perception, not to model the brain’s neural
structure. Among the psychological models, the feature integration theory (FIT)
by Treisman et al . [TG80] and Wolfe et al .’s guided search model (GSM) [Wol94]
are probably by far the most influential models. Aspects of both models are still
present in modern models and both models have constantly been adapted to
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incorporate later research findings. A deeper discussion of psychological models
can be found in the review by Bundesen and Habekost [BH05].

feature
integration
theory

Treisman’s feature integration theory [TG80], see Fig. 2.1, assumes that
“different features are registered early, automatically, and in parallel across the
visual fields, while objects are identified separately and only at a later stage,
which requires focused attention” [TG80]. This simple description includes
various aspects that are still fundamental for psychological and computational
attention models. Conspicuities in a feature channel are represented in topological
“conspicuity” or “feature maps”. The information from the feature map is
integrated in a “master map of location”. A concept that is nowadays most
widely known as “saliency map” [KU85] saliency map. This master map of location encodes
“where” things are in an image, but not “what” they are, which reflects the “where”
and “what” pathways in the human brain [FRC10]. Attention is serially focused
on the highlighted locations in the master map and the image data around the
attended location is passed as data to higher perception tasks such as, most
importantly, object recognition to answer “what” is shown at that location.

visual searchAlthough Treisman’s early model primarily focused on bottom-up perceptual
saliency, Treisman also considered how attention is affected during visual search,
i.e. when looking for specific target objects. A target is easier – i.e., faster – to
find during visual search the more distinctive features it exhibits that differentiate
it from the distractors. To implement visual search mechanism in FIT, Treisman
proposed to inhibit the feature maps that encode the features of distractors, i.e.
non-target features.

object filesTreisman et al . also introduced the concept of object files as “temporary
episodic representations of objects”. An object file “collects the sensory informa-
tion that has so far been received about the object. This information can be
matched to stored descriptions to identify or classify the object” [KTG92].

guided searchWolfe et al . [WCF89, Wol94] introduced the initial guided search model to
address shortcomings of early versions of Treisman’s FIT model, see Fig. 2.2. As
its name suggests, Wolfe’s GSM focuses on modeling and predicting the results
of visual search experiments. Accordingly, it explicitly integrates the influence of
top-down information to highlight potential target objects during visual search.
For this purpose, it uses the top-down information to select the feature type that
best distinguishes between target and distractors.

Computational Models – Traditional Structure Most computational at-
tention models follow a similar structure, see Fig. 2.3, which is adopted from
Treisman’s feature integration theory [TG80] and Wolfe’s guided search model
[WCF89, Wol94] (see Fig. 2.1 and 2.2, respectively). The first computational
implementation of this model was proposed by Koch and Ullman [KU85], who
also coined the term “saliency map” that is identical to the concept of Treisman’s
“master map of location”. traditional

structure
The general idea is to compute several features in

parallel that are fused to form the final saliency map. This traditional struc-
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Figure 2.2.: Wolfe’s guided search model. Image from [Wol94].

ture consists of several processing steps to calculate the saliency map and the
different computational models differ in how they implement these steps. For
example, Frintrop’s visual object detection with computational attention sys-
tem (VOCUS) uses integral images to calculate the center-surround differences
[Fri06], Harel et al .’s graph-based visual saliency model [HKP07] implements
Itti and Koch’s model [IKN98], which is depicted in Fig. 2.3, in a consistent
graph-based framework.
In this model, one or several image pyramids are computed to facilitate the

subsequent computation features are computed on different scales.feature maps Then, image
features are computed, which typically are based on local contrast operations
such as, most importantly, “center-surround differences” that compare the average
value of a center region with the average value in the surrounding region [Mar82].
The most common low-level feature channels are intensity, color, orientation,
and motion. Each feature channel is subdivided into several feature types such
as, for example, red, green, blue, and yellow feature maps for color. The features
are commonly represented in so-called “feature maps”, which are also known as
“conspicuity maps”.saliency map These feature maps are then normalized and fused to form
a single “saliency map”.

fusion How the conspicuity maps are fused is a very important aspect of attention
models. It is important that image regions that stand out in one feature map are
not suppressed by the other feature maps. Furthermore, the feature calculation
can be non-linear, leading to strong variations in the value range across and
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Figure 2.3.: The traditional structure of feature-based computational visual
attention models, which is the basis of Itti and Koch’s [IKN98]
traditional visual attention model. Image from [IK01a].

even within feature channels. normalizationTypical normalizations not just try to normalize
the value range but also try to highlight local maxima and suppress the often
considerable noise in the feature maps [IK01a, IKN98, Fri06]. The feature maps
can be weighted, for example, bottom-up by their uniqueness or top-down to
incorporate task knowledge when fused into the final saliency map.

Although the saliency map can serve as input to subsequent processing oper-
ations, e.g . as a relevance map for image regions, many applications require a
trajectory of image regions similar to human saccades. saccadesSaccadic movement of
the human eye is an essential part of the human visual system and critical to
focus and resolve objects. By moving the eye, the small part of the scene that
is fixated can be sensed with greater resolution, because it is projected on the
central part of the retina, i.e. the fovea, which is responsible for highly resoluted,
sharp, non-peripheral vision. To serially attend image regions, the saliency map’s
local maxima are determined and sequentially attended, typically in the order
of descending saliency. inhibition of

return
A major contribution of Koch and Ullman [KU85] was

to show that serially extracting the local maxima can be implemented with
biologically-motivated winner-take-all (WTA) neural networks. To serially shift
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(a) Orientation (b) Color (c) Locality

Figure 2.4.: Psychologically motivated test patterns that haven been and are
still used to assess the capabilities of visual attention models [KF11].
The goal is to highlight the irregularities in the patterns.

the focus of attention, the saliency of an attended region is suppressed so that
the return of the focus of attention to previously attended regions is inhibited.

The computational model as described so far mostly reflects bottom-up atten-
tion, i.e. it does not explicitly handle task-specific top-down information (e.g .
as is given by a sentence that describes a searched object such as “search for
the red ball”).top-down

influence
The most common approach to integrate top-down information

is control the influence of the feature maps during the fusion and adapt the
weights in such way that feature maps that are likely to highlight distractors
are suppressed [Wol94, NI07]. The weights can either be static or dynamic to
adapt the model to specific scenarios [XZKB10]. Additionally, it is possible to
integrate further, more specialized feature maps that encode, for example, faces,
persons, or even cars [JEDT09, CFK09].

Computational Models – Non-Traditional Approaches Since human
eye movements are controlled by visual attention, which can easily be observed,
gaze trajectories have long served as basis to study visual attention and aspects
of human cognition in general. For example, in 1967, Yarbus showed that eye
movements depend on the task that is given to a person [Yar67].evaluation Consequently,
the main goal of psychological models is to explain and predict eye movements
that are recorded during eye tracking experiments. However, due to the lack of
modern computerized eye tracking equipment, the abilities of visual attention
models where for a long time assessed by testing whether or not they were able to
replicate effects that have been observed on psychological test patterns, see Fig 2.4.
In the last five years, several eye tracking datasets have been made publicly
available to evaluate visual attention models (e.g ., [KNd08, BT09, CFK09,
JEDT09]; Winkler and Subramanian provide an up-to-date overview of eye
tracking datasets [WS13]). Among other aspects, such easily accessible datasets
and the resulting quantitative comparability of test results has lead to a plethora
of novel algorithms such as, for example, attention by information maximization
[BT09], saliency using natural statistics [ZTM+08], graph-based visual saliency
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[HKP07], context-aware saliency [GZMT12, GZMT10], and Judd et al .’s machine
learning model [JEDT09]. Interestingly, Borji et al . recently evaluated many
proposed visual saliency algorithms on eye tracking data [BI13, BSI13b].

However, although being often evaluated on eye tracking data, most recently
proposed models do not try to implement or explain any psychological or neuro-
biological models (e.g ., [HHK12, HZ07]). However, a biological plausibility can
sometimes be discovered later (e.g ., [BZ09]). spectral modelsOne such recent trend are spectral
saliency models that were first proposed by Hou et al . [HZ07]. These models
operate in the image’s frequency spectrum and exploit the well-known effect
that spectral whitening of signals will “accentuate lines, edges and other narrow
events without modifying their position” [OL81]. Since these models are based
on the fast Fourier transform (FFT), they combine state-of-the-art results in
predicting where people look with the computational efficiency inherited from
the FFT. Please note that spectral saliency models are discussed in detail in
Sec. 3.1.1.

machine
learning

Another recent trend is to use machine learning techniques to learn to pre-
dict where humans look, which was first proposed by Judd et al . [JEDT09].
Most saliency models that rely on machine learning are either pixel- or patch-
based. Pixel-based approaches have in common with the traditional structure of
computational models that they calculate a collection of feature maps. Then,
classification or regression methods such as, for example, support vector machines
[JEDT09] or boosting [Bor12] can be trained to learn how to optimally fuse the
individual feature maps into the final saliency map. Patch-based approaches
compare image patches against each other to calculate the saliency of each patch.
For example, it is possible to rank the image patches by their uniqueness and
assign a high saliency to patches that contain features that are rarely seen across
the image [LXG12]. However, all approaches that rely on machine learning
have the disadvantage that they require enough training data, which can be
problematic, because most datasets consist of a very limited number of eye
tracked images.

Computational Models – Salient Object Detection Recently, Liu et al .
adapted the traditional definition of visual saliency by incorporating the high
level concept of a salient object into the process of visual attention computation
[LSZ+07]. salient objectA “salient object” is defined as being the object in an image that
attracts most of the user’s interest such as, for example, the man, the cross,
the baseball players and the flowers that are shown in Fig. 2.5. salient object

detection
Accordingly,

Liu et al . [LSZ+07] defined the task of “salient object detection” as the binary
labeling problem of separating the salient object from the background. Here, it
is important to note that the selection of a salient object happens consciously
by the user whereas the gaze trajectories, which are recorded with eye trackers,
are the result of mostly unconscious processes. Consequently, considering that
salient objects naturally attract human gaze [ESP08], salient object detection
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Figure 2.5.: Example images from Achanta et al .’s and Liu et al .’s salient object
detection dataset [AS10, LSZ+07].

and predicting where people look are very closely related yet different tasks with
different evaluation measures and characteristics.
Since the ties of salient object detection to psychology and neurobiology are

relatively loose, a wide variety of models has been proposed in recent years that
are even less restricted by biological principles than traditional visual saliency
algorithms. Initially, Liu et al . [LSZ+07] combined multi-scale contrast, center-
surround histograms, and color spatial-distributions with conditional random
fields.common ideas Liu et al .’s ideas – a combination of histograms, segmentation, and
machine learning – can still be found in most salient object detection algorithms.
Alexe et al . [ADF10] combine traditional bottom-up saliency, color contrast,
edge density, and superpixels in a Bayesian framework. Closely related to
Bayesian surprise [IB06], Klein et al . [KF11] use the Kullback-Leibler divergence
of the center and surround image patch histograms to calculate the saliency
map, whereas Lu and Lim [LL12] calculate and invert the whole image’s color
histogram to predict the salient object. Achanta et al . [AHES09, AS10] rely on
the difference of pixels to the average color and intensity value of an image patch
or even the whole image. Cheng et al . [CZM+11] use segmentation and define
each segments saliency based on the color difference and spatial distance to all
other segments.

2.1.2. Auditory Attention

Auditory attention is an important, complex system of bottom-up – i.e., sound-
based salience – and top-down – i.e., task-dependent – aspects. Among other
aspects, auditory attention assists in the computation of early auditory features
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and acoustic scene analysis1, the identification and recognition of salient acoustic
objects, enhancement of signal processing for the attended features or objects, and
the planning of actions in response to incoming auditory information [FEDS07].

acoustic
features

Moreover, auditory attention can be directed to a rich set of acoustic features
including, among others, spatial location, auditory pitch, frequency or intensity,
tone duration, timbre, speech versus non-speech, and characteristics of individual
voices [FEDS07]. cocktail party

effect
The best example for these abilities is the “cocktail party

effect” [Che08], which illustrates that we are able to attend and selectively
listen to different speakers in a crowded room that is filled with a multitude of
ongoing conversations. Consequently, auditory attention influences many levels
of auditory processing; ranging from processing in the cochlea to the association
cortex. Not unlike the “what” and “where” pathways in the human brain’s visual
system, there seem to be auditory “what” and “where” pathways, whose activation
depends on whether an auditory task requires attending to an auditory feature
or object or to a spatial location [ABGA04, DSCM07].
However, since auditory attention is an active research field in neurobiology,

psychophysics, and psychology, it is only possible to provide a brief overview of
selected aspects in the following. There exist however two detailed literature
overviews: First, Hafter et al .’s review [HSL07] focuses on bottom-up aspects
of auditory attention. Second, Fritz et al .’s survey [FEDS07] nicely presents
aspects of top-down auditory and crossmodal attention. However, although there
exists a large body of existing work, it is important to say that there are still
many open research questions [FEDS07]. open questionsSome of these questions are directly
related to the work presented in this dissertation such as, for example: How
much of the brain’s acoustic novelty detection mechanisms can be explained
by simple habituation mechanisms? What are the differences and similarities
between visual and auditory attention? What is an appropriate computational
model of auditory attention?

How humans perceive sound As shown in Fig. 2.6(a), cochleathe cochlea is a
coiled system of three ducts: the scala vestibuli, the scala tympani, and the
scala media. All of which are filled with lymphatic fluid. basilar

membrane
The cochlea contains a

partition which is known as the “basilar membrane”, see Fig. 2.6(b). The basilar
membrane is essential for our sense of hearing and consists of, most importantly,
the scala media, the organ of Corti, the tectorial membrane, and the basilar
membrane.
Sound waves that reach the ear lead to oscillatory motions of the auditory

ossicles. The oval window allows the transmission of this stimulus into the
cochlea. In the cochlea, this stimulus sets the basilar membrane as well as
the fluids in the scalae vestibuli and tympani in motion. The location of the
maximal amplitude of the travelling wave that moves the basilar membrane

1Auditory scene analysis describes the process of segregating and grouping sounds from a
mixture of sources to determine and represent relevant auditory streams or objects [Bre90].
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(a) Structure of the human ear [Encc].

(b) Cross section of the cochlea [Encb].

(c) Basilar membrane stimulation at different frequencies [Enca].

Figure 2.6.: Images illustrating the structure and transmission of sounds in the
human ear. Images from Encyclopaedia Britannica, Inc.
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depends on the frequency of the incoming sound signal. frequency
analysis

In other words, the
basilar membrane performs a frequency analysis of the incoming sound wave,
see Fig. 2.6(c). nerve cellsThe motion along the basilar membrane stimulates nerve cells
that are located in the organ of Corti, see Fig. 2.6(b). These nerve cells send
electrical signals to the brain, which are finally perceived as sound.

Bottom-up auditory attention As mentioned before, attentional effects in
the human auditory system can occur at various levels of auditory processing.

bottom-up
attention in
cochlea

Interestingly, the earliest, mostly bottom-up attentional mechanisms can be
observed already in the cochlea [FEDS07, DEHR07, HPSJ56].

The ability to detect “novel”, “odd”, or “deviant” sounds amidst the environmen-
tal background noise is an important survival skill of humans and animals. Ac-
cordingly, the brain has evolved a sophisticated system to detect novel, odd, and
deviant sounds. This system includes an automatic, pre-attentive component that
analyzes stability and novelty of the acoustic streams within the acoustic scene,
even for task-irrelevant acoustic streams [FEDS07, WTSH+03, WCS+05, Sus05].

The brain’s acoustic novelty detection system consists of an interconnected set
of mechanisms, which includes “adaptive” neurons and a specialization of so-called
“novelty” detection neurons. Here, novelty detection neurons specifically encode
deviations from the pattern of preceding stimuli. There exist two alternative views
on this “change detection” within the auditory scene, depending on where the
triggered novelty responses arise in the brain. According to the first view, novelty
signals can occur very early in the human auditory system [PGMC05] and suggest
the possibility of subcortical pathways for change detection [FEDS07]. However,
most research focuses on projections of current neural sound representations
that are matched against incoming sounds [FEDS07]. In this view, the change
detection system continuously monitors the auditory environment, tracks changes,
and updates its representation of the acoustic scene [SW01]. Here, the matching
and the novelty response is a largely pre-attentive mechanism, which however
can be influenced by top-down mechanisms. It has been shown that this kind of
signal mismatch detection can be triggered by deviations in stimulus frequency,
intensity, duration or spatial location, or by irregularities in spectrotemporal
sequences (over periods of up to 20 seconds), or even in patterns of complex
sounds such as speech and music [FEDS07]. Once such a novel or odd stimulus
is detected and marked, it can be analyzed by the auditory system to decide
whether it should receive further attention or even trigger a behavioral response.
Unfortunately, the exact neural basis of this impressive fast, pre-attentive change
detection system has not conclusively been found so far.

Computational models In contrast to visual attention, hardly any compu-
tational auditory attention models exist (cf . [Kal09]). Most closely related to
the work presented in this thesis is the model by Kayser et al . [KPLL05] and
Kalinli and Narayanan [KN07]. In both models, Itti et al .’s [IKN98] visual
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Figure 2.7.: Itti and Koch’s visual saliency model [IKN98] transferred to auditory
saliency detection as has been proposed by Kayser et al . [KPLL05]
and similarly by Kalinli and Narayanan [KN07]. Image from [Kal09].

saliency model, see Fig. 2.3, is applied on a map representation of the acoustic
signal’s frequency spectrum, see Fig. 2.7, which is equivalent or very similar to
the signal’s spectrogram. This model has been successfully applied and extended
for speech processing by Kalinli and Narayanan [KN09, Kal09, KN07], where
Kalinli and Narayanan focus on integrating top-down influences in the auditory
attention model. Using the auditory spectrum of incoming sound as the basis
for bottom-up auditory attention mimics “the process from basilar membrane
to the cochlear nucleus in the human auditory system” [Kal09]. Transferring
Itti et al .’s visual model to auditory signals is a radical implementation of the
idea that the human visual and auditory systems have many similarities. But, it
is not clear whether there exists an accessible time-frequency memory in early
audition as is implied by the model’s time-frequency map, see Fig. 2.7.

2.1.3. Multimodal Attention

Crossmodal integration There exist substantial similarities between the
visual and auditory attention systems: Most importantly, both consist of bottom-

30



2.1. ATTENTION MODELS

up and top-down components and there appear to be specialized “what” and
“where” processes. Since a few years, there is an increasing amount of experimen-
tal results that show that all sensory processing in the human brain is in fact
multisensory [GS06]. For example, it has been shown that lipreading [CBB+97]
or the observation of piano playing without hearing the sound [HEA+05] can
activate areas in the auditory cortex.

Several studies have shown that the presence of a visual stimulus or attending a
visual task can draw away attention from an auditory stimulus, which is indicated
by a decreased activity in the auditory cortex (e.g ., [LBW+02, WBB+96]).
Similarly, auditory attention can negatively influence visual attention. In fact, it
was shown that there exists a reciprocal inverse relationship between auditory
and visual activation, which means that increases in visual activation correlate
with a decrease in auditory activation and vice versa. A very interesting study
was performed by Weissman et al . [WWW04]. Weissman et al . created a conflict
between auditory and visual target stimuli, and crossmodal distractors. They
observed that when the “distracting stimulus in the task-irrelevant sensory
channel is increased, there was a compensatory increase in selective attention to
the target in the relevant channel and a corresponding increase in activation in
the relevant sensory cortex” [FEDS07]. This suggests that it is likely that there
exists a top-down mechanism that regulates the relative strengths of the sensory
channels.

How auditory and visual sensory information interact for the control of overt
attention, i.e. directing the sensory organs toward interesting stimuli, has recently
been investigated by Onat et al . [OLK07]. Onat et al . performed eye tracking
studies in which the participants were listening to sounds coming from different
directions. It was shown that eye fixation probabilities increase toward the
location where the sound originates, which means – unsurprisingly – that the
selection of fixation points depends on auditory and visually salient stimuli.
Furthermore, Onat et al . used the data to test several biologically plausible
crossmodal integration mechanisms and found “that a linear combination of both
unimodal saliencies provides a good model for this integration process” [OLK07].
Interestingly, such a linear combination is not just optimal in an information
theoretic sense (see [OLK07]), but it also allows to adjust the relative strength
of the sensory channels. However, this model assumes the existence of a 2-
dimensional auditory saliency map that encodes where salient stimuli occur in
the scene and how salient these stimuli are, which can be directly fused with the
visual saliency map to form a joint audio-visual saliency map.

High-level influences Not just crossmodal effects can influence what is in-
teresting in one modality. Instead, there exist many top-down signals that can
direct attention toward specific targets (e.g ., [Ban04, Hob05, CC03, TTDC06,
STET01, WHK+04, NI07]).
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Verbal descriptions of object properties can directly influence what is perceived
as being perceptually salient (e.g ., [STET01, WHK+04, NI07]). For example,
it has been shown that knowledge about an object’s visual appearance can
influence the perceptual saliency to highlight an object that we are actively
searching, i.e. in a so-called visual search task. But, only specific information
that refers to primitive preattentive features allows such attentional guidance
[WHK+04]. Accordingly, if we have a good visual impression or memory of the
target that we are looking for (e.g ., we have just seen it a few moments ago) or if
we at least know the target’s color, then we can find the target faster. In theses
cases, the visual saliency will be guided in such way that it stronger highlights
image regions that exhibit the target’s preattentive features. In contrast, for
example, categorical information about the search target (e.g ., search for an
animal) typically does not provide such top-down guidance (see [WHK+04]).
Interestingly, certain features that would typically be associated with high-

level vision tasks can attract our low-level attention independent of task. Most
importantly, it has be shown that faces and face-like patterns attract the gaze
of infants as young as 6 weeks, i.e. before they can consciously perceive the
category of faces [SS06]. The fact that the gaze and, consequently, interest of
infants is attracted by face-like patterns seems to be an important aspect of
early infant development, especially for social signals and processes (see, e.g .,
[KJS+02]). Interestingly, infants show the ability to follow the observed gaze
direction of caregivers at an age of 6 months [Hob05]. If people talk about
objects that are part of the environment, where and at what people are looking
at is related to the object that is being talked about. Consequently, the ability
to follow the caregiver’s gaze makes it possible for an infant to associate what it
sees with the words it hears, an important ability to learn a language. Similar
to gaze but more direct and less subtle, infants also soon develop the ability to
interpret pointing gestures (see [LT09]). Accordingly, pointing gestures and gaze
are both non-verbal signals that direct the attention toward a spatial region of
interest (see, e.g ., [Ban04, LB05, LT09]). This is an essential aspect in natural
interaction, because it makes it possible to direct and coordinate the attention
of interacting persons and, thus, helps to establish a joint focus of attention. In
other words, such non-verbal signals are used to influence where an interaction
partner is looking in order to direct his gaze toward a specific object that is
or will become the subject of the conversation. Consequently, the generation
and interpretation of such signals is fundamental for “learning, language, and
sophisticated social competencies” [MN07a].

2.2 Applications of Attention Models

Knowing in advance what people might find interesting and attend to is an
important information that can be integrated into many applications. Images
and videos can be compressed better, street signs can be designed to immediately
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grab the attention, and advertisement can put stronger emphasis on the intended
message. Furthermore, having an estimate of what is probably a relevant
signal in a data stream allows us to focus computational algorithms. This way,
machine learning can learn better models from less data, class-independent object
detection as well as object recognition can be improved, and robots are able to
process incoming sensory information in real-time despite limited computational
power.

2.2.1. Image Processing and Computer Vision

image
compression

Image and video compression algorithms can improve the perceptual quality of
compressed images and videos by allocating more bits to code image regions that
exhibit a high perceptual saliency [GZ10, OBH+01]. This way, image regions that
are likely to attract the viewers’ interest are less compressed and thus show fewer
disturbing alterations such as compression artifacts. Ouerhani et al . [OBH+01]
implement such an adaptive coding scheme that favors the allocation of a higher
number of bits to those image regions that are more conspicuous to the human
visual system. The compressed image files are fully compatible with the JPEG
standard. An alternative approach was recently proposed by Hadizadeh and
Bajic [HB13]. Their method uses saliency to automatically reduce potentially
attention-grabbing coding artifacts in regions of interest.

object
recognition

Visual attention and object recognition are tightly linked processes in human
perception. Accordingly, although most models of visual attention and object
recognition are separated, there is an increasing interest in integrating both
processes to increase the performance of computer vision systems. Initial ap-
proaches tried to use attention as a front-end to detect salient objects or keypoint
locations. Miau et al . [MPI01] use an attentional front-end with the biologically
motivated object recognition system HMAX [RP99]. Walther and Koch [WK06]
combine an attention system with a SIFT-based object recognition [Low04]
and demonstrate that they are able to improve object recognition performance.
Going a step further, Walter and Koch [WK06] suggest a unifying attention and
object recognition framework. In this framework, the HMAX object recognition
is modulated to suppress or enhance image locations and features depending on
the spatial attention.

object
detection

Related to such attentional front-ends for object recognition, principles of
visual attention have recently been integrated into approaches for general, class
independent object detection [ADF10]. This way, sampling windows can be
distributed according to the “objectness” distribution and used as location priors
for class-specific object detectors. This can greatly reduce the necessary number
of windows evaluated by class-specific object detectors as has been shown in the
PASCAL Visual Object Classes (VOC) challenge 2007 [EVGW+]. Interestingly,
going in the other direction, high-level object detectors are being integrated
into saliency models to model, for example, that the human visual attention is
attracted by faces and face-like patterns. For this purpose, some models integrate
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detectors for faces, the horizon, persons and even cars [CHEK07, JEDT09]. This
shows that attention and object recognition might grow together in the future.
Saliency has also been employed as a spatial prior to learn object attributes,

categories, or classes from weakly labeled images.one-shot
learning

For example, Fei-Fei Li et
al .’s [FFFP03] approach to “one-shot learning” uses Kadir and Brady’s saliency
detector [KB01] to sample features at highly salient locations. The most salient
regions are clustered over location and scale to give a reasonable number of
distinctive features per image.

2.2.2. Audio Processing

In contrast to applications in computer vision, only few applications of acoustic
or auditory saliency models have been explored so far.soundscape

design
Coensel and Botteldooren

[CB10] propose to use an auditory attention model in soundscape design to
assess how specific sounds can mask unwanted environmental sounds. Lin et
al . [LZG+12] as well as, in principle, Kalinli and Narayanan [KN07, KN09] use
Itti’s classic visual saliency model [IKN98] to highlight visually salient patterns
in the spectrogram.human audio

analysis
Lin et al . [LZG+12] fuse the spectrogram’s saliency map

with the original spectrogram and use the resulting saliency-maximized audio
spectrogram to enable faster than real-time detection of audio events by human
audio analysts.speech

processing
Kalinli and Narayanan [KN07] use the spectrogram’s saliency

map to detect prominent syllable and word locations in speech, achieving close to
human performance. The task of syllable detection was chosen by the authors to
investigate low-level auditory saliency models, because during speech perception,
a particular phoneme or syllable can be perceived to be more salient than the
others due to the coarticulation between phonemes, and other factors such as
the accent, and physical and emotional state of the talker [KN07].

2.2.3. Robotics

In addition to reducing computational requirements by focusing on the most
salient stimuli, robots can benefit from attentional mechanisms at several con-
ceptual levels [Fri11]. On a low level, attention can be used for salient landmark
detection and subsequent scene recognition and localization. On a mid level,
attention can serve as a pre-processing step for object recognition. On a high
level, attention can be implemented in a human-like fashion to guide actions and
mimic human behavior, for example, during object manipulation or human-robot
interaction.

localization Salient landmarks are excellent candidates for localization, because they are
visually outstanding and distinctive, often having unique features. This makes
them easy to (re-)detect and allows for a very sparse set of localization landmarks
that can easily be detected, accessed in memory, and matched in real-time. The
ARK project [NJW+98] is one of the earliest projects that investigated the use
of salient landmarks for localization. The localization was based on manually
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(a) Kismet: An attentive social
robot [BS99]. Image from [Bre].

(b) Curious George: Attentive exploration
[MFL+08]. Image from [MFL+07].

Figure 2.8.: Attentive robot systems.

generated maps of static obstacles and natural visual landmarks. Siagian and Itti
[SI09] presented an integrated system for coarse global localization based on the
“gist” of the scene and fine localization within a scene using salient landmarks.
Frintrop and Jensfelt [FJ08] combined attention and salient landmark detection
with simultaneous localization and mapping (SLAM). The attention system
VOCUS [Fri06] detects salient regions. These regions are tracked and matched to
all entries in a database of previously seen landmarks to estimate a 3D position.
The main difference between robotic applications and, for example, image

processing is that a robot can move its body parts to interact with its environment
and influence what it perceives. active

perception
This way, robots can control their geometric

parameters, e.g . where it looks, and manipulate the environment to improve
the perception quality of specific stimuli [AWB88]. This can be implemented
with an attentive two-step object detection and recognition mechanism: First,
regions of interest are detected in a peripheral vision system based on visual
saliency and a coarse view of the scene. Second, the robot then investigates each
region of interest by focusing its sensors on the target object, which provides
high-resolution images for object recognition (e.g ., [MFL+08, GAK+07]). It
is noteworthy to say that using this strategy Meger et al .’s robot “Curious
George” [MFL+08], see Fig. 2.8, won the 2007 and 2008 Semantic Robotic Vision
Challenge [Uni].

human-robot
interaction

A common assumption in the field of socially interactive robots is that “humans
prefer to interact with machines in the same way that they interact with other
people” [FND03]. This is based on the observation that humans tend to treat
robots like people and, as a consequence, tend to expect human-like behavior
from robots [FND03, NM00]. According to this assumption, a computational
attention system that mimics how humans direct their attention can facilitate
human-robot interaction. For example, this idea has been implemented in the
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Figure 2.9.: Left-to-right: Original image, importance map, retargeted image,
cropped image, and scaled image. Images from [SLNG07].

social robot Kismet, see Fig. 2.8, whose gaze is controlled by a visual attention
system [BS99].

2.2.4. Computer Graphics

Naturally, knowing what attracts the viewer’s attention is important when
automatically generating or manipulating images. For example, it is possible
to automatically crop an image to only present the most relevant content to a
user and/or act as a thumbnail [SLBJ03, SAD+06, CXF+03].retargeting Similarly, content-
aware media retargeting automatically changes the aspect ratio of images and
videos to optimize the presentation of visual content across platforms and screen
sizes [SLNG07, AS07, RSA08, GZMT10]. For this purpose, saliency models are
used to automatically determine image regions that are likely to contain relevant
information. Depending on their estimated importance, image regions are then
deleted or morphed so that the resized image best portrays the most relevant
information, see Fig. 2.9.

2.2.5. Design, Marketing, and Advertisement

There exist several companies such as, for example, SMIvision [SMI] and Gaze-
Hawk [Gaz] that offer eye tracking experiments as a service. This enables
companies to analyze how people view their webpage, advertisement, or image
and video footage, see Fig. 2.10. Other companies such as Google have their
own in-house laboratories and solutions to perform eye tracking experiments and
research [Goo].

With increasingly powerful computational attention models that predict human
fixations, it becomes possible to reduce the need for expensive and intrusive
eye tracking experiments. In 2013, 3M has started to offer its visual attention
service [3M] that uses a computational attention model as a cheaper and faster
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Figure 2.10.: Eye tracking experiments are used to optimize the layout of websites
and advertisement. Images from [Usa] and [Eye].

alternative to eye tracking experiments. Potential usage scenarios as proposed
by 3M are in-store merchandising, packaging, advertising, web and banner
advertisement, and video analysis [3M].
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3
Bottom-up Audio-Visual Attention

for Scene Exploration

We can differentiate between two attentional mechanisms: First, overt attention
directs the sense organs toward salient stimuli to optimize the perception quality.
For example, it controls human eye movements in order to project objects
of interest onto the fovea of the eye. Second, covert attention focuses the
mental processing (e.g ., object recognition) of sensory information on the salient
stimuli. This is necessary to achieve a high reactivity despite the brain’s limited
computational resources that are otherwise unable to process the full amount
of incoming sensory information. And, it has been formally shown that this
mechanism is an essential aspect of human perception, because it transforms
several NP-complete perceptual tasks (e.g ., bottom-up perceptual search) into
computationally tractable problems [Tso89, Tso95].
Since robots have to deal with limited computational resources and the fact

that its sensor orientation influences the quality of incoming sensory information,
biologically-inspired models of attention have attracted an increasing interest
in the field of robotics to optimize the use of resources and improve perception
in complex environments. In this chapter, we present how we implemented
bottom-up audio-visual overt attention on the head of KIT’s robot platform
ARMAR [ARA+06, AWA+08]. Our work ranges from developing novel auditory
and improved visual saliency models over defining a modality independent 3-
dimensional (3D) saliency representation to actually planning in which order the
robot should attend salient stimuli. All our methods have in common that they
are designed with computational efficiency in mind, because the robot should be
able to quickly react to changes in its environment and – in general – a sensible
attentional mechanism should not require more resources than it can save.

We first have to define what kind of signals should attract the robot’s attention,
i.e. what is perceptually “salient”. For this purpose, we developed novel auditory
and visual saliency models: Our auditory saliency model is based on Itti and
Baldi’s surprise model [IB06]. According to this model, auditory stimuli that are
unexpected given the prior frequency distribution are defined as being salient.
This model has a biological foundation, because the spectrogram is similar in
function to the human Basilar membrane [SIK11] while surprise is related to early
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sensory neurons [IB06]. Our visual saliency model also relies on the frequency
spectrum and suppresses the image’s amplitude components to highlight salient
image regions. This so-called spectral whitening [OL81] accentuates image
regions that depict edges and narrow events that stand out from their surround,
which can be related back to Treisman’s feature integration theory principles
[TG80]. To improve the performance of visual saliency models, we propose to
decorrelate the image’s color information. This method not just improves the
performance of our algorithms, but also the performance of several other visual
saliency algorithms as we have shown on three datasets with respect to three
evaluation measures. Furthermore, since it has been suggested that there exists
a bottom-up attention mechanism for faces [CFK08], we integrate face detection
as a bottom-up visual saliency cue.
To model auditory and visually salient stimuli in a common representation,

we build upon the notion of salient proto-objects [WK06] – a concept related
to Treisman’s object files, see Ch. 2 – and derive a 3D parametric Gaussian
proto-object model. Here, each salient proto-object encodes the perceptual
saliency as well as the location and its rough extent of an area in space that is
likely to contain an object of interest. To detect and extract salient visual proto-
objects, we analyze the saliency map’s isophote curvature to extract salient peaks
and their contributing pixels, which can then be used to fit a Gaussian model.
Acoustic sound source localization is used to locate salient auditory stimuli and
the localization uncertainty is encoded as the proto-object’s spatial extent, i.e.
spatial variance. Since all auditory and visual stimuli are represented by 3D
Gaussian weight functions, we are able to efficiently perform crossmodal clustering
and proto-object fusion over space and time. The information contained in each
cluster is then fused to implement a biologically-plausible crossmodal integration
scheme [OLK07].
Given the salient audio-visual proto-objects, we are able use the encoded

information about perceptual saliency and location to plan in which order
the robot should attend and analyze the proto-objects. We implemented and
compared three strategies: Attending the proto-objects in an order that minimizes
ego-motion, attending the proto-objects in the order of decreasing saliency, and
performing multiobjective optimization to find a trade-off that suits both criteria,
i.e. minimize ego-motion while giving priority to highly salient regions.

We demonstrate the applicability of our system and its components in a series
of quantitative and qualitative experiments. First, we test the performance of the
proposed auditory and visual saliency models. Since our goal was to implement
overt attention on a robotic platform, we validate our visual saliency model
on human eye tracking data. We show that our approach to visual saliency is
state-of-the-art in predicting where humans look in images. Since we could not
rely on data analog to eye tracking data to validate our auditory saliency model,
we follow a more practice-oriented approach and show that our model is able to
reliably detect arbitrary salient auditory events. To validate the overall system
behavior, we first performed a series of qualitative active perception experiments.
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Second, we demonstrate that using multiobjective optimization we can effectively
reduce the necessary ego-motion while still assigning a high priority to more
salient proto-objects, which results in more efficient scan path patterns.

Remainder Complementary to our broad background presentation in Ch. 2,
we provide a detailed overview of related work (Sec. 3.1) that is relevant to under-
stand the contributions presented in this chapter. Then, we present and evaluate
our visual (Sec. 3.2) and auditory (Sec. 3.3) saliency model. Subsequently, we
describe our audio-visual saliency-driven scene exploration system (Sec. 3.4 and
3.5). We discuss how we map the detected salient acoustic events and visually
salient regions in a common, modality-independent proto-object representation.
Then, we describe how the common salient proto-object representation allows us
to fuse this information across modalities. Afterwards, we explain how we can
plan the robot’s eye movement based on our audio-visually salient proto-objects.

Acknowledgment The work described in this chapter contains results of a
collaborative research effort. Fortunately, there exists a clear boundary as to who
developed which aspects: We – that means me under the supervision of Rainer
Stiefelhagen – focused our research on the attentional methods, which includes
auditory and visual saliency models, the 3D representation based on proto-objects
as well as biologically plausible crossmodal fusion. In parallel, Benjamin Kühn,
supervised by Kristian Kroschel, focused his research on hierarchical, knowledge-
driven audio-visual object analysis. Consequently, we focus on attentional aspects
in the following and would like to refer the interested reader to Benjamin Kühn’s
work for details on the analysis. An exception is the multiobjective exploration
path optimization, which represents a joint effort. Since we cannot truly separate
the work on the multiobjective exploration path planning, we present the whole
approach for the sake of completeness, but we would kindly ask the reader to
keep in mind that this part has been joint work.
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3.1 Related Work and Contributions

In the following, we first present the state-of-the-art – excluding our work that is
presented in this thesis – for each of the affected research topics. Then, after each
topic’s overview, we discuss our contribution with respect to the state-of-the-art.

3.1.1. Spectral Visual Saliency

The first spectral approach for visual saliency detection was presented in 2007
by Hou et al . [HZ07]. Since then, several spectral saliency models have been
proposed (see, e.g ., [BZ09, GZ10, GMZ08, PI08b, HZ07, AS10, LLAH11]). Hou
et al . proposed to use the Fourier transform to calculate the visual saliency of
an image. To this end, – processing each color channel separately – the image
is Fourier transformed and the magnitude components are attenuated. Then,
the inverse Fourier transform is calculated using the manipulated magnitude
components in combination with the original phase angles. The saliency map is
obtained by calculating the absolute value of each pixel of this inverse transformed
image and subsequent Gaussian smoothing. This way Hou et al . achieved state-of-
the-art performance for salient region (proto-object) detection and psychological
test patterns. However, although Hou et al . were the first to propose this
method for saliency detection, it has been known for at least three decades that
suppressing the magnitude components in the frequency domain highlights signal
components such as lines, edges, or narrow events (see [OL81, HBD75]).
In 2008 [PI08b], Peters et al . analyzed the role of Fourier phase information

in predicting visual saliency. They extended the model of Hou et al . by linearly
combining the saliency of the image at several scales. Then, they analyzed how
well this model predicts eye fixations and found that “salience maps from this
model significantly predicted the free-viewing gaze patterns of four observers for
337 images of natural outdoor scenes, fractals, and aerial imagery” [PI08b].

Also in 2008 [GMZ08], Guo et al . proposed the use of quaternions as a
holistic color image representation for spectral saliency calculation. This was
possible because quaternions provide a powerful algebra that allows to realize
a hypercomplex Fourier transform [Ell93], which was first demonstrated to be
applicable for color image processing by Sangwine [San96, SE00]. Thus, Guo
et al . were able to Fourier transform the image as a whole and did not have
to process each color channel separately. Furthermore, this made it possible
to use the scalar part of the quaternion image as 4th channel to integrate a
motion component. However, in contrast to Hou et al ., Guo et al . did not
preserve any magnitude information and perform a whitening instead. Most
interestingly, Guo et al . were able to determine salient people in videos and
outperformed the models of Itti et al . [IKN98] and Walther et al . [WK06]. In
2010, a multiresolution attention selection mechanism was introduced, but the
definition of the main saliency model remained unchanged [GZ10]. However, most
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interestingly, further experiments demonstrated that the approach outperformed
several established approaches in predicting eye gaze on still images.
In 2009 [BZ09], Bian et al . adapted the work of Guo et al . by weighting the

quaternion components. Furthermore, they provide a biological justification for
spectral visual saliency models and – without any detailed explanation – proposed
the use of the YUV color space, in contrast to the use of the previously applied
intensity and color opponents (ICOPP) [GMZ08, GZ10], and RGB [HZ07]. This
made it possible to outperform the models of Bruce et al . [BT09], Gao et al .
[GMV08], Walther and Koch [WK06], and Itti and Koch [IKN98] when predicting
human eye fixations on video sequences.

In 2012 [HHK12], Hou et al . proposed and theoretically analyzed the use of the
discrete cosine transform (DCT) for spectral saliency detection. They showed
that this approach outperforms all other evaluated approaches – including the
algorithms of Itti and Koch [IKN98], Bruce and Tsotsos [BT09], Harel et al .
[HKP07], and Zhang et al . [ZTM+08] – in predicting human eye fixations on the
well-known Toronto dataset [BT09]. Furthermore, Hou et al . pointed out the
importance of choosing an appropriate color space.

Contributions: We combine and extend several aspects of spectral saliency
detection algorithms. Analog to Guo et al .’s [GMZ08] adaptation of Hou et
al .’s spectral residual saliency algorithm [HZ07], we extend Hou et al .’s DCT
image signature approach [HHK12] and use quaternions to represent and process
color images in a holistic framework. Consequently, we apply the quaternion
discrete cosine transform (QDCT) and signum function to calculate the visual
saliency. Furthermore, we integrate and investigate the influence of quaternion
component weights as proposed by Bian et al . [BZ09], adapt the multiscale model
by Peters et al . [PI08b], and propose the use of the quaternion eigenaxis and
eigenangle for saliency algorithms that rely on the quaternion Fourier transform
(e.g ., [HZ07, GZ10, GMZ08]). This way, we were able to improve the state-of-
the-art in predicting where humans look on three eye tracking datasets – proving
the outstanding performance of spectral models for this task, which was not
conclusively shown before.

3.1.2. Visual Saliency and Color Spaces

As has been noted for spectral saliency models (see Sec. 3.1.1), the chosen base
color space can have a significant influence on the performance of bottom-up
visual saliency models. Accordingly, different color spaces have been used for
saliency models (see also Sec. 3.1.1) such as, for example, RGB (e.g ., [HZ07]), CIE
Lab (e.g ., [HHK12]), and ICOPP (e.g ., [GMZ08, GZ10]). The most prominent
color space is probably red-green-blue (RGB), which is an additive color space
that is suited for most of today’s displays (see [Pas08]). The YUV model
defines a color space in terms of one luma (Y) and two chrominance (UV)
components. Similarly, the CIE 1976 Lab color space has been designed to
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approximate human vision and aspires to perceptual uniformity. The simple
intensity and red-green/blue-yellow color opponent (ICOPP) model is often used
in conjunction with saliency models (e.g ., [GMZ08]). The LMS color space
models the response of the three types of cones of the human eye, which are
named after their sensitivity for long, medium and short wavelengths [SG31].
Whereas Geusebroek et al .’s Gaussian color space [GvdBSG01] represents an
extension of the differential geometry framework into the spatio-spectral domain.

Decorrelation of color information has been successfully applied for several ap-
plications, e.g . texture analysis and synthesis [LSL00, HB95], color enhancement
[GKW87], and color transfer [RP11]. More importantly, it is highly related to
the human visual system and techniques such as the zero-phase transform (ZCA)
have been developed and proposed to model aspects of the human visual system
[BS97]. Buchsbaum and Gottschalk [BG83] and Ruderman et al . [RCC98] found
that linear decorrelation of LMS cone responses at a point matches the opponent
color coding in the human visual system. However, when modeling the human
visual system it is mostly applied in the context of spatio-chromatic decorrelation,
i.e. local (center-surround) contrast filter operations [BSF11, RCC98, BS97].
Since decorrelation is an important aspect of the human visual system, it has
also been part of a few visual saliency models. Duan et al . [DWM+11] explored
the use of principal component analysis (PCA) on image patches, which is closely
related Zhou et al .’s approach [ZJY12] in which the image is first segmented
into patches and then the PCA is used to reduce the patch dimensions to throw
out dimensions that are basically noise for the saliency calculation. Similarly,
Wu et al . [WCD+13] propose to use the PCA to attenuate noise as well as to
reduce computational complexity. Luo et al . [LLLN12] also use the PCA on a
block-wise level to differentiate between salient objects and background.

Contributions: As a result of our experience with quaternion-based spectral
algorithms, we wanted to try the opposite approach: Instead of using quaternions
to represent and process the image’s color information holistically, we try to
decorrelate the information in the color components. To this end, we propose
to use a global image-dependent decorrelated color space for visual saliency
detection. This way, we are able to improve the performance of all eight visual
saliency algorithms that we tested: Itti and Koch’s classic model [IKN98],
Harel’s graph-based visual saliency [HKP07], Hou and Zhang’s pure Fourier
transform algorithm [HZ07], Hou et al .’s DCT image signature [HHK12], Lu and
Lim’s histogram-based approach [LL12], Achanta’s frequency-tuned approach
[AHES09], and our own QDCT image signature and quaternion Fourier transform
with eigenaxis/eigenangle algorithms.

3.1.3. Visual Saliency and Faces

Studies have shown that – independent of the subject’s task – when looking at
natural images the gaze of observers is attracted to faces (see [CFK08, SS06]).

44



3.1. RELATED WORK AND CONTRIBUTIONS

Even more, there exists evidence that the gaze of infants is attracted by face-
like patterns before they can consciously perceive the category of faces [SS06],
which is supported by studies of infants as young as 6 weeks that sugggest that
faces are visually captivating [CC03]. This seems to play a crucial role in early
development, especially emotion and social processing (see, e.g ., [KJS+02]). This
early attraction and inability to avoid looking at face-like patterns suggests
that there exist bottom-up attention mechanisms for faces [CFK08]. To model
this influence, Cerf et al . combined traditional visual saliency models – Harel’s
graph-based visual saliency (GBVS) [HKP07] and Itti and Koch’s model [IKN98]
– with face detections provided by the well-known Viola-Jones detector [CHEK07,
CFK09].

Contributions: We build on Cerf et al .’s work and integrate a scalable Gaus-
sian face model based on modified census transform (MCT) face detection [FE04]
into our state-of-the-art low-level visual saliency model. This way, we are able
to improve the state-of-the-art in predicting where people look in the presence
of faces. Furthermore, considering the face detections and bottom-up visual
saliency as two modalities, we investigate the influence of different biologically
plausible combination schemes (see [OLK07]).

3.1.4. Auditory Saliency

As has already been addressed in Sec. 2.1.2, in contrast to the vast amount of
proposed visual saliency models (cf . [FRC10, Tso11]), only few computational
bottom-up auditory attention models exist. Most closely related to our work is
the model described by Kayser et al . [KPLL05], see Fig. 2.7 on page 30, which
has later been adopted by Kalinli and Narayanan [KN09]. This model is based
on the well-established visual saliency model of Itti and Koch [IKN98] and,
most notably, has been successfully applied to speech processing by Kalinli et
al . [KN09] and, in principle, by Lin et al . [LZG+12] to allow for faster human
acoustic event detection through audio visualization.

Contributions: The application of Itti and Koch’s visual saliency model to
spectrograms has several drawbacks: First and most importantly, it requires that
the spectrogram has elements of the future to detect salient events in the present,
which prohibits online detection and – as a consequence – quick reactions to
salient acoustic events. This is caused by the inherent down-scaling and filtering
in Itti and Koch’s model, which makes precise localization of salient stimuli
at the borders problematic. Second, Itti and Koch’s model is computationally
expensive, because it requires the calculation and combination of a considerable
amount of 2D feature maps at each time step. Third, although Itti and Koch’s
saliency model represents an outstanding historical accomplishment, it can hardly
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be said to be state-of-the-art [BSI13b]. To account for these drawbacks, we
developed auditory Bayesian surprise, see Sec. 3.3.

3.1.5. Audio-Visual Saliency-based Exploration

To realize overt audio-visual attention, it is not sufficient to just determine
auditory or visually salient stimuli, but is is also necessary to meaningfully
and efficiently integrate the information from both modalities. This is a topic
that seems to attract increasing attention, however only a relatively modest
number of theoretical studies (e.g ., [OLK07]) and models have been proposed
so far (e.g ., [RMDB+13, SPG12]) The proposed models rely on the existence of
a 2-dimensional (2D) audio-visual saliency map [RMDB+13, OLK07], although
it is unclear whether a similar representation exists in the human brain and
how such a 2D spatial auditory saliency map can be calculated. Furthermore,
it is also unclear how such a map could be updated in the presence of ego-
motion. However, when realizing overt attention it is important to consider that
each shift of the overt focus of attention leads to ego-motion, which partially
renders the previously calculated information obsolete [BKMG10]. Accordingly,
it is necessary to enable storing and updating the saliency as well as object
information in the presence of ego-motion that are caused by overt attention
shifts.

Saliency-based overt attention, i.e. directing the robot sensors toward salient
stimuli, and saliency-based scene exploration has been addressed by several
authors in recent years (e.g . [MFL+07, BKMG10, RLB+08, XCKB09, VCSS01,
FPB06, DBZ07, YGMG13]). Almost all state-of-the-art systems only consider
visual attention (e.g . [MFL+07, BKMG10, DBZ07, OMS08]), which – among
other drawbacks – makes it impossible to react on salient events outside the visual
field of view (cf . [SRP+09]). Most related to our work on audio-visual attention
are the approaches by Ruesch et al . [RLB+08], who implement audio-visual
attention for the “iCub” [Rob] robot platform, and Schauerte et al . [SRP+09],
who implement an audio-visually attentive smart room. Both systems use
common visual saliency algorithms (see Sec. 2.1.1) and the energy of the audio
signal as primitive auditory attention model, due to the absence of applicable,
more elaborate auditory saliency models. Ruesch et al . [RLB+08] use a linear
combination of audio-visual stimuli, whereas Schauerte et al . [SRP+09] use Fuzzy
logic [Zad65] to implement a divers set of audio-visual combinations, including
linear combinations. More importantly, Ruesch et al . [RLB+08] rely on an
ego-centric spatial grid representation, i.e. azimuth-elevation maps, following the
idea of a sensory ego-sphere in which the reference coordinate system is anchored
to a fixed point on the robot’s body [FPB06]. Schauerte et al . [SRP+09] use
a 3D voxel representation, which is similar to Meger et al .’s 2D occupancy
grid representation [MFL+07]. Meger et al .’s [MFL+07] and Schauerte et al .’s
[SRP+09] representation anchor the reference coordinate system to a fixed point
in the scene to allow for ego-motion.
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In most publications on overt attention, the order in which the objects in
the scene are attended is solely based on the perceptual saliency (see, e.g .,
[RLB+08, BZCM08, IK00]; [SRP+09]). Accordingly, in each focus of attention
selection step, the location with the highest saliency gains the focus of attention
and an inhibition of return mechanism ensures that salient regions are not visited
twice. However, in many practical applications, it is beneficial to incorporate
other aspects into the decision which location to attend next; for example,
sensor coverage planning to maximize the coverage of previously unseen areas
[MFL+07], top-down target information for visual search [OMS08, WAD09,
Wel11], transsaccadic memory consistency [WAD11], or a task-dependent spatial
bias [DBZ07]. Most related to our work, Saidi et al . [SSYK07] and Andreopoulos
et al . [AHW+10] use rating functions for object search such as, most importantly,
a motion cost function for sensor alignment.

Contributions: Not unlike Kahneman and Treisman’s object files [KTG92],
in coherence theory of visual cognition, proto-objects are volatile units of infor-
mation that can be accessed by selective attention and subsequently validated as
actual objects [WK06]. Our audio-visual saliency representation relies on the con-
cept of audio-visual proto-objects, since we propose a parametric object-centred
crossmodal 3D model that is based on Gaussian weight functions to represent
salient proto-object regions. For this purpose, we use the visual saliency maps’
isophote curvature and stereo vision (see [LHR05]) to extract visual proto-object
regions and use sound source localization and salient acoustic event detection
to model auditory salient proto-objects. This proto-object model allows for
efficient representation, fusion, and update of information. By treating the
proto-object regions as primitive, uncategorized object entitities in our world
model, it is also the foundation to implement our exploration strategies and
object-based inhibition of return. Apart from this seamless model integration,
our parametric representation has further practical advantages compared to grid
representations. Most importantly, every spatial grid representation leads to a
spatial quantization and consequently localization error. To reduce this error and
increase the model’s quality, it is necessary to increase the grid resolution which
typically has a quadratic or cubic impact on the run-time of algorithms that
operate on 2D pixels or 3D voxels, respectively. In contrast, our model does not
have a quantization error and the run-time of, for example, crossmodal saliency
fusion only depends on the number of salient proto-objects, which according to
the definition of salient signals is relatively small.
To plan which location to attend next, we use a flexible, multiobjective

exploration strategy based on the salient proto-object regions. In our current
implementation, our multiobjective target function considers two criteria: the
audio-visual saliency and the required head ego-motion. This way, we are able
to implement a solution that substantially reduces head ego-motion while it still
strongly favors to attend highly salient regions as fast as possible. Furthermore,
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Figure 3.1.: An example to illustrate the principle of the hierarchical object
analysis. “Blue” attributes trigger a refinement in the hierarchy and
“green” attributes supply additional information about an entity.
This illustration is best viewed in color.

the chosen formulation makes it easily possible to integrate additional target
criteria, e.g . task-specific influences, in the future. Similar to human behavior
(cf . [Hen03, Wel11]), our exploration considers all salient regions that are present
in the short-time memory of our world model, even if they are currently outside
the robot’s view. An integrated tracking of proto-objects – which can be linked
to already attended objects – makes it possible to detect changes in object
saliency and to distinguish novel proto-objects from already attended objects.
This way, this makes it possible to seamlessly implement object-based inhibition
of return (IoR), which is consistent with human behavior [TDW91] and has the
advantage that we are able to realize IoR even for moving targets.

3.1.6. Scene Analysis

Fusing the information of different sensors and sensor modalities in order to
analyze a scene has been addressed throughout the years in several application
areas (see, e.g ., [Ess00, MSKK10, KBS+10, HY09, HL08]). We build on Mach-
mer et al .’s hierarchical, knowledge-driven audio-visual scene analysis approach
[MSKK10] that follows an integrated bottom-up and top-down analysis method-
ology (see [HL08, HY09]). In this framework, the multimodal classification and
fusion at each level of the knowledge hierarchy is done bottom-up whereas the
appropriate selection of classification algorithms is done in a top-down fashion.
The basis for this exploration and analysis is an object-based world model as
proposed by Kühn et al . [KBS+10], which provides an uncertainty-based descrip-
tion for every object attribute. A notable feature of the chosen object analysis
approach is that it facilitates the dynamic adjustment of object-specific tracking
parameters, e.g . for mean shift [CM02], depending on the classification result,
e.g . person or object specific parameters.
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Contributions: We integrated saliency-driven, iterative scene exploration into
a hierarchical, knowledge-driven audio-visual scene analysis approach that was
first presented by Machmer et al . [MSKK10], see Fig. 3.1. This, in principle,
consistently implements many of the ideas expressed in Treisman’s psychological
attention model, see Fig. 2.1, and has not been done to this extent by any other
research group so far.
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Figure 3.2.: The opponent color model as input to the visual cortex. Image from
Wikimedia [Wik].

3.2 Visual Attention

Various saliency models have been proposed (see Sec. 2.1.1 and 3.1.1) that vary
substantially in what they highlight as being “salient”, i.e. what should or is
most likely to attract the attention. However, in principle, all saliency models
share the same principles and target description, i.e. use a set of image features
and contrast measures to highlight “sparse” image regions. Such sparse image
regions contain or consist of rare features or other irregularities that let them
visually “pop out” from the surrounding image context.

In this context, the most fundamental features are color features and edge
orientations (see Fig. 2.1, 2.3 and 2.4). Here, the opponent color theory [Her64]
forms the theoretical justification for the widely applied opponent color model.
In this model, it is suggested that the human visual system interprets information
about color based on three opponent channels: red versus green, blue versus
yellow, and black versus white, see Fig. 3.2. The latter is achromatic and
consequently encodes luminance while the other components encode chrominance.
The color opponents can be seen to represent nearly orthogonal axes in an image-
independent color space in which red/green, blue/yellow, and white/black form
the start/end points of each axis, because – under normal viewing conditions
– there exists no hue that humans could describe as a mixture of opponent
hues. For example, there exists no hue that appears at the same time read and
green (i.e., “redgreen’ish”) or yellow and blue (i.e., “yellowblue’ish”) to a human
observer. Compression and efficient coding of sensory signals is another approach
to address this aspect and in this context it was found that decorrelation of LMS
cone responses at a point matches the opponent color coding in the human visual
system [BG83, RCC98]. We further investigate this topic and will first witness
the influence of color space on spectral saliency models (Sec. 3.2.1) before we
investigate color space decorrelation as a preprocessing or feature encoding step
for visual saliency detection (Sec. 3.2.2).
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To determine what “pops out” of the feature maps, we rely on spectral visual
saliency models. Such models were first proposed to detect proto-objects in
images [HZ07] and subsequently it was shown that spectral models also provide an
outstanding performance in predicting where people look (e.g ., [BZ09, HHK12]).
However, real-valued spectral saliency models have – like many other methods –
the problem that they process the color channels independently, which can lead
to a loss or misrepresentation of information that can result in a suboptimal
performance (see, e.g ., Fig. 3.3). As an alternative, it is possible to represent
images as quaternion matrices and use the quaternion algebra to process the
color information as a whole (e.g ., [ES07, SE00, BZ09]), i.e. holistically. We
present how we can calculate the visual saliency based on the quaternion discrete
cosine transform and, since not all components might have the same importance
for visual saliency, that weighting the quaternion components can improve the
performance.

Human attention is not just sensitive to low-level bottom-up features such as,
most importantly, color and intensity contrast. Instead, there exists evidence
that some complex cues can as well attract human attention independent of task,
which suggests that such cues are bottom-up and not top-down features. Most
importantly, it has been shown that faces and face-like patterns attract human
attention [CFK08]. Consequently, in addition to color features, we integrate face
detection as an attentional bottom-up cue in our model (Sec. 3.2.3).

Remainder The remainder of this section is organized as follows: First, we
present real-valued and quaternion-based spectral saliency detection (Sec. 3.2.1).
Then, we introduce color space decorrelation to boost the performance of several
visual saliency algorithms (Sec. 3.2.2). Finally, we show how we integrate the
influence of faces into our visual attention model (Sec. 3.2.3).

3.2.1. Spectral Visual Saliency

Hou et al . introduced the spectral residual saliency model to detect salient proto-
objects in images [HZ07], which also form a foundation for our audio-visual
exploration system as will be addressed in Sec. 3.4. Spectral saliency is based
on the idea that “statistical singularities in the spectrum may be responsible
for anomalous regions in the image, where proto-objects pop up” [HZ07]. To
detect salient image regions, Hou et al . [HZ07] attenuate the magnitude in the
Fourier frequency spectrum, which in its extreme form leads to a phase-only
reconstruction of the image – i.e., the phase-only Fourier transformed signal with
unity magnitude – which is known as spectral whitening [OL81]. Although the
application of this idea to visual saliency detection was novel, the principle has
been widely known for a long time in signal processing theory. As Oppenheim
described it [OL81], “since the spectral magnitude of speech and pictures tends to
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(a) Psychological
pop-out color
pattern

(b) Saliency map
generated
by comput-
ing each
color channel
separately

(c) Saliency map
generated by
considering
the image as
a quaternion
matrix

Figure 3.3.: A simple, illustrated example of the disadvantage of processing
an image’s color channels separately. Image from [BZ09]. This
illustration is best viewed in color.

fall off at high frequencies, the phase-only signal fp(x)1 will, among other effects,
experience a high-frequency emphasis which will accentuate lines, edges and other
narrow events without modifying their position”. Back in 1981, computational
visual saliency has not been an active research field and accordingly Oppenheim
focused on other applications such as, e.g ., image coding and reconstruction.
However, since the basic principle of visual saliency models is to highlight such
edges and sparse, narrow image regions, what Oppenheim described in 1981 was
a visual saliency model that should become the state-of-the-art 25 years later.

It is possible to calculate the spectral saliency based on the Fourier transform
[HZ07] as well as on the cosine transform [HHK12]. Unfortunately, if we want
to calculate the spectral saliency for color images, it is necessary to process each
image channel separately and subsequently fuse the information. However, since
the color space components and consequently the information across the image
channels is not independent, this means that color information is involuntarily
mishandled or even lost, see Fig. 3.3. An interesting development with regard
to this problem is the use of quaternions as a holistic representation to process
color images [ES07, GMZ08, BZ09]. The quaternion algebra makes it possible to
process color images as a whole without the need to process the image channels
separately and, in consequence, tear apart the color information. Interestingly,
since the Fourier transform and the cosine transform are also well-defined in the
quaternion algebra, we can holistically calculate the spectral saliency based on
quaternion color images.

1Oppenheim refers to F [fp(x)] =
1

|F (ω)| F [f(x)] with F (ω) = F [f ](ω).
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A. Real-valued Spectral Saliency

Spectral residual and whitening Given a single-channel image I1, we can
calculate the phase angle P and amplitude A of the image’s Fourier frequency
spectrum

P = Φ (F (I1))
�� ��3.1

A = |F (I1)| .
�� ��3.2

The spectral residual saliency map SFFT [HZ07] of the image can then be
calculated according to

SFFT = SFFT(I1) = g ∗ |F−1
{
eR+iP

}
| with

�� ��3.3

L(x, y) = logA(x, y) and
�� ��3.4

R(x, y) = L(x, y)− [h ∗ L] (x, y) .
�� ��3.5

Here, F denotes the Fourier transform; g and h are Gaussian filter kernels.
h is applied to substract the smoothed log magnitude, i.e. h ∗ L, from the
raw log magnitude L, which forms the “spectral residual” R. In principle, this
process implements a local contrast operation in the log magnitude matrix, whose
strength is defined by the variance σh of the Gaussian filter h.

Shortly after Hou et al .’s method was proposed, Guo et al . showed [GMZ08]
that the influence of the spectral residual itself is negligible in many situations.
This means that R in Eq. 3.3 can be removed

SPFT = SPFT(I) = g ∗ |F−1
{
eiP
}
| ,

�� ��3.6

which leads to spectral whitening and is commonly referred to as “pure Fourier
transform”. However, spectral whitening can be seen as an extreme case of
the spectral residual, because the spectral residual R approaches 0 when σh
approaches 0, i.e. limσh→0+ R = 0

If we want to process multi-channel color images I, it is necessary to calculate
the saliency of each image channel Ic and subsequently fuse the maps, because
the 2D Fourier transform is only defined for single-channel images. Consequently,
the real-valued spectral saliency for color channel images is defined as [HHK12]

SCFFT = S C
FFT(I) = g ∗

∑
1≤c≤C

SFFT(Ic) .
�� ��3.7

DCT image signature The visual saliency based on discrete cosine transform
(DCT) image signatures SDCT for a multi-channel image I is defined as follows
[HHK12]:

SCDCT = S C
DCT(I) = g ∗

∑
1≤c≤C

[T (Ic) ◦ T (Ic)] with
�� ��3.8

T (Ic) = D−1(sgn(D(Ic)) ,
�� ��3.9
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(a) image (b) 1st eigenangles (c) 1st eigenaxes

(d) magnitude (log) (e) 2nd eigenangles (f) 2nd eigenaxes

Figure 3.4.: Visualization [ES07] of the quaternion Fourier spectrum of an exam-
ple image for two transformation axes (1st & 2nd). This illustration
is best viewed in color.

where Ic is the cth image channel, ◦ denotes the Hadamard – i.e., element-wise –
product, sgn is the signum function, D denotes the DCT, and g is typically a
Gaussian smoothing filter. Most notably, it has been formally shown that the
DCT image signatures, i.e. sgn(D(Ic)), suppress the background and are likely
to highlight sparse salient features and objects [HHK12].

B. Quaternion Image Processing

Quaternions form a 4-dimensional (4D) algebra H over the real numbers and are
in principle an extension of the 2D complex numbers [Ham66]. A quaternion
q is defined as q = a + bi + cj + dk ∈ H with a, b, c, d ∈ R, where i, j, and k
provide the basis to define the (Hamilton) product of two quaternions q1 and q2

(q1, q2 ∈ H):

q1q2 = (a1 + b1i+ c1j + d1k)(a2 + b2i+ c2j + d2k) ,
�� ��3.10

where i2 = j2 = k2 = ijk = −1. Since, for example, by definition ij = k
while ji = −k the Hamilton product is not commutative. Accordingly, we
have to distinguish between left-sided and right-sided multiplications (marked
by L and R, respectively, in the following). A quaternion q is called real, if
x = a + 0i + 0j + 0k, and pure (imaginary), if q = 0 + bi + cj + dk. We can
define the operators S(q) = a and V (q) = bi + cj + dk that extract the scalar
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part and the imaginary part of a quaternion q = a+ bi+ cj + dk, respectively.
As for complex numbers, we can define conjugate quaternions q̄

q̄ = a− bi− cj − dk
�� ��3.11

as well as the norm |q|
|q| =

√
q · q̄ .

�� ��3.12

Here, a unit quaternion is defined as being a quaternion of norm one. Furthermore,
we can define the quaternion scalar product ∗ : H×H→ R

s = q1 ∗ q2 = a1a2 + b1b2 + c1c2 + d1d2 .
�� ��3.13

Eigenaxis and eigenangle Euler’s formula for the polar representation using
the complex exponential generalizes to a (hypercomplex) quaternion form

eµΦ = cos Φ + µ sin Φ ,
�� ��3.14

where µ is a unit pure quaternion (see [SE00] and [GZ10]). Consequently, any
quaternion q may be represented in a polar representation such as:

q = |q|eγΦ
�� ��3.15

with the norm |q|, its “eigenaxis” γ

γ = fγ(q) =
V (q)

|V (q)|
,

�� ��3.16

and the corresponding “eigenangle” Φ

Φ = fΦ(q) = arctan

(
|V (q)| sgn(V (q) ∗ γ)

S(q)

) �� ��3.17

with respect to the eigenaxis γ, which is a unit pure quaternion, and where sgn(·)
is the signum function (see [SE00]). The eigenaxis γ specifies the quaternion
direction in the 3D space of the imaginary, vector part and can be seen as being
a generalization of the imaginary unit of complex numbers. Analogously, the
eigenangle Φ corresponds to the argument of a complex number.

Quaternion images Every image I ∈ RM×N×C with at most 4 color compo-
nents, i.e. C ≤ 4, can be represented using a M ×N quaternion matrix

IQ = I4 + I1i+ I2j + I3k
�� ��3.18

= I4 + I1i+ (I2 + I3i)j (symplectic form),
�� ��3.19

where Ic denotes the M ×N matrix of the cth image channel. It is common to
represent the (potential) 4th image channel as the scalar part (see, e.g ., [SE00]),
because when using this definition it is possible to work with pure quaternions
for the most common color spaces such as, e.g ., RGB, YUV and Lab.

55



CHAPTER 3. ATTENTION FOR SCENE EXPLORATION

Quaternion discrete Fourier transform We can transform aM×N quater-
nion matrix f using the definition of the quaternion Fourier transform F L

Q [ES07]:

F L
Q[f ](u, v) = F L

Q(u, v)
�� ��3.20

F L
Q(u, v) =

1√
MN

M−1∑
m=0

N−1∑
n=0

e−η2π((mv/M)+(nu/N))f(m,n) ,

see Fig. 3.4 for an example. The corresponding inverse quaternion discrete
Fourier transform F−L

Q is defined as:

F−L
Q [F ](m,n) = fL

Q(m,n)
�� ��3.21

fL
Q(m,n) =

1√
MN

M−1∑
u=0

N−1∑
v=0

eη2π((mv/M)+(nu/N))F (u, v) .

Here, η is a unit pure quaternion, i.e. η2 = −1, that serves as an axis and
determines a direction in the color space. Although the choice of η is arbitrary,
it is not without consequence (see [ES07, Sec. V]). For example, in RGB a good
axis candidate would be the “gray line” and thus η = (i + j + k)/

√
3. In fact,

as discussed by Ell and Sangwine [ES07], this would decompose the image into
luminance and chrominance components.

Quaternion discrete cosine transform Following the definition of the
quaternion DCT [FH08], we can transform the M ×N quaternion matrix f :

DL
Q[f ](p, q) = αMp α

N
q

M−1∑
m=0

N−1∑
n=0

ηf(m,n)βMp,mβ
N
q,n

�� ��3.22

DR
Q[f ](p, q) = αMp α

N
q

M−1∑
m=0

N−1∑
n=0

f(m,n)βMp,mβ
N
q,nη ,

�� ��3.23

where η is again a unit (pure) quaternion that serves as DCT axis. In accordance
with the definition of the traditional type-II DCT, we define α and N as follows2:

αMp =


√

1
M

for p = 0√
2
M

for p 6= 0

�� ��3.24

βMp,m = cos

[
π

M
(m+

1

2
)p

]
.

�� ��3.25

2From a visual saliency perspective, it is not essential to define the case in α that handles p = 0.
However, this makes the DCT-II matrix orthogonal, but breaks the direct correspondence
with a real-even DFT of half-shifted input. Even more, it is possible to entirely operate
without normalization, i.e. remove the α terms, which results in a scale change that is
irrelevant for saliency calculation.
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(a) Images

(b) PQFT

(c) EPQFT

Figure 3.5.: Example images (a) that illustrate the difference between PQFT (b)
and our EPQFT (c) saliency maps.

Consequently, the corresponding inverse quaternion DCT is defined as follows:

D−L
Q [F ](m,n) =

M−1∑
p=0

N−1∑
q=0

αMp α
N
q ηF (p, q)βMp,qβ

N
m,n

�� ��3.26

D−R
Q [F ](m,n) =

M−1∑
p=0

N−1∑
q=0

αMp α
N
q F (p, q)βMp,qβ

N
m,nη .

�� ��3.27

Again, the choice of the axis η is arbitrary (see [ES07]).
As can be seen when comparing Eq. 3.20 and 3.22, the definition of DL

Q is
substantially different from F L

Q, because the factors βMu,m are real-valued instead
of the hypercomplex terms of F L

Q. However, both definitions share the concept
of a unit pure quaternion η that serves as a transformation axis.

C. Quaternion-based Spectral Saliency

Eigenaxis and -angle Fourier spectral saliency Similar to the real-numbered
definition of the spectral residual by Hou et al . [HZ07], let AQ denote the am-
plitude, Eγ the eigenaxes, and the eigenangles EΘ (see Sec. 3.2.1.B) of the
quaternion image IQ:

Eγ(x, y) = fγ(IQ(x, y))
�� ��3.28

EΘ(x, y) = fΘ(IQ(x, y))
�� ��3.29

AQ(x, y) = |IQ(x, y)| .
�� ��3.30
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Then, we calculate the log amplitude and a low-pass filtered log amplitude using
a Gaussian filter hσA

with the standard deviation σA to obtain the spectral
residual RQ:

LQ(x, y) = log AQ(x, y)
�� ��3.31

RQ(x, y) = LQ(x, y)− [hσA
∗ LQ] (x, y) .

�� ��3.32

Finally, we can calculate the Eigen spectral residual (ESR) saliency map SESR

using the spectral residual RQ, the eigenaxis Eγ, and the eigenangle EΘ:

SESR = SESR(IQ) = hσS
∗ |F−L

Q

[
eRQ+Eγ◦EΘ

]
| ,

�� ��3.33

where ◦ denotes the Hadamard product and hσS
is a real-valued Gauss filter with

standard deviation σS. If σA approaches zero, then the spectral residual RQ will
become 0, i.e. limσA→0+ RQ(x, y) = 0, in which case we refer to the model as the
Eigen pure quaternion Fourier transform (EPQFT).

If the input image is a single-channel image, then the quaternion definitions and
equations are reduced to their real-valued counterparts, in which case Eq. 3.33
is identical to the single-channel real-numbered definitions by Hou et al . [HZ07]
and Guo et al . [GMZ08]. Our ESR and EPQFT definition that is presented in
Eq. 3.33 differs from Guo’s pure quaternion Fourier transform (PQFT) [GMZ08]
definition in two aspects: First, it – in principle – preserves Hou’s spectral
residual definition [HZ07]. Second, it relies on the combination of the eigenaxes
and eigenangles instead of the combination of a single unit pure quaternion and
the corresponding phase spectrum (see [GZ10, Eq. 16] and [GMZ08, Eq. 20]),
see Fig. 3.5 for an illustration.

Quaternion DCT image signature saliency The signum function for
quaternions can be considered as the quaternion’s “direction” and is defined as
follows:

sgn(x) =

{
x0

|x| + x1

|x|i+ x2

|x|j + x3

|x|k for |x| 6= 0

0 for |x| = 0 .

�� ��3.34

Given that definition, we can transfer the single-channel definition of the
DCT signature and derive the visual saliency SQDCT using the quaternion DCT
signature

SQDCT = SQDCT(IQ) = g ∗
[
T (IQ) ◦ T̄ (IQ)

]
with

�� ��3.35

T (IQ) = D−L
Q (sgn(DL

Q(IQ))) ,
�� ��3.36

where again hσS
is a smoothing Gauss filter with standard deviation σS.
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D. Weighted Quaternion Components

As proposed by Bian et al . [BZ09], and related to the recent trend to learn
feature dimension weights (see, e.g ., [ZK11]), we can model the relative impor-
tance of the color space components for the visual saliency by introducing a
quaternion component weight vector w = [w1 w2 w3 w4]T and adapting Eq. 3.18
appropriately:

IQ = w4I4 + w1I1i+ w2I2j + w3I3k .
�� ��3.37

In case of equal influence of each color component, i.e. uniform weights, Eq. 3.18
is a scaled version of Eq. 3.37, which is practically equivalent for our application.

E. Multiple Scales

The above spectral saliency definitions only consider a fixed, single scale (see,
e.g ., [BZ09, GZ10, GMZ08, HHK12]). But, the scale is an important parameter
when calculating the visual saliency and an integral part of many saliency models
(see, e.g ., [FRC10]). For spectral approaches the scale is (implicitly) defined by
the resolution of the image IQ (see, e.g ., [JDT11]). Consequently, as proposed
by Peters and Itti [PI08b], it is possible to calculate a multiscale saliency map
SM by combining the spectral saliency of the image at different image scales.
Let ImQ denote the quaternion image at scale m ∈M , then

SM = SM(IQ) = hσM
∗
∑
m∈M

φr(S (ImQ )) ,
�� ��3.38

where φr rescales the matrix to the target saliency map resolution r and hσM
is

an additional, optional Gauss filter.

F. Evaluation

To evaluate the considered saliency algorithms, we use the following eye tracking
datasets: Bruce/Toronto [BT09], Kootstra [KNd08], and Judd/MIT [JEDT09].
As evaluation measure, we rely on the AUC, because it is the most widely applied
and accepted evaluation measure.

Datasets In the last five years, several eye tracking datasets have been made
publicly available to evaluate visual attention models (e.g ., [KNd08, BT09,
CFK09, JEDT09]; see [WS13]). These easily accessible datasets and the resulting
quantitative comparability can be seen as the fuel that has lead to the plethora
of novel visual saliency algorithms. Most importantly, the datasets differ in
the choice of images (see Fig. 3.6), the number of images, and the number of
observers. While the first aspect defines what can be evaluated (i.e., are top-down
or specific dominant bottom-up influences present?), a higher number of images
and observers leads to more robust evaluation results, because it reduces the
influence of “noise”. Here, “free-viewing” refers to a scenario in which the human
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(a) Bruce/Toronto [BT09]

(b) Judd/MIT [JEDT09]

(c) Kootstra [KNd08]

Figure 3.6.: Example images from the visual saliency evaluation datasets.

subjects are not assigned with a task that could lead to a substantial influence
of top-down attentional cues such as, for example, to drive a car [BSI13a].
Bruce and Tsotsos’s “Toronto” dataset [BT09] is probably the most widely-

used dataset to evaluate visual saliency models. It contains 120 color images
(681 × 511px) depicting indoor and outdoor scenes. Two image categories
are dominant within the Toronto dataset: street scenes and object shots, see
Fig. 3.6(a). The dataset contains eye tracking data of 20 subjects (4 seconds,
free-viewing).
Judd et al .’s “MIT” dataset [JEDT09] contains 1003 images (varying resolu-

tions) selected from Flickr and the LabelMe database, see Fig. 3.6(b). Accordingly,
the dataset contains huge variations in the depicted scenes. However, there are
two very frequent image types: images that depict landscapes and images that
show people. The images (variable resolution) were shown to 15 subjects for 3
seconds with a 1 second gray screen between each two. Eye tracking data was
recorded for 15 subjects (3 seconds, free-viewing).

Kootstra et al .’s dataset [KNd08] contains 100 images (1024×768 px; collected
from the McGill calibrated color image database [OK04]). It contains images
from five image categories, close-up as well as landscape images, and images with
and without a strong photographer bias, see Fig. 3.6(c). This substantial data
variability makes it particularly hard, because it is difficult to find algorithms
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Figure 3.7.: Example image from the Bruce/Toronto dataset to illustrate the
components involved when calculating the shuffled, bias-corrected
AUC evaluation measure.

that perform well on all of these image types. The images were shown to 31
subjects (free-viewing).

Evaluation measure New saliency evaluation measures are proposed regularly
and existing measures are sometimes adapted (e.g ., [AS13, RDM+13, BSI13b,
ZK11, JEDT09, PIIK05, PLN02]). Riche et al . [RDM+13] group visual saliency
evaluation measures into three classes. First, value-based metrics such as, for
example, normalized scanpath saliency [PIIK05, PLN02], the percentile metric
[PI08a], and the percentage of fixations [TOCH06]. Second, several metrics
that rely on the area under the receiver operator characteristic curve (e.g .,
[JEDT09, ZK11, BSI13b]), all of which fall into the group of location-based
metrics. Third, there exist distribution-based metrics such as, for example,
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the correlation coefficient [JOvW+05, RBC06], the Kullback-Leibler divergence
[MCB06, TBG05], and the earth mover’s distance [JDT12]. Of these evaluation
measures, the dominating and most widely applied evaluation measure is the
bias-correcting AUC, which – most importantly – has the distinct advantage
that it compensates spatial dataset biases (an aspect that we will encounter
again in Ch. 4).
The shuffled, bias-correcting area under the receiver operator characteristic

curve (AUROC) calculation (see, e.g ., [HHK12]) – commonly referred to as the
AUC evaluation measure – tries to compensate for biases such as, e.g ., the center-
bias that is commonly found in eye tracking datasets. To this end, we define
a positive and a negative set of eye fixations for each image, see Fig. 3.7. The
positive sample set contains the fixation points of all subjects on that image. The
negative sample set contains the union of all eye fixation points across all other
images from the same dataset. To calculate the AUROC, we can threshold each
saliency map and the resulting binary map can be seen as being a binary classifier
that tries to classify positive and negative samples. Sweeping over all thresholds
leads to the ROC curves and defines the the area under the ROC curve. When
using the AUROC as a measure, the chance level is 0.5 (random classifier), values
< 0.5 indicate negative correlation, values > 0.5 represent positive correlation,
and an AUROC of 1 means perfect classification. For eye-fixation prediction
the maximally achievable, ideal AUROC is typically substantially lower than
1 (e.g ., ∼ 0.88 on the Bruce/Toronto dataset, ∼ 0.62 on Kootstra, and ∼ 0.90
on Judd/MIT). The ideal AUROC is calculated by predicting the fixations of
one individual using the fixations of other individuals on the same image. In is
necessary to say that the calculation of an ideal AUROC requires a Gaussian
filter step. Accordingly, the results in the literature can slightly differ due to
different filter parameters and should be seen to serve as guiding values of
estimated upper baselines. In some publications, authors normalize the results
based on the chance and ideal AUROC values (e.g ., [ZK11]). However, the most
common practice is to report the original AUROC results and, consequently,
we follow this established convention in the following. Thus, when interpreting
the results, it is important to consider that the actual value range is practically
limited by chance at 0.5 (lower baseline) and the ideal AUROC (upper baseline).

Baseline algorithms and results Tab. 3.1 shows the results of several base-
line algorithms on the three datasets that do not involve face detection, i.e.
Kootstra, Judd/MIT, and Bruce/Toronto. The algorithms are: Itti and Koch’s
model [IKN98] as implemented by the Harel et al . (IK’98) and additionally by
Itti’s iLab Neuromorphic Vision Toolkit (iNVT’98), Harel et al .’s graph-based
visual saliency (GBVS’07; [HKP07]), Bruce and Tsotsos’s attention using in-
formation maximization (AIM’09; [BT09]), Judd et al .’s linear support vector
machine (SVM) approach (JEDA’09; [JEDT09]), Goferman et al .’s context-
aware saliency (CAS’12; [GZMT12]), and Lu and Lim’s color histogram saliency
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Toronto Kootstra Judd
CAS’12 0.6921 0.6033 0.6623
CCH’12 0.6663 0.5838 0.6481
JEDA’09 0.6249 0.5497 0.6655
AIM’09 0.6663 0.5747 0.6379
GBVS’07 0.6607 0.5586 0.5844
IK’98 0.6455 0.5742 0.6365
iNVT’98 0.5442 0.5185 0.5365
Chance 0.5 0.5 0.5
Ideal ∼0.88 ∼0.62 ∼0.90

Table 3.1.: AUC Performance of well-known visual saliency algorithms on the
three most-commonly used benchmark datasets.

(CCH’12; [LL12]). Please note that you can find results for further algorithms in,
for example, Borji et al .’s quantitative saliency evaluation papers (e.g ., [BSI13b]).
Apart from minor differences, the reported results should be comparable, due to
the shared underlying evaluation measure implementation.

Algorithms As real-valued spectral saliency algorithms, we evaluate: Hou et
al .’s spectral residual saliency (SR’07; [HZ07]) and its variant spectral whitening,
which is also known as pure Fourier transform and was proposed by Guo et
al . (PFT’07; [GMZ08, GZ10]). Furthermore, we evaluate Hou et al .’s DCT
signature saliency (DCT’11; [HHK12]).
As quaternion-based algorithms, we evaluate: Guo et al .’s original pure

quaternion Fourier transform (PQFT’08; [GMZ08]), which is the quaternion-
based counterpart of PFT’07. Our own quaternion-based algorithms, i.e. Eigen
pure quaternion Fourier transform (EPQFT), which is related to PFT’07 and
PQFT’08, Eigen spectral residual (ESR), which is related to SR’07, and quater-
nion discrete cosine transform image signature saliency (QDCT), which is the
quaternion-based counterpart of DCT’11. A preceding ∆ – imagine a stylized
image pyramid – marks algorithms that we evaluated with multiple scales.

We evaluate how well the proposed algorithms perform for all color spaces that
have been applied in the literature related to spectral saliency detection: RGB
(e.g ., [HHK12, HZ07]), ICOPP (e.g ., [GZ10, GMZ08]), YUV (e.g ., [BZ09]), and
CIE Lab (e.g ., [HHK12]).

Parameters We kept the image resolution fixed at 64×48 px in the evaluation,
because in preparatory pilot experiments this resolution has constantly shown to
provide very good results on all datasets and is the resolution most widely used
in the literature (see, e.g ., [HHK12]). For multiscale approaches 64× 48px is
consequently the base resolution. For the Gaussian filtering of the saliency maps,
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Figure 3.8.: Example of the influence of quaternion color component weights on
the AUC performance for QDCT, EPQFT, ESR, and PQFT’08 on
the Bruce/Toronto dataset.

we use the fast recursive filter implementation by Geusebroek et al . [GSvdW03].
We optimized the filter parameters for all algorithms.

Results First, we can see that the performance depends substantially on the
dataset, see Tab. 3.2, which is not surprising given their different ideal AUCs. We
can rank the datasets by the maximum area under the ROC curve that spectral
algorithms achieved and obtain the following descending order: Bruce/Toronto,
Judd/MIT, and Kootstra. This order can most likely be explained with the
different characteristics of the images in each dataset. Two image categories
are dominant within the Bruce/Toronto dataset: street scenes and objects.
Within these categories, the images have relatively similar characteristics. The
Judd/MIT dataset contains many images from two categories: images that depict
landscapes and images that show people. The second category is problematic
for low-level approaches that do not consider higher-level influences on visual
attention such as, e.g ., the presence of people and faces in images (we will address
this aspect in Sec. 3.2.3). This also is the reason why Judd et al .’s JEDA’09
model performs particularly well on this dataset, see Tab. 3.1. The Kootstra
dataset exhibits the highest data variability. It contains five image categories,
close-up as well as landscape images, and images with and without a strong
photographer bias. Furthermore, we have to consider that the Kootstra dataset
has an extremely low ideal AUC of ∼ 0.62. Accordingly, the dataset contains
many images in which an image’s recorded gaze patterns vary substantially
between persons, which drastically limits the achievable performance.
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If we compare the influence of color spaces, then RGB is the color space that
leads to the worst performance on all datasets. This is interesting, because it is
the only color space in our evaluation that does not try to separate luminance
from chrominance information. Interestingly, it appears that the performance
difference with respect to the other color spaces (i.e., RGB vs Lab, YUV, or
ICOPP) is slightly less for quaternion-based approaches than for real-valued
approaches. In other words, quaternion-based approaches seem to be able to
achieve better results based on RGB than their real-valued counterparts (see,
e.g ., the results achieved on the Bruce/Toronto dataset; especially, DCT’11 vs
QDCT and PFT’07 vs EPQFT). Most interestingly, as we have mentioned in
Sec. 3.2.1.B, the quaternion axis transformation can decompose the RGB color
space into luminance and chrominance components [ES07]. Accordingly, it is
likely that – at least for RGB as a basis – quaternion-based algorithms benefit
from their ability to create an intermediate color space that separates luminance
from chrominance information.

Within each color space and across all datasets the performance ranking of the
algorithms is relatively stable, see Tab. 3.2. We can observe that without color
component weights the performance of the quaternion-based approaches may
be lower than the performance of their real-valued counterparts. The extent of
this effect depends on the color space as well as on the algorithm. For example,
for QDCT this effect does not exist on the RGB and ICOPP color spaces and
for Lab only on the Kootstra dataset. However, over all datasets this effect is
most apparent for the YUV color space. But, the YUV color space is also the
color space that profits most from non-uniform quaternion component weights,
see Fig. 3.8, which indicates that the unweighted influence of the luminance
component is too high. When weighted appropriately, as mentioned before, we
achieve the overall best results using the YUV color space. The influence of
quaternion component weights is considerable and depends on the color space,
see Tab. 3.2 and Fig. 3.8. As mentioned it is most important for the YUV color
space. However, it is also considerable for Lab and ICOPP. Most importantly,
we can observe that the best weights are relatively constant over all datasets.

The importance of multiple scales depends on the dataset. The influence is
small for the Bruce/Toronto dataset, which can be explained by the fact that
the resolution of 64× 48 pixels is nearly optimal for this dataset (see [HHK12]).
On the Kootstra dataset the influence is also relatively small, which may be due
to the heterogeneous image data. The highest influence of multiple scales can be
seen on the Judd/MIT dataset (e.g ., compare ∆QDCT with QDCT).

With the exception of Judd et al .’s model on the Judd/MIT dataset – as has
been discussed earlier –, our quaternion-based spectral approaches are able to
perform better than all evaluated non-spectral baseline algorithms (compare
Tab. 3.1 and Tab. 3.2). We achieve the best single-scale as well as multiscale
performance with the QDCT approach. With respect to their overall performance
we can rank the algorithms as follows: QDCT, EPQFT, ESR, and PQFT’08.
Especially QDCT performs consistently better than its real-valued counterpart
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DCT’11, see Tab. 3.2, whereas the situation is not as clear for EPQFT. However,
although PFT’07 can achieve slightly better results than EPQFT on the Kootstra
dataset, overall EPQFT provides a better performance. Furthermore, we can
see that our EPQFT is a substantial improvement over Guo’s PQFT’08 and, in
contrast to PQFT’08, it is also able to achieve a better performance than the
non-spectral baseline algorithms on all three datasets.
In summary, based on a combination of state-of-the-art quaternion-based

saliency detection, quaternion component weights, and multiple scales, we are
able to improve the state-of-the-art in predicting human eye fixation patterns.

Runtime considerations Spectral saliency algorithms inherit theO(N log2N)
computational complexity of the discrete fast Fourier transform and in practice
also benefit from highly optimized fast Fourier implementations. The (quater-
nion) FFT- and DCT-based models that we evaluated can be implemented to
operate in less than one millisecond (single-scale) on an off the shelf PC. For
example, in our implementation of (quaternion) DCT image signatures, we use a
hard-coded 64× 48 real DCT-II and DCT-III – the latter is used to calculate the
inverse – implementation and are able to calculate the bottom-up saliency map
in 0.4 ms on an Intel Core i5 with 2.67 GHz (single-threaded; double-precision).
This time excludes the time to subsample or resize the image, which depends
on the input image resolution, but includes the time for Gauss filtering. This
computational efficiency is an important aspect for practical applications and is
only a fraction of the computational requirements of most other visual saliency
algorithms. For example, assuming a run-time of 1 ms as baseline, the implemen-
tations of Judd et al .’s JEDA’09 [JEDT09], Goferman et al .’s CAS’12 [GZMT12],
and Bruce and Tsotsos’s AIM’09 [BT09] are more than 30, 000×, 40, 000×, and
100, 000× slower, respectively. Furthermore, our implementation is 20 − 50×
faster than previously reported for spectral saliency algorithms (see [HHK12,
Table II] and [GMZ08, Table 3]) and substantially faster than other run-time
optimized visual saliency implementations such as, most importantly, Xu et al .’s
multi-GPU implementation of Itti and Koch’s saliency model (see [XPKB09,
Table II]).

3.2.2. Color Space Decorrelation

As we have seen previously (Sec. 3.2.1), the input color space influences the
performance of spectral saliency algorithms. In this context, we noticed that the
color spaces that separate lightness from chrominance information (e.g ., CIE
Lab and YUV) lead to a better performance than RGB. And, we related the
relatively good performance of quaternion-based spectral algorithms on the RGB
color space to the quaternion axis transformation, which can decompose an RGB
image’s color information into luminance and chrominance components [ES07].
Interestingly, it is known in research fields such as, e.g ., color enhancement
that the first principal axis – i.e., the first component after applying the PCA –
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of an image’s or image patch’s color information describes the major lightness
fluctuations in the scene [GKW87], while the second principal axis describes
deviations from the mean color. Furthermore, decorrelation of color information
has been successfully applied for several applications such as, e.g ., texture
analysis and synthesis [LSL00, HB95], color enhancement [GKW87], and color
transfer [RP11]. For example, it forms the basis of the well-known decorrelation
stretch method to image color enhancement (cf . [All96]).

Interestingly, evidence suggests that specific signals in the human visual system
are subject to decorrelation. For example, spatial decorrelation such as lateral
inhibition operations is evident in the human vision system. Particularly, this
type of spatial decorrelation results in the visual illusion of Mach bands [Rat65],
which exaggerates the contrast between edges of slightly differing shades of gray.
Buchsbaum and Gottschalk [BG83] and Ruderman et al . [RCC98] found that
linear decorrelation of LMS cone responses at a point matches the opponent
color coding in the human visual system. Such decorrelation is beneficial for the
human visual system, because adjacent spots on the retina will often perceive
very similar values, since adjacent image regions tend to be highly correlated in
intensity and color. Transmitting this highly-redundant raw sensory information
from the eye to the brain would be wasteful and instead the opponent color
coding can be seen as performing a decorrelation operation that leads to a less
redundant, more efficient image representation. This follows the efficient coding
hypothesis of sensory information in the brain [Bar61], according to which the
visual system should encode the information presented at the retina with as little
redundancy as possible.

We motivated quaternion-based image processing with the wish to being able
to process an image’s color information holistically, see Sec. 3.2.1 and Fig. 3.3.
We did this, because we did not want to process image channels separately
and, in consequence, tear apart the color information. Interestingly, we can see
color decorrelation as the opposite approach to this holistic idea, because we use
decorrelation to make the information that is encoded in the individual color
channels as independent or decorrelated as possible. However, this suggests that
color decorrelation has the potential to improve the performance of real-valued
saliency algorithms that process color image channels separately.

Thus, in the following, we investigate how we use color decorrelation to provide
a better feature space for a diverse set of bottom-up, low-level visual saliency
algorithms.

A. Decorrelation

Let I ∈ RM×N×K be the matrix that represents an M ×N image in a color space
with K components, i.e. the image has C = K color channels. Reshaping the
image matrix and subtracting the image’s mean color, we represent the image’s
mean centered color information in a color matrix X ∈ RMN×K .
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In general, a matrix W is a decorrelation matrix, if the covariance matrix of
the transformed output Y = XW satisfies

Y Y T = diagonal matrix .
�� ��3.39

In general, there will be many decorrelation matrices W that satisfy Eq. 3.39
and decorrelate [BS97].

The most common approach to decorrelation is the whitening transform, which
diagonalizes the empirical sample covariance matrix according to

Y Y T = C ′ = WCWT = I ,
�� ��3.40

where C is the color covariance matrix

C =
1

MN

MN∑
i=1

xixi
T with X =

 x1

· · ·
xMN

 .
�� ��3.41

Here, C ′ is the covariance of Y , i.e. of the data after the whitening transform
Y = XW . As can be seen in Eq. 3.39 and Eq. 3.40, by definition the covariance
matrix after a whitening transform equates to the identity matrix, whereas the
covariance matrix after an arbitrary decorrelation transform can be any diagonal
matrix. Still, there exist multiple solutions for W . The principal component
analysis (PCA) computes the projection according to

WPCA = Σ−1/2UT .
�� ��3.42

Here, the eigenvectors of the covariance matrix are the columns of Σ and U is the
diagonal matrix of eigenvalues. As an alternative, the zero-phase transform (ZCA)
[BS97] calculates W according to the symmetrical solution

WZCA = UΣ−1/2UT .
�� ��3.43

The dimensionality preserving color space transform is then given by

Y = XW
�� ��3.44

and results in the score matrix Y that represents the projection of the image.
Interestingly, the ZCA was introduced by Bell and Sejnowski [BS97] to model

local decorrelation in the human visual system. Although the difference in
Eq. 3.42 and Eq. 3.43 seems small, the solutions produced by the PCA and
ZCA are substantially different (see, e.g ., [BS97, Fig. 3]). Interestingly, the
ZCA’s additional rotation by U , i.e. WZCA = UWPCA, causes the whitened data
YZCA = XWZCA to be as close to the original data as possible.
We reshape the score matrix Y so that it spatially corresponds with the

original image and this way obtain our color decorrelated image representation
IPCA ∈ RM×N×K . Finally, we normalize each color channel’s value range to the
unit interval [0, 1]. Although not necessary for all saliency algorithms, it is a
beneficial step for algorithms that are sensitive to range differences between color
components such as, e.g ., Achanta’s frequency-tuned algorithm [AHES09]. We
can then use the decorrelated image channels as a foundation – i.e., in the sense
of raw input or feature maps – for a wide range of visual saliency algorithms.
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better
better or equal
probably equal
equal or worse
worse

Table 3.3.: Statistical test result classes and visualization color chart.

B. Quantitative Evaluation

As in the previous evaluation, we rely on the AUC evaluation measure (see
Sec. 3.2.1.F), and evaluate on the Bruce/Toronto, Kootstra, and Judd/MIT eye
tracking datasets (see Sec. 3.2.1.F). Consequently, the baseline results are again
shown in Tab. 3.1. Since color spaces and consequently color decorrelation is
such a fundamental aspect that can influence a wide range of algorithms, we
take extra precaution to ensure the validity of our claims: First, we evaluate
how color space decorrelation influences the performance of eight algorithms.
Second, we introduce statistical tests to test the performance of each algorithm
on the original color space against the performance based on the image-specific
decorrelated color space. Third, although we focus on the AUC evaluation
measure in the main body of this thesis, we do not just rely on the AUC as
single evaluation measure in this case and, consequently, we present additional
results for the NSS and CC evaluation measures in Appx. C.

At this point, we would like to note that this evaluation’s goal is not to assess
whether ZCA is a better decorrelation method compared to PCA. Instead,
we use two decorrelation methods to indicate that color decorrelation itself is
beneficial, independent of a single, specific decorrelation algorithm.

Statistical tests We perform statistical significance tests to determine whether
or not observed performance differences are significant. Therefore, we record
each algorithms prediction for every image and use the evaluation measurements
(e.g ., AUC) as input data for the statistical tests. We rely on three pairwise,
two-sample t-tests to categorize the results: First, we perform a two-tailed test to
check whether the compared errors come from distributions with different means
(i.e., H=: “means are equal”). Analogously, second, we perform a left-tailed test
to check whether an algorithm’s error distribution’s mode is greater (i.e., H>:
“mean is greater”) and, third, a right-tailed test to check whether an algorithm’s
error distribution’s mode is lower (i.e., H<: “mean is lower”). All tests are
performed at a confidence level of 95%, i.e., α = 5%.

To simplify the presentation and discussion, we group the test results into five
classes, see Tab. 3.3: “Better” means that the hypotheses of equal and worse
mean error were rejected. “Better or equal” means that only the hypothesis of a
worse mean error could be rejected. “Probably equal” means that no hypothesis
could be rejected. “Equal or worse” means that the hypothesis of a better mean

70



3.2. VISUAL ATTENTION

error was rejected. “Worse” means that the hypotheses of equal and better
mean error were rejected. Here, “better” and “worse” are defined on the desired
characteristic or optimum of the target evaluation measure. For example, we
would like to maximize the AUROC and accordingly a higher mean is defined as
being better.

Algorithms We adapted the following visual saliency algorithms to evaluate
the effect of color space decorrelation: We evaluate Itti and Koch’s model
(IK’98; [IKN98]) and Harel’s graph-based visual saliency (GBVS’07; [HKP07]).
For this purpose, we build on Harel’s implementation, in which both models
share the same groundlying feature maps that can encode color or orientation
information. We evaluate pure Fourier transform (PFT’07; [HZ07]) by Hou and
Zhang and DCT image signatures (DCT’11; [HHK12]) by Hou et al . Naturally,
we also evaluate our own quaternion-based DCT image signatures (QDCT) and
EigenPQFT (EPQFT) algorithms, see Sec. 3.2.1. All these algorithms have in
common that they are spectral visual saliency algorithms, the first two operate
on real-valued images and the latter two process quaternion images. Furthermore,
we evaluate the effect on Achanta et al .’s (AC’09; [AHES09]) method, which
is based the on each pixel’s deviation from the image’s mean color. We would
like to note that Achanta et al .’s algorithm was developed for salient object
detection and not eye fixation prediction. Consequently, we do not expect it to
achieve state-of-the-art performance on gaze prediction datasets. Nonetheless,
we decided to include Achanta et al .’s algorithm, because we wanted to evaluate
a mix of algorithms that rely on different principles for saliency calculation.
Additionally, we implemented and adapted Lu and Lim’s algorithm (CCH’12;
[LL12]) that calculates the visual saliency based on the image’s color histogram.
Of the above algorithms, IK’98 and GBVS’07 follow the traditional scheme
of local center-surround contrast, whereas the spectral approaches (PFT’07,
DCT’11, QDCT, and EPQFT), AC’09 and CCH’12 process the image globally.

Parameters As in our previous evaluation in Sec. 3.2.1.F, we use an image
resolution of 64× 48px for spectral saliency approaches. However, in contrast
to our previous evaluation, we do not evaluate multiscale approaches, because
we have already seen that the integration of multiple scales can further improve
the performance. Instead, we focus on the influence of color decorrelation in
the following. Therefore, we also use fixed algorithm parameters and do not
optimize each algorithm’s parameters for each evaluated color space.

Results We present the achieved results for the Bruce/Toronto, Kootstra, and
Judd/MIT dataset in Tab. 3.4(a), 3.4(b), and 3.4(c), respectively. To keep our
main evaluation compact and readable, we only present the results for RGB,
CIE Lab, and ICOPP as base color spaces and base our discussion on the AUC
evaluation measure. Results for further color spaces (e.g ., Gauss [GvdBSG01]
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RGB ICOPP Lab RGB:PCA Lab:PCA RGB:ZCA

Figure 3.9.: First row: original image; Rows 2-4: 1st, 2nd, and 3rd color com-
ponent; Rows 5-7: saliency maps for AC’09, QDCT, and GBVS’07
(see Sec. 3.2.2.B). This illustration is best viewed in color.

and LMS [SG31]) and evaluation measures (NSS and CC) are presented in
Appx. C. Without going into any detail, the results on these additional color
spaces and evaluation measures follow the trend that is visible in Tab. 3.4(a),
3.4(b), and 3.4(c) and thus further substantiate our claim that color space
decorrelation is an efficient and robust preprocessing step for many low-level
saliency detection algorithms.
As can be seen, the performance of all saliency algorithms improves, if we

perform a color space decorrelation. This is independent of the base color
space. Even in cases where our statistical tests do not indicate that color space
decorrelation improves the results, the mean AUC based on the decorrelated color
space is still slightly higher in all cases. Although both evaluated decorrelation
methods perform very well, ZCA seems to be slightly better than PCA, because
the ZCA leads to the best performance in 44 cases whereas PCA leads to the
best performance in 26 cases (the performance is identical for Bruce/Toronto,
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PFT’07, and Lab). However, this also seems to depend on the saliency algorithm,
because DCT’11 and GBVS’07 appear to benefit more from PCA, since PCA
leads to the better performance in 7 of 9 cases for DCT’11 and all 9 of 9 cases
for GBVS’07.
Interestingly, color space decorrelation leads to better results than quater-

nion component weighting on the Bruce/Toronto and Kootstra datasets and
roughly equal performance on the Judd/MIT dataset. However, although
quaternion-based spectral approaches (QDCT and EPQFT) benefit from color
space decorrelation, their real-valued counterparts (DCT’11 and PFT’07) seem
to provide a slightly better performance in combination with color decorrelation.
In summary, we strongly suggest to perform color space decorrelation for

saliency algorithms, because it can significantly increase the performance while
it only requires modest computational resources as we will see in the following.

Runtime considerations We can calculate the PCA in 0.82 ms for a 64× 48
color image on an Intel Core i5 with 2.67 GHz (single-threaded; double-precision),
in Matlab. Please note that 64× 48px is the default resolution that we use to
calculate spectral saliency maps. Here, we use a specialized implementation to
calculate the eigenvalues and normalized eigenvectors of hermitian 3x3 matrices
based on the Jacobi algorithm. In general, the time to perform the color space
decorrelation scales linearly with the number of pixels in the input image. Again,
this time excludes the time to subsample or resize the image, which depends on
the input image resolution, but includes the time that is required to apply the
transformation to the image.

C. Discussion

Given these results, we still have to address what the effects of color decorrelation
are and why they can help computational saliency algorithms. For this purpose,
we examine the intra and inter color component correlation of color spaces,
which is shown for some exemplary color spaces in Tab. 3.5. Here, the intra
color component correlation is the correlation of each color space’s individual
components (e.g ., the correlation of the Lab color space’s L and a, L and b, or a
and b channels). The inter color component correlation refers to the correlation
of the components of different color spaces (e.g ., the correlation between RGB’s
R channel and Lab’s a channel).

Does the decorrelated color space depend on the input space? First
of all, the decorrelated color spaces are not independent from their base color
spaces. This comes at no surprise, because – for example – an antecedent non-
linear transformation such as, e.g ., a conversion from RGB to Lab can naturally
lead to a different linear decorrelation result, which is illustrated by the low
inter component correlation of RGB:PCA and Lab:PCA in Tab. 3.5. As a result,
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Figure 3.10.: The degree of intra color component correlation is indicated by the
angle of rotation of each point cloud’s mean axis. Rotations close
to 0° or 90° indicate uncorrelated data and rotations in between
indicate degrees of correlation (red: 1st vs 2nd component; green:
1st vs 3rd; blue: 2nd vs 3rd). Visualization method according to
Reinhard et al . [RAGS01]. This illustration is best viewed in color.

we have to neglect the notion of a unique, base color space independent color
projection.

Are PCA and ZCA different? It becomes apparent in the rightmost column
of Fig. 3.9 as well as by the inter color component correlation between RGB:ZCA
and RGB or RGB:ZCA and RGB:PCA (see Tab. 3.5) that ZCA color projections
differ substantially from PCA projections, because the ZCA does not seem to
separate luminance and chrominance information. This is of interest, because
it indicates that not the separation of color and luminance itself is the key to
improve the performance, but the properties of decorrelated color information.

Furthermore, we can see that the color components of ZCA projections (e.g .,
RGB:ZCA or Lab:ZCA) are highly correlated to their base color spaces, see
Tab. 3.5, which stands in contrast to the behavior of PCA projections.

What is the effect of decorrelation? In fact, there are two aspects of color
decorrelation that can influence saliency detection: First, the color information
contained in the channels is as decorrelated and thus independent as possible.
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Figure 3.11.: Mean gaze prediction performance of the evaluated visual saliency
algorithms (see Sec. 3.2.2.B) and the intra color component corre-
lation (ICCC) for several well-known color spaces.

This naturally supports algorithms that process the color channels independently
such as, e.g ., DCT’11. Second, algorithms that use color distances (e.g ., AC’09)
benefit from the aspect that color decorrelation can enhance the contrast of
highly correlated images, which is the foundation of the well-known decorrelation
stretch color enhancement algorithm (see [GKW87]). In case of the PCA, this is
due to the fact that the stretched and thus expanded color point cloud in the
decorrelated space is less dense and spread more evenly over a wider volume of
the available color space (see, e.g ., [GKW87]).

Does intra color component correlation influence the performance of
saliency algorithms? In general, color spaces exhibit different degrees of
intra color component correlation, an aspect that is illustrated in Fig. 3.10 and
apparent in Tab. 3.5. Here, our image-specific color decorrelation forms an
extreme case – i.e., the intra color component correlation is zero – for which
we have demonstrated that it can significantly increase the performance with
respect to its base color space. Since it has been noted by several authors that
the choice of color spaces directly influences the performance of visual saliency
detection algorithms (e.g ., [HHK12]), an interesting question is whether or not
these performance differences could be related to the color space’s degree of intra
color component correlation.

To address this question, we calculated the mean performance over all evaluated
visual saliency algorithms and the mean intra color component correlation for six
well-known color spaces. As we can see in Fig. 3.11, there seems to exist a relation
between the average saliency detection performance and the underlying color
space’s correlation. To quantify this observation, we calculate the correlation
between the intra color component correlation and the mean AUC, which is
−0.8619, −0.9598, and −0.9067 on the Bruce/Toronto, Kootstra, and Judd/MIT
dataset, respectively. Such an overall high negative correlation indicates that
a lower visual saliency detection performance can be related to a higher intra
color component correlation of the underlying color space.
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3.2.3. Modeling the Influence of Faces

Up until this point, we have only considered the influence that low-level image
features have on visual saliency. However, it has been shown that the gaze of
human observers is attracted to faces, even if faces are not relevant for their
given task [SS06]. The visual attraction of faces and face-like patterns can
already be observed in infants as young as six weeks, which means that infants
are attracted by faces before they are able to consciously perceive the category
of faces [SS06]. This suggests nothing less than that there exists a bottom-up
attentional mechanism for faces [CFK08]. This comes at no surprise, since
the perception of the caregivers’ faces is an important aspect in early human
development, especially for emotion and social processing [KJS+02]. For example,
observing the caregiver’s face also means to observe the caregiver’s eyes and
consequently eye gaze, which is essential to start to follow the gaze direction (cf .
Sec. 2.1.3 and Sec. 4.1). And, following the gaze direction while a caregiver talks
about an object in the infant’s environment is important, because the relation
between gaze and objects is one of the early cues that allow a child to slowly
associate spoken words with objects – a key ability to being able to learn a
language.

Accordingly, we want to integrate the influence of faces into our computational
bottom-up visual saliency model. To this end, we rely face detection and a
Gaussian face map to model the presence of faces in an image. For this purpose,
without going into any detail, we use Fröba and Ernst’s face detection algorithm
[FE04] that relies on the modified census transform (MCT) and is known to
provide high performance face detections in combination with a very low false
positive rate in varying illumination conditions. The output of the face detection
algorithm is a set of bounding boxes, each of which reflects the position, size,
and orientation of a detected face in the image.

A. Face Detection and the Face Conspicuity Map

In Cerf et al .’s model [CHEK07, CFK09], each detected face is modeled in
the face conspicuity map by a circular 2D Gaussian weight function with a
standard deviation of σ =

√
(w + h)/4, where w and h is the width and height,

respectively, of Viola-Jones face detection’s bounding box. We extend this model
in two ways: First, we allow an in-plane rotation θ of the face bounding boxes
provided by our modified census transform (MCT) detectors. Then, we use
an elliptical 2D Gaussian weight function g0, where σu and σv is the standard
deviation in the direction parallel and orthogonal, respectively, to the orientation
θ:

g0(u, v, σu, σv) =
1√

2πσu
exp

{
−1

2

u2

σ2
u

} �� ��3.45

∗ 1√
2πσv

exp

{
−1

2

v2

σ2
v

}
,
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where the u-axis corresponds to the direction of θ and the v-axis is orthogonal
to θ, i.e. (

u
v

)
=

(
cos θ sin θ
− sin θ cos θ

)(
x
y

)
=

(
θ̂(x)

θ̂(y)

)
.

�� ��3.46

Accordingly, we can calculate the face conspicuity map SF

SF(x, y) =
∑

1≤i≤N

g0(θ̂(x− xi), θ̂(y − yi), σu,i, σv,i, θ) ,
�� ��3.47

where (xi, yi) is the detected center of face i with orientation θi and the standard
deviations σu,i and σv,i. Since, depending on the detector training, the width
and height of the bounding box may not be directly equivalent to the optimal
standard deviation, we calculate σu and σv by scaling w and h with the scale
factors sw and sh that we experimentally determined for our MCT detectors.

B. Integration

Interpreting the calculated visual saliency map SV and the face detections
represented in SF as two separate low-level modalities, we have to consider
several biologically plausible multimodal integration schemes (cf . [OLK07]):

Linear We can use a linear combination

S+ = wVSV + wFSF

�� ��3.48

as applied by Cerf et al . [CHEK07, CFK09]. However, in contrast to Cerf et
al ., we analyze the weight space in order to determine weights that provide
optimal performance in practical applications. Therefore, we normalize the value
range of the saliency map SV and use a convex combination, i.e. wV + wF = 1
with wV, wF ∈ [0, 1]. From an information theoretic point of view, the linear
combination is optimal in the sense that the information gain equals the sum of
the unimodal information gains [OLK07].

Sub-linear (late combination) When considering a late combination scheme,
no true crossmodal integration occurs. Instead, the candidate fixation points
from the two unimodal saliency maps compete against each other. Given saliency
maps, we can use the maximum to realize such a late combination scheme,
resulting in a sub-linear combination

Smax = max {SV, SF} .
�� ��3.49
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(a) Images

(b) Masks

Figure 3.12.: Example images from the Cerf/FIFA dataset with their annotated
face segments.

Supra-linear (early interaction) Early interaction assumes that there has
been crossmodal sensory interaction at an early stage, before the saliency compu-
tation and focus of attention selection, which imposes an expansive non-linearity.
As an alternative model, this can be realized using a multiplicative integration
of the unimodal saliency maps

S◦ = SV ◦ SF .
�� ��3.50

Quaternion face channel From a technical perspective, if the image’s color
space has less than 4 channels, we can also use the quaternion scalar part to
explicitly represent faces and obtain an integrated or holistic quaternion-based
saliency map

SQ = SQDCT(IQF) with
�� ��3.51

IQF = SF + IQ = SF + I1i+ I2j + I3k .
�� ��3.52

C. Evaluation

Dataset To evaluate the integration of faces and face detection, we rely on
Cerf et al .’s Cerf/FIFA dataset [CFK09]. The dataset consists of eye tracking
data (2 seconds, free-viewing) of 9 subjects for 200 (1024 × 768px) images of
which 157 contain one or more faces, see Fig. 3.12. Additionally, the dataset
provides human annotations of the location and size of faces in the images,
which can be used to evaluate the influence between perfect, i.e. manual, and
automatic face detection.

Procedure To use the annotated face masks, see Fig. 3.12, as input to our
and Cerf’s face model, we calculate the principal directions and size of each
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binary face region. For this purpose, we fit a 2D ellipse that has same normalized
second central moments (i.e., spatial variance) as the region. Then, we use
the ellipse’s major axis length as the face’s height and its minor axis length as
the face’s width; i.e., we assume that a typical face’s height is longer than its
width. Furthermore, we assume that the ellipse’s rotation is identical to the
face’s orientation.

Algorithms Since graph-based visual saliency (GBVS) was reported to per-
form better than Itti and Koch’s model [IKN98] when combined with face
detections [CHEK07], we compare our system to GBVS’07. As an additional
baseline, we include the results reported by Zhao and Koch [ZK11], who used an
optimally weighted Itti-Koch model with center bias. We refrain from reporting
the evaluation results for all previously evaluated saliency algorithms on the
Cerf/FIFA dataset (see Sec. 3.2.1.F, Sec. 3.2.2.B, and Appx. C), because we
would like to focus the evaluation on the integration of faces and, most im-
portantly, we have already shown the state-of-the-art performance of spectral
saliency detection, see Sec. 3.2.2. We report the results for QDCT, EPQFT,
PFT’07, and DCT’11. The spectral saliency resolution is set to 64× 48 pixels,
we rely on the Lab color space with ZCA decorrelation. and the Gaussian filter’s
standard deviation is 2.5. The standard deviation was set based on the results
of a preliminary experiment, in which we independently optimized the spectral
saliency filter parameters and the face model parameters.

Results It can be seen in Tab. 3.6 that the face map itself has a considerable
predictive power, which confirms the observation made by Cerf et al . [CHEK07].
In a few instances, we can even observe that the AUC is higher when using
automatic, MCT-based face detection instead of optimal, annotated bounding
boxes calculated from the manually annotated face regions. This can be explained
by the fact that false positives usually occur on complex image patches that are
also likely to attract the attention. Accordingly, false positives do not necessarily
have a negative impact on the evaluation results. The linear combination of the
bottom-up visual saliency and the face conspicuity map substantially improve
the results and we achieve the best results with our scaled elliptical Gauss model.
If we look at the results for the two best integration schemes, i.e. linear and late,
we can see that our adapted face model is better in all cases but one (GBVS
with late combination and face annotations).

If we use the ideal, i.e. human, AUROC to calculate the normalized normalized
area under the receiver operator characteristic curve (nAUROC) of our best
result with MCT face detections, we obtain an nAUROC of 0.978 which is also
higher than the most recently reported 0.962 by Zhao and Koch [ZK11, see Table
1].

The chosen multimodal integration scheme has a considerable influence on
the performance, see Fig. 3.13 and Tab. 3.6. The linear combination achieves
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Face Detection Annotated MCT
Face Model Cerf Our Cerf Our

Linear Combination
EPQFT 0.7601 0.7697 0.7641 0.7685
PFT’07 0.7577 0.7677 0.7610 0.7666
QDCT 0.7611 0.7706 0.7634 0.7686
DCT’11 0.7593 0.7682 0.7615 0.7673
GBVS’07 0.7223 0.7306 0.7120 0.7284

Late Combination
EPQFT 0.7632 0.7689 0.7529 0.7617
PFT’07 0.7594 0.7667 0.7487 0.7606
QDCT 0.7660 0.7667 0.7445 0.7613
DCT’11 0.7624 0.7655 0.7434 0.7600
GBVS’07 0.7238 0.7089 0.6632 0.7047

Early Interaction
EPQFT 0.6581 0.6582 0.6355 0.6660
PFT’07 0.6586 0.6586 0.6365 0.6667
QDCT 0.6588 0.6589 0.6373 0.6666
DCT’11 0.6593 0.6588 0.6372 0.6670
GBVS’07 0.6537 0.6575 0.6366 0.6632

Quaternion Face Channel
EPQFT 0.7111 0.7115 0.7118 0.7110
QDCT 0.7140 0.7138 0.7145 0.7142

Face-only
Faces 0.6566 0.6594 0.6367 0.6648

Saliency-only
EPQFT 0.7223
QDCT 0.7205
DCT’11 0.7204
PFT’07 0.7199
GBVS’07 0.6350

Further Baseline
Zhao and Koch*, 2011 0.7561

Table 3.6.: AUC performance of the evaluated algorithms on the Cerf/FIFA
dataset [CFK09]. The ideal, i.e. human, AUC is 0.786. *: We used
the ideal AUC to calculate our AUC for Zhao and Koch’s reported
result [ZK11].
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(a) Our face model based on face annotations.
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(b) Our face model based on MCT face detections.

Figure 3.13.: Illustration of the average AUC in dependency of the chosen face
integration method on the Cerf/FIFA dataset [CFK09]. This illus-
tration is best viewed in color.
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the best performance, which is closely followed by the late integration scheme.
The integration of the face conspicuity map in the quaternion image does not
perform equally well. However, it still substantially outperforms the supra-linear
combination, which performs worse than each unimodal map. This could be
expected, because the supra-linear combination implies a logical “and”.
There is one question that we would like to discuss further: Is the linear

combination scheme significantly better than the late combination scheme? To
address this question, we resort to our array of statistical tests, see Sec. 3.2.2.B.
Unfortunately, the question can not be answered easily and definitely. If we look
at the results that we achieve with groundtruth annotations, we see that the
results are mixed with beneficial cases for both integration schemes. For example,
for QDCT late integration is beneficial in combination with Cerf’s face model
while linear integration is beneficial for our face model. In both example cases
the statistical tests leave not much room for interpretation. The p-values for
our three t-tests (i.e., higher, equal, and lower mean) are close to (0, 0, 1) in the
first case and (1, 0, 0) in the second case. Here, a potential cause might be the
sometimes distorted groundtruth segmentation masks, e.g . see the two rightmost
images in Fig. 3.12. However, linear integration is better in all cases for MCT
face detection. Given that the performance differences appear quite substantial
for MCT detections, it comes at no surprise that the statistical tests indicate
that linear integration is in fact “better” for all these cases, i.e. if we rely on
MCT face detection. In combination with the fact that the performance is better
for a relatively large value range of wF, see Fig. 3.13, we can only suggest to use
the linear integration for practical applications with automatic face detections.
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3.3 Auditory Attention

Two fundamental concepts are involved in human bottom-up auditory attention
that form the basis for our computational attention model (cf . Sec. 2.1.2): First,
auditory attention relies on audio data that is subject to a frequency analysis
that is realized by the basilar membrane. Second, the brain’s auditory attention
system relies – among other aspects – on so-called novelty detection neurons
that encode deviations from the pattern of preceding stimuli. We can model
the first concept with common time-frequency analysis methods (Sec. 3.3.1.A).
Here, it is interesting that by doing so, we can rely on computations that can in
later stages be reused by other auditory tasks such as, e.g ., speech recognition
or sound source localization. To model the second concept, we can assign a
“surprise” neuron to each frequency, following Itti and Baldi’s theory of Bayesian
surprise [IB06]. Such neurons probabilistically learn and adapt to changes of
each frequency’s distribution over time. To detect novel, odd, or changed signal
components, we can then measure how far a newly observed sample deviates from
our learned pattern (Sec. 3.3.1.B), which in principle is similar to the brain’s
signal mismatch detection mechanism.

3.3.1. Auditory Novelty Detection

In sensory neuroscience, it has been suggested that only unexpected information
is transmitted from one stage to the next stage of neural processing [RB99].
According to this theory, the sensory cortex has evolved neural mechanisms to
adapt to, predict, and suppress expected statistical regularities [OF96, MMKL99,
DSMS02] to focus on events that are unpredictable and appear as being novel,
odd, or “surprising”. It is intuitively clear that “surprising” signals and events
can only occur in undeterministic environments. This means that surprise
arises from the presence of uncertainty that can be caused by, for example,
intrinsic stochasticity or missing information. Interestingly, it has been shown in
probability and decision theory that the Bayesian theory of probability provides
the only consistent and optimal theoretical framework to model and reason
about uncertainty [Jay03, Cox64]. Accordingly, Itti and Baldi [IB06] suggested a
Bayesian approach to model neural responses to surprising signals, see Fig. 3.14.

In the Bayesian probability framework, probabilities correspond to subjective
degrees of beliefs (see, e.g ., [Gil00]) in models that are updated according
to Bayes’ rule as new data is observed. According to Bayesian surprise, the
background information of an observer is represented in the prior probability
distribution {P (M)}M∈M over the models M in a model spaceM. Given the
prior distribution of beliefs, a new data observation D is used to update the
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(a) Simple neuron model

(b) Surprise principle

Figure 3.14.: Bayesian surprise as a probabilistic model for novelty detection on
the basis of simple neurons. Images from [IB06].

prior distribution {P (M)}M∈M into the posterior distribution {P (M |D)}M∈M
via Bayes’ rule

∀M ∈M : P (M |D) =
P (D|M)

P (D)
P (M) .

�� ��3.53

In this framework, the new data observation D carries no surprise, if it leaves
the observer beliefs unaffected, i.e. the posterior is identical to the prior. D is
surprising, if the posterior distribution after observing D significantly differs
from its prior distribution. To formalize this, Itti and Baldi propose to use the
Kullback-Leibler divergence (KLD) to measure the distance DKL between the
prior and posterior distribution

S(D,M) = DKL(P (M |D), P (M)) =

∫
M
P (M |D) log

P (M |D)

P (M)
dM .

�� ��3.54

The distance S(D,M) between the prior and posterior now quantifies how
surprising observation M is.
Since the posterior distribution can be updated immediately after observing

new data, it is clear that surprise is an attention model that is particularly suited
to detect surprising events online and without delay in sensory streams such as,
most importantly, audio and video streams.
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(a) The audio signal (power)

(b) Gaussian surprise (the range is clipped at
0.5 for purpose of illustration)

(c) Spectrogram (logarithmic scale)

Figure 3.15.: An approximately ten second exemplary audio sequence in which a
person speaks and places a solid object on a table at the end of the
sequence. The measured audio signal (a), the resulting Gaussian
auditory surprise (b), and the spectrogram (c).

A. Time-Frequency Analysis and Bayesian Framework

We can use the short-time Fourier transform (STFT), short-time cosine transform
(STCT), or the modified discrete cosine transform (MDCT) to calculate the
spectrogram G(t, ω) = |F (t, ω)|2 of the windowed audio signal a(t), where t and
ω denote the discrete time and frequency, respectively. Accordingly, at each time
step t, the newly observed frequency data G(t, ω) is used to update the prior
probability distribution

∀ω ∈ Ω : P ω
prior = P (G(·, ω)|G(t− 1, ω), . . . , G(t−N,ω))

�� ��3.55

of each frequency and obtain the posterior distribution

∀ω ∈ Ω : P ω
post = P (G(·, ω)|G(t, ω), G(t− 1, ω), . . . , G(t−N,ω)) ,

�� ��3.56

where N ∈ {1, . . . ,∞} allows additional control of the time behavior by limiting
the history to N 6= ∞ elements, if wanted. The history allows us to limit the
influence of samples over time and consequently “forget” data, which is essential
for the time behavior of the Gaussian surprise model.
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B. Auditory Surprise

Gaussian model Using the Gaussian distributions as model, we can calculate
the auditory surprise SA(t, ω) for each frequency

SA(t, ω) = DKL(P ω
post||P ω

prior) =

∫
P ω

post log
P ω

post

P ω
prior

dg
�� ��3.57

=
1

2
[log
|Σω

prior|
|Σω

post|
+ Tr

[
Σω−1

priorΣ
ω
post

]
− ID +

�� ��3.58

(µωpost − µωprior)
TΣω−1

prior(µ
ω
post − µωprior)] ,

where µ and Σ is the mean and variance, respectively, of the data in the considered
time window. DKL is the KLD and Eqn. 3.58 results from the closed form of
DKL for Gaussian distributions [HO07].

Gamma model The Gaussian model is extremely run-time efficient and
in general performs well according to our experience. But, it has one main
disadvantage: All elements inside the history window have equal weight. Instead
of equal weights, it would be desirable that the weight and thus the influence
of each observation slowly decreases over time to realize a “smooth” forgetting
mechanism. Similar to the approach by Itti and Baldi for detecting surprising
events in video streams [IB05], we can use the Gamma distribution as an
alternative to the Gaussian distribution

P (x) = γ(x;α, β) =
βαxα−1e−βx

Γ(α)

�� ��3.59

with x ≥ 0, α, β > 0, and Gamma function Γ to calculate the surprise.
Given a new observation G(t, ω) and prior density P ω

prior = γ(·;α, β), we
calculate the posterior P ω

post = γ(·;α′, β′) using Bayes’ rule

α′ = α +G(t, ω)
�� ��3.60

β′ = β + 1 .
�� ��3.61

However, using this update rule would lead to an unbounded growth of the
values over time. To avoid this behavior and reduce the relative importance of
older observations, we integrate a decay factor 0 < ζ < 1

α′ = ζα +G(t, ω)
�� ��3.62

β′ = ζβ + 1 .
�� ��3.63

This formulation preserves the prior’s mean µ = α
β

= ζα
ζβ

but increases its
variance, which however represents a relaxation of belief in the prior’s precision
after observing G(t, ω).
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Now, we can calculate the surprise as follows

SA(t, ω) = DKL(P ω
post||P ω

prior) =

∫
P ω

post log
P ω

post

P ω
prior

dg
�� ��3.64

= α′ log
β

β′
+ log

Γ(α′)

Γ(α)

�� ��3.65

+β′
α

β
+ (α− α′)ψ(α) ,

�� ��3.66

where ψ is the Digamma function. Unfortunately, the Gamma and Digamma
functions Γ and ψ, respectively, do not have a closed form. But, there exist
sufficiently accurate approximations (see, e.g ., [Ber76]), which however make
the calculation slightly more complex than in the case of the Gaussian model.

C. Across Frequency Combination

Finally, we calculate the auditory saliency SA(t) as the mean over all frequencies

SA(t) =
1

|Ω|
∑
ω∈Ω

SA(t, ω) .
�� ��3.67

We do not use an alternatively possible joint (e.g ., Dirichlet) model for the
surprise calculation due to its computational complexity. Such a joint model
would require the calculation of a general covariance matrix with every update.
Given the typically large number of analyzed frequencies (i.e., > 10000), the
associated computational complexity makes real-time processing impractical if
not impossible.

3.3.2. Evaluation

In contrast to, for example, recording eye fixations as a measure of visual saliency
(see Sec. 2.1.1), we can not simply observe and record humans to provide a
measure of auditory saliency. Consequently, we follow a pragmatic, application-
oriented evaluation approach that enables us to use existing acoustic event
detection and classification datasets.

A. Evaluation Measure

Salient acoustic event detection has to suppress “uninteresting” audio data while
highlighting potentially relevant and thus salient acoustic events. However, in
contrast to classical acoustic event detection and classification, this consideration
leads to a different evaluation methodology in which: First, a high recall is
necessary, because we have to detect all prominent events so that they can be
analyzed by later processing stages. Second, a high precision is of secondary
interest, because we can tolerate false positives as long as we still filter the
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signal in such a way that we achieve a net benefit when taking into account
subsequent processing stages. We can realize this evaluation idea by using the
well-established Fβ score

Fβ = (1 + β2) · precision · recall

(β2 · precision) + recall

�� ��3.68

Fβ =
(1 + β2) · true pos.

(1 + β2) · true pos.+ β2 · false neg.+ false pos.

�� ��3.69

as evaluation measure, where β “measures the effectiveness of retrieval with
respect to a user who attaches β times as much importance to recall as precision”
[vR79]. It is noteworthy that Fβ is also the most commonly used evalua-
tion measure for salient object detection in image processing applications (see
Sec. 4.2.3.B).

B. Evaluation Data

We use the CLEAR2007 acoustic event detection dataset for evaluation [CLE]
(cf . [TMZ+07]). The dataset contains recordings of meetings in a smart room and
its collection was supported by the European integrated project Computers in the
Human Interaction Loop (CHIL) and the US National Institute of Standards and
Technology (NIST). For each recording a human analyst marked and classified
all occurring acoustic events that were remarkable enough to “pop-out” from
the acoustic scene’s background noise. In total, 14 different classes of acoustic
events were classified and flagged, including sudden “laughter”, “door knocks”,
“phone ringing” and “key jingling”. Here, it is interesting to note that not all
events could be identified by the human analyst, in which case they were labeled
with “unknown”.

C. Evaluation Parameters

For the time-frequency analysis, we set the window size to contain 1 second of
audio data, which has a resolution of 22 kHz, and use 50 % overlap. We also
experimented with applying various window functions (e.g ., Blackman, Gauss),
but the resulting performance difference is mostly negligible, if the window
functions’ parameters are well defined. We evaluated the performance for the
modified discrete cosine transform (MDCT), short-time cosine transform (STCT),
and short-time Fourier transform (STFT) to determine whether or not the
Gamma distribution is beneficial for all of these transformations. We do this,
because one aim is to produce as little run-time overhead as possible, which
requires us to ideally rely on the transformation that is used for the subsequent
processing steps such as, e.g ., sound source localization, event recognition, and/or
speech recognition. We optimized the history size and forgetting parameter for
the Gaussian and Gamma model, respectively, and report the results for the
best choice

90



3.3. AUDITORY ATTENTION

Algorithm F1 F2 F4

STFT + Gamma 0.7668 0.8924 0.9665
STCT + Gamma 0.7658 0.8916 0.9655
MDCT + Gamma 0.7644 0.8894 0.9647
STFT + Gaussian 0.7604 0.8832 0.9531
STCT + Gaussian 0.7612 0.8813 0.9529
MDCT + Gaussian 0.7613 0.8805 0.9538

Table 3.7.: Performance of the evaluated auditory surprise algorithms on CLEAR
2007 acoustic event detection data. The F2 and F4 scores are our
main evaluation measure, because for our application a high recall is
much more important than a high precision (we provide the F1 score
mainly to serve as a reference). We can see that surprise is able to
reliably detect arbitrary, interesting acoustic events.

D. Results

As can be seen in Tab. 3.7, quantified using the F1, F2, and F4 score, auditory
surprise is able to efficiently detect arbitrary salient acoustic events. Although in
general an F1 score of roughly 0.77 is far from perfect for precise event detection,
we can see from the substantially higher F2 and F4 scores that we can efficiently
detect most (salient) acoustic events, if we tolerate a certain amount of false
positives. This nicely fulfills the target requirements for our application domain
and comes at a low computational complexity, since Gaussian surprise allows us
to process one minute of audio data in roughly 1.5 seconds. This makes it possible
to process the incoming audio data stream in real-time, detect salient events
online, and signal occurring salient events to subsequent stages with a minimum
delay. Furthermore, since we calculate the surprise value for all frequencies that
we subsequently combine, we can also determine which frequencies trigger the
detection. An information that can be passed to subsequent stages to focus
the processing on these frequencies. We can see in Tab. 3.7 that the Gamma
distribution leads to a better performance compared to the Gauss distribution,
independently of the preceding time-frequency transformation. This, however,
comes at the cost of greater computational complexity.
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3.4 Saliency-based Audio-Visual Exploration

In the previous sections, we have investigated saliency models to determine
what attracts the auditory or visual attention (Sec. 3.2 and 3.3, respectively).
However, to realize an attention system that sequentially focuses on salient regions
in the scene – similar to human saccades –, we need to define a crossmodal
representation, extract auditory and visually salient regions, sequentially shift
the focus of attention, and keep track of attended objects to implement inhibition
of return (cf . Sec. 2.1.1 and 2.1.3).
Attention forms a selective gating mechanisms that decides what will be

processed by later stages. This process is often describes as a “spotlight” that
enhances the processing in the attended [TG80, Pos80], i.e. “illuminated”, region.
In a similar metaphor, attention can act like a “zoom lense” [ESJ86, SW87],
because the size of the attended region can be adjusted depending on the task.
However, most models do not consider the shape and extent of the attended
object, which is essential to determine the area that has to be attended. And,
experimental evidence suggests that attention can be tied to objects, object parts,
and/or groups of objects [Dun84, EDR94, RLS98]. But, how can we attend to
objects before we recognize them [WK06]?
One model that addresses this question has been introduced by Rensink

[Ren00a, Ren00b]. Rensink describes “proto-objects” as volatile units of visual
information that can be bound into a coherent and stable object when accessed by
focused attention [WK06]. A related concept that we have already addressed ear-
lier (see Sec. 2.1.1) are Kahneman and Treisman’s “object files” [KT00, KTG92].
The main difference between proto-objects and object files is the role of location
in space. In Kahneman and Treisman’s object file model, the spatial location is
just another property of an object, i.e. it is just another entry in the object’s file,
see Fig. 2.1. In contrast, in Rensink’s proto-object model and coherence theory
(see [SY06]), the spatial location serves an index that binds together various
low-level features into proto-objects across space and time [Ren00a, WK06].

3.4.1. Gaussian Proto-Object Model

We rely on a probabilistic model to represent salient auditory, visual, and audio-
visual proto-objects. In our model, every proto-object o ∈ O is represented by a
parametric Gaussian weight function

fG
o (x) =

so√
(2π)3 det(Σo)

exp

(
−1

2
(x− µo)TΣ−1

o (x− µo)
) �� ��3.70

with x ∈ R3. Here, the 3D mode µo ∈ R3 represents the likely spatial center of
the proto-object, the variance Σo reflects the spatial extent that means – more
generally – the spatial area that likely contains the actual object, and so is the
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proto-object’s saliency. In accordance to our Gaussian model, we can represent
every proto-object o as a 3-tuple ho

ho = (so, µo,Σo) ∈ H .
�� ��3.71

3.4.2. Auditory Proto-Objects

In Sec. 3.3, we have discussed how we determine how salient a sound signal is
at time t. However, in order to form a proto-object, we have to determine the
coarse spatial area that likely contains the salient signal’s sound source.

A. Localization

We rely on the well-known steered response power (SRP) with phase trans-
form (PHAT) sound source localization [MMS+09, DSB01]. The SRP-PHAT
algorithm uses the inter-microphone time difference of arrival (TDOA) of sound
signals, which is caused by the different distances the sound has to travel to
reach each microphone, to estimate the location of the sound source. To this end,
the following inter-microphone signal correlation function is used to determine
TDOAs τ of prominent signals at time t

Rij(t, τ) =

∫ ∞
−∞

ψPHAT
ij (t, ω)F ′i (t, ω)F ′j(t, ω)∗ejωτdω ,

�� ��3.72

where F ′i and F ′j are the STFT transformed signals of the audio signal at
microphone i and j, respectively. The PHAT specific weighting function

ψPHAT
ij (t, ω) = |F ′i (t, ω)F ′j(t, ω)∗|−1

�� ��3.73

can be regarded as a whitening filter and is supposed to decrease the influence
of noise and reverberations. Subsequently, we can use the estimated TDOAs to
calculate the corresponding spatial positions in the environment.

B. Parametrization

Since the sound source localization is a process that exhibits a considerable
amount of noise, we perform spatio-temporal clustering to remove outliers and
improve the accuracy of the localization. Accordingly, we can use the mean
of each cluster as the proto-object’s location estimate µo and calculate the
corresponding co-variance matrix Σo. Consequently, each detected acoustically
salient proto-object o is described by its saliency so, the estimated location µo,
and the co-variance matrix Σo that encodes the spatial uncertainty.
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(a) Exemplary scene image
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(b) The attentional shifts for the 10 most-
salient proto-objects based on inhibition
of return

(c) Saliency accumulator map (d) Saliency map with fitted Gaussians proto-
object regions

Figure 3.16.: An exemplary scene image (a), the saliency map with fitted Gaus-
sian proto-object regions (d), the resulting accumulator (c), and
the first 10 salient proto-object regions that are selected by the
location-based inhibition of return (b). The estimated Gaussian
weight descriptors are depicted as overlay on the saliency map
(illustrated as circles with center µo and radii r ∈ {σo, 2σo, 3σo} in
{red, green, yellow}, respectively). Please note that the value range
of the saliency map and the accumulator is attenuated for purpose
of illustration. This illustration is best viewed in color.

3.4.3. Visual Proto-Objects

In Sec. 3.2, we have described how we calculate the visual saliency of an image.
However, to represent this information in our proto-object model, we have to
determine 2D proto-object regions in the saliency map. Then, we can use depth
information that can be provided by, for example, stereo vision to form a 3D
proto-object representation.

A. Proto-Object Regions

We analyze the saliency map’s isophote curvature (see [LHR05]) to estimate
the proto-object regions, see Fig. 3.16. Here, isophotes are closed curves of
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constant saliency within the saliency map. Assuming a roughly (semi-)circular
structure of salient peaks, we can then determine the center of each salient peak
as well as its corresponding pixels that we define as the pixels whose gradients
point toward the peak center. This way, we are able to efficiently extract salient
regions, even in the presence of highly varying spatial extent and value range,
partially overlapping peaks and noise. To this end, we analyze the local isophote
curvature κ of the visual saliency map SV

κ = −Scc

Sg

= −
S2

ySxx − 2SxSySxy + S2
xSyy

(S2
x + S2

y)3/2
,

�� ��3.74

where Scc is the second derivative in the direction perpendicular to the gradient
and Sg is the derivative in gradient direction3. Accordingly, Sx, Sy and Sxx,
Sxy, Syy are the first and second derivatives in x and y direction, respectively.
Exploiting that the local curvature is reciprocal to the (hypothetical) radius r of
the circle that generated the saliency isoline of each pixel, i.e.

r(x, y) =
1

κ(x, y)
,

�� ��3.75

we can estimate the location of each peak’s center. Therefore, we calculate the
displacement vectors (Dx, Dy) with

Dx =
Sx

(
S2

x + S2
y

)
Scc

and Dy =
Sy

(
S2

x + S2
y

)
Scc

�� ��3.76

and the resulting hypothetical peak centers (Cx, Cy) with

Cx = Px −Dx and Cy = Py −Dy ,
�� ��3.77

where the matrices Px and Py represent the pixel abscissae and ordinates, i.e.
the pixel (x, y) coordinates, respectively.
Thus, we can calculate a saliency accumulator map AS in which each pixel

votes for its corresponding center. The most salient regions, i.e. corresponding to
the extents of the proto-objects in the image (see, e.g ., [HZ07]), in the saliency
map can then be determined by selecting the pixels of the accumulator cells
with the highest voting score, see Fig. 3.16(c). By choosing different weighting
schemes for the voting, we are able to implement divers methods for assessing
the saliency of each region. In the following, we use the saliency as weight and
normalize each accumulator cell AS(m,n) by division by the number of pixels
that voted for the pixel, i.e.

AS(m,n) =

∑
x

∑
y 1m(Cx(x, y))1n(Cy(x, y))SV (x, y)∑
x

∑
y 1m(Cx(x, y))1n(Cy(x, y))

,
�� ��3.78

3Please note that all operations in Eq. 3.74 and 3.76 operate element-wise. We chose this
simplified notation for its compactness and readability.
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where 1x(y) is the indicator function with 1x(y) = 1 iff x = y and 1x(y) = 0
otherwise. However, due to noise and quantization effects, we additionally select
pixels that voted for accumulator cells within a certain radius r, i.e.

A′S(m,n) =

∑
x

∑
y 1rm,n(Cx(x, y), Cy(x, y))SV (x, y)∑
x

∑
y 1rm,n(Cx(x, y), Cy(x, y))

with
�� ��3.79

1rm,n(x, y) =

{
1 if

√
(m− x)2 + (m− y)2 ≤ r

0 otherwise .

�� ��3.80

Unfortunately, the initially selected pixels of our proto-object regions are con-
taminated with outliers caused by noise. Thus, we perform convex peeling
(cf . [HA04]), a type 1, unsupervised clustering-based outlier detector to remove
scattered outliers and eliminate regions whose percentage of detected outliers is
too high.

To extract all salient proto-object regions that attract the focus of attention, we
apply a location-based inhibition of return mechanism on the saliency map (see,
e.g ., [RLB+08, IKN98]; [SRF10, SF10a]). To this end, we use the accumulator
to select the most salient proto-object region and inhibit all pixels within the
estimated outline by setting their saliency to zero. This process is repeated until
no further prominent salient peaks are present in the map.

B. Parametrization

For each extracted 2D salient proto-object region o ∈ O2D(SV(t)) within the
visual saliency map SV at time t, we derive a parametric description by fitting
a Gaussian weight function fo. We assume that the Gaussian weight function
encodes two distinct aspects of information: the saliency so as well as the
(uncertain) spatial location and extent of the object µo and Σo, respectively.
Consequently, we decompose the Gaussian weight function:

fG
o (x) =

so√
(2π)D det(Σo)

exp

(
−1

2
(x− µo)TΣ−1

o (x− µo)
) �� ��3.81

with D = 2. Exploiting a stereo setup or other RGB-D sensors, we can estimate
the depth and project the 2D model into 3D. This way, we obtain a 3D model
for each visually salient proto-object region that follows the representation of
the detected auditory salient events, see Sec. 3.4.2.B. However, we have to make
assumptions about the shape, because the spatial extent of the object in direction
of the optical axis can not be observed. Thus, we simplify the model and assume
a spherical model in 3D and, accordingly, a circular outline in 2D, i.e. Σo = IDσo
with the unit matrix ID.
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3.4.4. Audio-Visual Fusion and Inhibition

A. Saliency Fusion

After the detection and parametrization of salient auditory and visual signals, we
have a set of auditory HA and visual HV proto-objects represented in a Gaussian
notation at each point in time t

{h1, . . . , hN} = Ht = Ht
A ∪Ht

V ,
�� ��3.82

where each proto-object oi ∈ O is represented by a 3-tuple hi consisting of its
saliency soi , spatial mean µoi , and spatial variance Σoi , see Eq. 3.71. To reduce
the influence of noise as well as to enable multimodal saliency fusion, we perform
a cross-modal spatio-temporal mean shift clustering [CM02] of the auditory and
visual Gaussian representatives. Accordingly, we obtain a set of audio-visual
clusters Ct ∈ P(Ht), each of which can be interpreted as a (saliency-weighted)
Gaussian mixture model. Therefore, we interpret each cluster c ∈ Ct as a
saliency-weighted Gaussian mixture model, that consists of auditory and/or
visual proto-objects. This allows us to split each cluster c again into an auditory
(cA = c∩Ht

A) and/or visual (cV = c∩Ht
V ) sub-cluster and estimate the saliency

for each modality separately. Subsequently, we consider a linear combination to
integrate the audio-visual saliency

so =
1

2

( ∑
ok∈cA

wAokf
G
ok

(µo) +
∑
ol∈cV

wVolf
G
ol

(µo)
)

,
�� ��3.83

using the modality specific weights wAoj and w
V
oj

(analogous to Eq. 3.84). Con-
sequently, we use the spatial mean of every proto-object within the cluster to
estimate the position

µo = E[c] =
∑
oj∈c

µojwoj with woj =
soj∑
oi∈c soi

.
�� ��3.84

Finally, we determine the spatial variance of the cluster Σo by iteratively fusing
the variance of the proto-objects

Vj = Vj−1 − Vj−1

(
Vj−1 + Σoj

)−1
Vj−1, ∀j=2,...,H

�� ��3.85

with V1 = Σo1 , Σo = VH , and H = |c|. Accordingly, we are able to build a new
audio-visual proto-object ho = (so, µo,Σo) with integrated saliency so, spatial
mean µo as well as spatial variance Σo.
We use a linear combination for crossmodal integration, because it has been

shown to be a good model for human overt attention and is optimal according
to information theoretic criteria [OLK07], see Sec. 2.1.3. However, other combi-
nation schemes (see, e.g ., [OLK07]) can be realized easily given the model and
algorithmic framework.
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B. Object-based Inhibition of Return

An important additional feature of our spatio-temporal fusion in combination
with the employed object-based world model, see [KBS+10], is the object-centric
representation of salient regions. This allows us to use the euclidean distance
metric to relate the current proto-objects with previous proto-object detections
at previous time steps as well as already analyzed objects that are stored in
a world model. This way, we can decide whether to create and attend a new
proto-object or update the information of an already existing entity.
To iteratively attend and analyze the objects present in the scene, we use

the detected salient proto-objects to realize an object-based inhibition of return
mechanism. Therefore, at each decision cycle, the most salient proto-object
cluster that is not related with an already attended and analyzed proto-object
gains the overt focus of attention.

C. Knowledge-driven Proto-object Analysis

After the sensors have been aligned with respect to the proto-object in the
current overt focus of attention, the foveal cameras (see Fig. 3.17) are used to
inspect the object. Therefore, we extend the multimodal knowledge-driven scene
analysis and object-based world modeling system as presented by Machmer et
al . [MSKK10] and Kühn et al . [KBS+10], to comply with our iterative, saliency-
driven focus of attention and exploration mechanism. Most importantly, we
replaced the detection and instantiation phase by regarding proto-objects as
primitive candidates for world model entities. The attended proto-object region
is instantiated as entity and subsequently hierarchically specialized and refined
in a knowledge-driven model (see [MSKK10, KBS+10]). The analysis of each
proto-object is finished, if no further refinement is possible, which marks the
end of the decision cycle and initiates the next shift of attention. Within this
framework, every entity is tracked which is an important feature of object-based
inhibition of return.

3.4.5. Evaluation

A. Hardware and Software Setup

The sensor setup that was used for the evaluation of the presented system is
shown in Fig. 3.17. The wide angle and foveal cameras have a focal length of
6 mm and 3.5 mm, respectively. The stereo baseline separation between each
camera pair is 90 mm. The camera sensors provide a resolution of 640×480 px at
a frame rate of 30 Hz. In the evaluation only the front and side omnidirectional
microphones are used (see Fig. 3.17). The distance between the side microphones
is approximately 190 mm and the vertical distance between the front microphones
is approximately 55 mm. The pan-tilt unit provides an angular resolution of
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(a) The ARMAR-III robot
head

(b) PTU stereo setup

Figure 3.17.: The ARMAR-III humanoid robot head (a) and our pan-tilt-unit
(PTU) stereo setup (b) provide 7 and 2 degrees of freedom, respec-
tively. Both setups perceive their environment with 6 omnidirec-
tional microphones (1 left, 1 right, 2 front, 2 rear) and 2 stereo
camera pairs (coarse and fine view, respectively).

0.013° and is mounted on a tripod in such a way that the cameras are roughly
on eye height of an averagely tall human to reflect a humanoid view of the scene.

The audio data is processed at a sampling rate of 48 kHz. A Blackman window
with a size of 512 samples and 50 % overlap is used to calculate the STFT for
the Gaussian auditory surprise, which uses a history size of N = 128. In the
following, the STFT F ′ of the sound source localization uses a lower temporal-
resolution than the STFT F of the salient event detection. This is due to the
fact that we require real-time performance and, on the one hand, want to detect
short-timed salient events while, on the other hand, require sufficiently large
temporal windows for robust correlations. Therefore, the window length of
the localization is a multiple of the salient event detections’ window length.

Figure 3.18.: Exemplary image of an object in the coarse and fine view,
respectively.
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Figure 3.19.: Mean sound source localization error (in °) depending on the pan-
tilt-orientation of the sensor setup.

Accordingly, we aggregate the auditory saliency of all detection windows that
are located within the localization window. We use the maximum as aggregation
function, because we want to react on short-timed salient events, instead of
suppressing them.

B. Evaluation Procedure and Measure

First of all, to demonstrate that overt attention is beneficial and justifies the
required resources, we assess the impact of active sensor alignment on the
perception quality (Sec. 3.4.5.C). While the improvement of the image data
quality of objects in the focused foveal view compared to the coarse view is
easily understandable (see Fig. 3.18), the impact on the acoustic perception
depends on several factors, most importantly the sensor setup. Consequently,
as reference we evaluate the acoustic localization error with respect to the pan-
tilt orientation of our sensor setup relative to sound sources, e.g . household
devices and speaking persons. For this purpose, the sound sources were placed at
fixed locations and the localization was performed with pan-tilt orientations of
{−80°, . . . , 80°} × {−30°, . . . , 0°} in 10° steps (see Fig. 3.19). We only consider
the angular error, because in our experience the camera-object distance error is
too dependent on the algorithm parameters, implementation, and sampling rate.

We perform a couple of experiments to evaluate the behavior of the proposed
system, because a quantitative, comparative method to evaluate the performance
of an overt attention system does not exist (see [SS07, BKMG10]). In order
to obtain a reliable impression of the performance of our system, we repeated
every experiment multiple times with varying environmental conditions such
as, e.g ., lighting, number of objects, distracting clutter, and timing of events.
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Figure 3.20.: A short temporal section of the attended x-y position (a) in the
cyclic focus of attention shift experiment (see [RLB+08]). The
positions correspond to the calibration marker locations (b) that
lie on the same x-z plane.

Inspired by the evaluation procedures by Ruesch et al . [RLB+08] and Begum
et al . [BKMG10], we investigate and discuss the performance of saliency-driven
visual and multimodal scene exploration.

C. Results and Discussion

Audio-visual perception As can be seen in the error curve depicted in
Fig. 3.19, the angular localization error is minimal if the head faces the target
object directly. This can be explained by the hardware setup in which the
microphones are nearly arranged on a meridional plane. Interestingly, the
curve shows a non-monotonic error progression, which is mainly caused by the
hardware that interferes with the acoustic characteristic and perception, e.g . the
cameras heavily influence the frontal microphones (see Fig. 3.17). Additionally,
in Fig. 3.18 we show an example of the coarse and fine, i.e. foveal, view of a
focused object to illustrate the improved visual perception, i.e. increased level
of detail.

Visual exploration I – FoA shift In style of the experimental evaluation
by Ruesch et al . [RLB+08, Sec. V–B], we mounted three salient calibration
markers on the walls of an office environment and removed other distracting
stimuli (see Fig. 3.20). In this experiment, we benefit from an object-specific
lifetime that can be assigned to analyzed objects in our world model. Each
object-specific lifetime is continuously evaluated and updated by, e.g ., taking the
visibility into account. Thus, if an object has expired and is perceived as salient,
it can regain the focus of attention. Driven by the implemented inhibition of
return mechanism, the three salient marks are explored by shifting the overt

101



CHAPTER 3. ATTENTION FOR SCENE EXPLORATION

01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

16

 

 
visual saliency

multimodal saliency

visual saliency (moving object)

Figure 3.21.: An example of multimodal scene exploration: The focus of attention
is shifted according to the numbers in the stitched image of the
scene (only the first 15 shifts are shown). The yellow squares mark
objects that attracted the focus solely due to their visual saliency
whereas the blue squares (at 08 and 11) mark audio-visually caused
shifts of attention. Furthermore, the green dotted lines (at 07)
roughly indicate the trajectory of the moved object.

attention from one mark to the next most salient mark that is not inhibited. As
expected, the achieved behavior corresponds to the cyclic behavior as described
by Ruesch et al . [RLB+08]. Each attended mark is focused by controlling the
pan-tilt-servos. The resulting trajectory is illustrated in Fig. 3.20.

Visual exploration II – Object-based IoR Once an object has been ana-
lyzed, it is tracked and inhibited – as long as the object has not been marked for
re-focusing by higher-level processes – from gaining the overt focus of attention.
To test the object-based inhibition of return mechanism, we perform experiments
with moving objects in the scene. For this purpose, we place movable objects in
the scene, start the exploration, and move objects after they have been analyzed.
As expected, smoothly moving objects do not attract the focus, although they
are moved to locations that have not been salient before. Naturally, this behavior
even remains when motion is integrated as an additional saliency cue. Interest-
ingly, objects that abruptly change their expected motion pattern attract the
focus of attention again, because the tracking of the entity in the object-based
world modeling system fails due to the unexpected movement (see Sec. 3.4.4.C).
Although this could be seen as a technical deficit, this behavior is desired for an
attention-based system and can be biologically motivated (cf . [HKM+09]).

Multimodal exploration I – FoA shift Following the experimental proce-
dure of Ruesch et al . [RLB+08, Sec. V–C], we examine the behavior in scenes
with acoustic stimuli. Therefore, we extend the scenario of the previous experi-
ment (Sec. 3.4.5.C) and add a single visible sound source, e.g . a blender or a
talking person. Our system explores the environment based on visual saliency
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until the acoustic stimulus begins and the sound source directly gains the focus
of attention.

Multimodal exploration II – Scene Finally, we unite the previously isolated
experiments and assess the performance on more complex scenes with several
objects, object motion, and auditory stimuli (please see Fig. 3.21 for an exemplary
scene). The system is capable of handling these situations according to our
expectations. Most importantly, objects that are auditory and visually salient
tend to attract the saliency even if they are not the most salient point in each
modality. Furthermore, salient sound sources outside the visual field of view
compete with visually salient stimuli and both are able to attract the overt focus
of attention due to the normalized value ranges (see Sec. 3.4.4.A).
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3.5 Multiobjective Exploration Path

Iteratively attending the most salient region that has not been attended yet is
the classical approach to saliency-based overt and covert attention, see Sec. 3.4.
However, in many situations, it is advisable to integrate further target criteria
when planning where to look next. For example, it might be interesting to
maximize the coverage of previously unseen areas with each attentional shift
[MFL+07], integrate top-down target information for visual search ([OMS08];
cf . Ch. 4), or implement a task-dependent spatial bias to specific regions of
the environment ([DBZ07]; cf . Ch. 4). In our opinion, it is also beneficial to
minimize ego-motion. This has several benefits such as, among others: First,
it can reduce the time to focus the next and/or all selected objects. Second,
it can save the energy that is required to move joints. Third, it can reduce
wear-and-tear of mechanical parts due to an overall reduction of servo movement.
It also has another beneficial side-effect, because it often leads to less erratic
and – according to our subjective impression – more human-like head motion
patterns compared to saliency-only exploration strategies.
Given the detected salient proto-objects, we can mathematically address the

problem of where to look next as an optimization problem, i.e. to determine the
order of proto-objects that minimizes a given target function. By adapting the
target function toward different criteria, we easily can implement a diverse set
of exploration strategies. In the following, we present our balanced exploration
approach that realizes a tradeoff between rapid saliency maximization and ego-
motion minimization. However, we hope that you will agree with us that given
our problem formulation it is easily possible to integrate further target criteria.

3.5.1. Exploration Path

We define an exploration path EP ∈ S(O), i.e. the order in which to attend the
proto-objects, as a permutation of the proto-objects {o1, o2, . . . , oN} = O that
are scheduled to be attended. Here, S(O) is the permutation group of O with
|O| = N !. For example, the exploration path EPexample = (o1, o3, o2, o4) would
first attend object o1, then o3 followed by o2, and finally o4. In the following, we
denote soi as the saliency of object oi and qoi represents the robot’s joint angle
configuration needed to focus object oi. Accordingly, the target function that
determines the optimal exploration path has the form ftarget : S(O)→ R and in
the following we define ftarget and try to solve for

EPopt = arg min
EP∈S(O)

ftarget(EP) .
�� ��3.86

3.5.2. Exploration Strategies

Saliency-based exploration path Analog to saliency-only bottom-up explo-
ration as presented in Sec. 3.4, we can sort all perceived proto-objects by their
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saliency soi in descending order and attend the proto-objects in the resulting
order EPsaliency, i.e.

EPsaliency = (oi1 , oi2 , . . . , oiN ) with soi1 ≥, . . . ,≥ soiN .
�� ��3.87

Distance-based exploration path Alternatively, we can ignore the saliency
and try to minimize the accumulated joint angle distances that are necessary to
attend all selected proto-objects

EPdistance = arg min
EP∈S(O)

{ N∑
k=1

∥∥∥qoik − qoik−1

∥∥∥} , �� ��3.88

where qoik represents the joint angles needed to focus the kth object and qoik−1
is

the joint angle configuration for the preceding object. Here, qoi0 is defined as being
the initial joint angle configuration at which we start the exploration. We use the
norm of the joint angle differences dm,n = ‖qm− qn‖ as a measure for the amount
of necessary ego-motion between two joint configurations. Unfortunately, to
determine the minimal accumulated distance to attend all proto-objects is an NP-
complete problem, because it equates to the traveling salesman problem [CLR90,
Weg05]4. Consequently, we limit the computation to K local neighbors of the
currently focused object that were not already attended. In our implementation,
we use K = 10, which seems to provide good results at acceptable computational
costs. This strategy leads to paths that minimize the required amount of
ego-motion, but it does not take the saliency into account.

Balanced exploration path Considering the exploration path planning as a
multiobjective optimization problem [Ehr05], we can combine the saliency-based
and distance-based approach. To this end, we define a single aggregate objective
function

EPbalance = arg min
EP∈S(O)

{ N∑
k=1

fd(‖qoik − qoik−1
‖) · fs(soik )

}
,

�� ��3.89

where soik is the saliency value of the proto-object oik , fd is a distance transfor-
mation function, and fs is a saliency transformation function. We define fd as
identity function and fs(s;α) = s−α, i.e.

EPbalance(α) = arg min
EP∈S(O)

{ N∑
k=1

‖qoik − qoik−1
‖ · s−αoik

}
.

�� ��3.90

This aggregate optimization function implements the tradeoff between attending
far away proto-objects with a high saliency and nearby proto-objects with a

4Please note that the traveling salesman problem (TSP)’s additional requirement to return
to the starting city does not change the computational complexity.
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(a) Room 1, PTU (b) Room 2, ARMAR-III

Figure 3.22.: Sample image stitches of the recordings with the stereo camera
pan-tilt-unit (PTU) head (a) and with the ARMAR-III head (b).

Number of Recordings
scene PTU/sensors ARMAR-III total
breakfast 15 15 30
office 10 10 20
neutral 5 5 10
total 30 30 60

Table 3.8.: Composition of the exploration path evaluation data.

lower saliency, where the choice of α weights the target objective’s priorities.
This optimization problem equates to an asymmetric TSP. It is asymmetric,
because the aggregate function’s distance term depends on the object’s saliency,
see Eq. 3.90, which leads to a different distance between two joint configurations
depending on the end configuration. Accordingly, we search for an approximate
solution and limit the search for the next best object to K local neighbors of
the currently attended object.

3.5.3. Evaluation

Although it seems impossible to quantitatively evaluate the system behavior,
see Sec. 3.4.5.B, we try to approach a quantitative evaluation of the exploration
strategies in two steps: First, we record the whole environment in a scan sweep
and calculate the locations of all salient proto-objects. This is similar to a person
that takes a quick, initial glance around the room to get a first impression of
an environment. Second, given a starting configuration, we can use the pre-
calculated salient proto-object locations to plan the robot’s eye movement. This
way, the first step enables us to analyze different methods to determine the salient
regions and the second step makes it possible to analyze specific properties of
the generated active behavior.

A. Data

We recorded a dataset that consists of 60 videos (30 seconds each) to evaluate our
exploration strategies. The videos were recorded using two hardware platforms
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in different environments, see Tab. 3.8 and Fig. 3.17. We re-enacted sequences in
three scenarios: office scenes, breakfast scenes, and neutral scenes. Here, neutral
scenes were recorded in the same environment, but with a reduced amount of
salient objects.

B. Evaluation Measures

Since a comparable evaluation has not been performed before, we had to develop
novel evaluation measures that allow us to quantitatively compare the presented
exploration strategies. We propose two evaluation measures that model different,
competing goals.
We use the cumulated joint angle distance (CJAD) as measure of robot ego-

motion

CJAD(EP) =
1

N

N∑
j=1

∥∥qEPj − qEPj-1

∥∥ , �� ��3.91

where EPj is the index of the jth attended object of exploration path EP, and
qoi represents the joint angle configuration that focuses object oi, see Sec. 3.5.2.
Since we want to reduce the amount of necessary head motion, we want to
minimize the CJAD.
To investigate the influence of saliency on the exploration order, we use the

cumulated saliency (CS) of already attended objects

CS(i; EP) =
i∑

j=1

sEPj , i ∈ {1, 2, . . . , N} .
�� ��3.92

We want to observe a steep growing curve, because this would mean that objects
with higher saliency are attended first. Since the number of attended salient
objects may vary depending on the saliency distribution in the scene, we denote
the percentage of already attended objects as p, which makes it possible to
integrate over the curves of different scenes. This way, we can calculate the area
under the CS curve – we refer to it as integrated cumulated saliency (ICS) – as
a compact evaluation measure, i.e.

ICS(EP) =

∫
CS(p; EP) dp .

�� ��3.93

Furthermore, we introduce NCJAD and NCS as normalized versions of CJAD
and CS, respectively:

NCJAD(EP) = CJAD(EP)−CJAD(EPdistance)
CJAD(EPsaliency)−CJAD(EPdistance)

�� ��3.94

NCS(EP) =
ICS(EPsaliency)−ICS(EP)

ICS(EPsaliency)−ICS(EPdistance)
.

�� ��3.95
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Figure 3.23.: An example to illustrate the different focus of attention selection
strategies. The attention shifts for each path are illustrated in the
stitched image (only the nine most salient locations are shown and
yellow squares mark the positions of the objects). This illustration
is best viewed in color.

The advantage of NCJAD and NCS is that they consider the spatial distribution
of objects in the scene as well as their saliency distribution. This normalization
terms

CJAD(EPsaliency) − CJAD(EPdistance) and
�� ��3.96

ICS(EPsaliency) − ICS(EPdistance)
�� ��3.97

are the result of two considerations: First, the saliency-based exploration neces-
sarily leads to the fastest growth of CS and thus highest ICS, but it is likely to
have a high CJAD. Second, the distance-based strategy leads to the smallest
CJAD, but is likely to exhibit a slow growth of CS.
To serve as a lower boundary for CS, we calculate EPsaliency* which is the

opposite strategy to EPsaliency that selects the least salient unattended object at
each shift. Analogously, we calculate EPdistance* which greedily selects the object
with the highest distance at each step and is an approximate (greedy) strategy
opposite to EPdistance.

C. Results & Discussion

Exploration path I – Saliency-based First, we examine the saliency-based
exploration approach (see Fig. 3.23, red; see Sec. 3.5.2) that is most widely
found in related work and formed the basis for our qualitative experiments in
Sec. 3.4. This strategy leads to a high amount of head movement (high CJAD),
in fact the highest of all strategies, but it also leads to the highest growth of the
cumulated saliency (high ICS; see Fig. 3.24). This leads to a slower exploration
of all objects in the scene, but a fast analysis of the most salient objects.
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Figure 3.24.: The average cumulated saliency (a), the average cumulated joint
angle distances (b), and the average area under the cumulated
saliency curve (c) over all recordings in the database.

Exploration path II – Distance-based Second, we investigate the explo-
ration strategy that minimizes the angular distances (see Fig. 3.23, green; see
Sec. 3.5.2). Compared to the other strategies, the resulting exploration pathes
do not take into account saliency of proto-objects, which leads to the slowest
cumulated saliency growth (low ICS; see Fig. 3.24). But, as can be seen in
Fig. 3.24, the necessary angular distances and thus the time required for the full
scene exploration is minimized (low CJAD). We would like to note that the com-
putational limitation of using only K local neighbors for the TSP optimization
(see Sec. 3.5.2) leads to a 25 % longer distance in general [JM97].

Exploration path III – Balanced Finally, we consider the balanced strategy
that implements a tradeoff between a small cumulated joint angle distance and
steep growth of cumulated saliency (see Fig. 3.23, blue; see Sec. 3.5.2). We
can adjust the priority of these two competing goals by changing the operating
parameter α. Interestingly, even a relatively high α can already significantly
reduce the CJAD while providing a high ICS, see Fig. 3.24.
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When α is set to 2.2, we achieve an average CJAD of 0.2972. For comparison
the distance-based and saliency-based strategy achieve a CJAD of 0.2157 (72.6 %)
and 0.7576 (254.9 %), respectively. At the same time, we achieve an average ICS
of 156.5. Here, the distance-based and saliency-based strategy achieve an average
ICS of 130.0 (83.1 %) and 161.8 (103.4 %), respectively. Thus, we provide an
exploration strategy that effectively balances between favoring highly salient
objects and efficient head movements.
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3.6 Summary and Future Directions

We presented how we integrate saliency-driven, iterative scene exploration into a
hierarchical, knowledge-driven audio-visual scene analysis approach. In principle,
this follows the idea by Treisman et al ., see Sec. 2.1.1, and – to our best knowledge
– has not been done to this extent by any other research group. To realize this
system, we had to overcome several obstacles in different areas that we will
recapitulate in the following.
When we started to work on audio-visual saliency-based exploration in 2010,

we faced the situation that many methods that have been developed around the
field of computational attention were not suited for use in real robotic systems.
This was caused by the fact that most methods – including the saliency models
themselves – were ill-suited for our use case, computationally too complex, or
simply not state-of-the-art. Furthermore, only one comparable audio-visual
robotic attention system existed [RLB+08], which relied on comparatively simple
models and methods.
Although computational auditory attention seems to attract an increasing

interest (e.g ., [NSK14, RMDB+13, SPG12]), still only few auditory saliency
models exist (most importantly, ours and [KPLL05, Kal09]). And, the models
that existed were computationally demanding and not suited for online processing.
But, online processing was a necessary requirement for being able to immediately
detect and react on interesting acoustic events (e.g ., a shattering glass or a
person starting to speak). Having this goal in mind, we developed auditory
surprise, which uses a Bayesian model to efficiently detect acoustic abnormalities.
For visual saliency detection, the situation was much better due to the mul-

titude of visual saliency models. But, many computational models were too
complex, requiring several seconds if not minutes to process a single video frame.
We built on the work by Hou et al . [HZ07, HHK12] and derived quaternion-
based models that are state-of-the-art in predicting human gaze patterns as
well as computationally lightweight. Being able to calculate a saliency map in
less than one millisecond, we developed the – to our best knowledge – fastest
implementation of a state-of-the-art saliency model. Having seen that the color
space can substantially influence the performance of spectral saliency models, we
investigated color space decorrelation as a means to provide a more appropriate
image-specific color space for low-level saliency models. This way, we were able
to improve the performance of several, different visual saliency algorithms.
Equipped with applicable auditory and visual saliency models, we had to

address how to represent the spatial saliency distribution in the 3D environment
surrounding the robot. This was an essential aspect, because it would form the
foundation for audio-visual saliency fusion and subsequent aspects such as, e.g .,
implementing inhibition of return. Given our previous experience [SRP+09], we
discarded the commonly found grid-like representations and tested a parametric
Gaussian 3D model that implements the idea of salient 3D proto-objects. This
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way, we can represent the spatial saliency distribution as a mixture of Gaussians,
independent of the modality. This, of course, makes clustering and subsequent
crossmodal fusion relatively easy to implement and computationally efficient.
However, it is necessary to being able to efficiently transfer the visual and auditory
saliency information into such a 3D proto-object model. While we simply adapted
sound source localization toward auditory proto-objects, we proposed a novel
method to efficiently detect and extract salient visual proto-objects based on
the isophote curvature of the saliency map.
Being able to efficiently handle audio-visual saliency information in the 3D

proto-object model, we could implement the actual scene exploration. This
way, we could devise a balanced approach that combines the best aspects of
two strategies that we encountered in the literature, i.e. try to minimize the
ego-motion and investigate the most salient regions first. Furthermore, using the
two strategies as baselines for good and bad behavior, we could derive evaluation
measures to quantify the quality and tradeoffs made by the balanced approach.

Future work There remain many interesting directions for future work. With
respect to audio-visual saliency detection, first, we see a lot of potential for
better bottom-up as well as top-down auditory saliency models. An interesting
development in this direction is the link between pupil dilation and auditory
attention [WBM12], which might allow a quantitative evaluation methodology of
bottom-up auditory saliency models that is not application oriented. In contrast,
visual saliency detection is a very mature field, but there seems to be room for
improvement when working with videos instead of images. Additionally, due to
the rise of low-cost depth cameras such as, e.g ., Kinect the integration of depth
information into visual saliency models is more important than ever before. It
would also be very interesting to integrate high-level attentional modulation to
incorporate task-based influences during, for example, visual search or human-
robot interaction. However, we would like to note that all these aspects can be
integrated seamlessly into our framework by adapting or replacing the auditory
and visual attention models. With respect to our multiobjective exploration
and the robot’s overt attention, we think that it would be very interesting to
investigate and evaluate how the generated head motion patterns can be made
as human-like as possible.
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4
Multimodal Attention with

Top-Down Guidance

In many situations, people want to guide our attention to specific objects or
aspects in our environment. In fact, we have already seen an example of such
attentional guidance as being part of advertisement design, see Fig. 4.1 or
Fig. 2.10. However, such attentional guidance is not just a factor in effective
advertisement. Instead, it is a natural process and part of everyday natural
communication that we are not just frequently subjected to but often exercise
ourselves – consciously as well as unconsciously. For example, when persons
interact, interpreting non-verbal attentional signals such as, most importantly,
pointing gestures [LB05] and gaze [BDT08] are essential to establish a joint
focus of attention – i.e., a common understanding of what we are talking and
thinking about. Human infants develop the ability to interpret related non-
verbal signals around the age of one year. This is a very important step in
infant development, because it enables infants to associate verbal descriptions
with the visual appearances of objects [Tom03, KH06]. This ability provides the
means to acquire a common verbal dictionary and enable verbal communication
with other humans, which is important to build strong social connections. As
a consequence, there exists evidence “that joint attention reflects mental and
behavioral processes in human learning and development” [MN07b].

In this chapter, we want to determine where other people want us to look at.
In other words, we want to answer the question: Which object forms the intended

Figure 4.1.: Knowing how top-down cues can guide attention is an important
aspect of advertisement design. Images from [Usa].
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focus of the current scene or situation? We address two different domains: First,
we investigate how we can model attentional guidance in human-robot interaction.
During human-human and consequently human-robot interaction, we frequently
use non-verbal (e.g ., pointing gestures, head nods, or eye gaze) and verbal (e.g .,
object descriptions) to guide the attention of our conversation partner toward
specific objects in the environment. Here, we focus on spoken object descriptions
and pointing gestures. Second, we want to determine the object of interest in
web images – in principle, in all forms of visual media that is created by human
photographers, camera men, directors, etc. In such images and videos, it is
not just the visible content such as, for example, the gaze of other people (see
Fig. 4.1) that influences where we look, but the whole image is composed in
such a way that the most important, relevant, and thus interesting object is
highlighted. For example, photographer’s often place the object of interest in the
image’s center or follow guidelines such as the rule of thirds to compose images.
In both domains, in contrast to our approach to evaluate visual saliency in

Sec. 3.2, we do not try to predict where people will look. Instead, all images
depict a specific object of interest and we try to determine this object. Therefore,
we estimate a target object area and/or a sequence of target locations that
are highly likely to be part of the intended object. This way, if we wanted to
recognize the object, we only have to run our object classifiers on a very limited
part of the image, thus saving computational resources. Furthermore, we can
direct a robot’s sensors – i.e., active vision – to focus on each of these target
object hypotheses until we have seen the right object, which is similar to our
approach in Sec. 3.4, but now includes top-down target information that we can
acquire through interaction. If we want to learn – e.g ., from weakly labeled web
images or through passive observation of human behavior –, then the limited set
of image locations can serve as a prior to train better models1.

Remainder Complementary to our broad background discussion in Ch. 2,
we provide an overview of related work that is relevant to understand the
contributions presented in this chapter (Sec. 4.1). Then, we present how we
adapt a state-of-the-art salient object detection algorithm to remove its implicit
center bias (Sec. 4.2). Afterwards, we present how we can determine the target
object in the presence of pointing gestures and linguistic descriptions of primitive
visual attributes (Sec. 4.3). Finally, we conclude the technical part of this
dissertation and present how we can use the introduced methods to determine
objects that are being looked at in images that we collected from Flickr (Sec. 4.4).

Acknowledgment Part of the work described in this chapter has been done
during my time in Gernot A. Fink’s “Pattern Recognition in Embedded Systems”

1We successfully implemented this idea to learn robust color term models from web images
[SS12a]. For this purpose, we used salient object detection to serve as a spatial prior to
weight the information at each image location.
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4.1 Related Work and Contributions

In the following, we first present the most important related work for each of
the affected research topics. Then, after each topic’s overview, we discuss our
contribution with respect to the state-of-the-art.

4.1.1. Joint Attention

To establish a joint focus of attention describes the human ability to verbally and
non-verbally coordinate the focus of attention with interaction partners (see our
introduction to Ch. 4). On one side this is achieved by directing the attention
toward interesting objects, persons, or events, and on the other side by responding
to these attention directing signals. Since this ability is one of the most important
aspects of natural communication and social interaction, it has been addressed in
various research areas such as, most importantly: psychology (e.g ., [Ban04, LB05,
MN07a]), computational linguistics (e.g ., [SC09]), and robotics (e.g ., [Bro07,
KH06, NHMA03, SC09, SKI+07, FBH+08, YSS10]). Especially for social robots
the ability to initiate (e.g ., [DSS06, SC09, SKI+07]) and respond to (e.g ., [Bro07,
SKI+07, TTDC06]) signals related to achieve joint attention are crucial aspects
of natural and human-like interaction.

In the following, we address two specific aspects of responding to joint attention
signals, i.e. how verbal object descriptions and pointing gestures can influence
attention and guide visual search. In this context, we also address the influence of
gaze, although we do not integrate or evaluate gaze as a feature in a human-robot
interaction (HRI) domain.

A. Pointing

Pointing gestures are an important non-verbal signal to direct the attention
toward a spatial region or direction and establish a joint focus of attention
(cf . [Ban04, GRK07, HSK+10, LB05]). Accordingly, visually recognizing point-
ing gestures and inferring a referent or target direction has been addressed by
several authors; e.g ., for interaction with smart environments (e.g ., [RPF08]),
wearable visual interfaces (e.g ., [HRB+04]), and robots (e.g ., [HSK+10, KLP+06,
NS07, SYH07, SHH+08, DSHB11]). Nickel and Stiefelhagen evaluated three
different methods to estimate the indicated direction of a pointing gesture to
determine the referent [NS07]. Most importantly, they achieved the best target
object identification results with the line-of-sight model, i.e. the pointing ray
originates from the hand and follows the head-hand direction. Interestingly, this
model is even sometimes used in psychological literature (e.g ., [BO06]), where
it has been found that the inherent inaccuracy of pointing gestures suggests
that “pointing shifts attention into the visual periphery, rather than identifying
referents” directly [Ban04]. Unfortunately, almost all technical systems require

116



4.1. RELATED WORK AND CONTRIBUTIONS

that the objects present in the scene are already detected, segmented, recog-
nized, categorized and/or their attributes identified (e.g ., [NS07, DSHB11]). For
example, Droeschel et al . define that the pointed-at object is the object with
the minimum distance to the pointing vector [DSHB11]. We would like to note
at this point that we could simply implement Droeschel et al .’s approach even
for unknown objects based on the proto-object model that we use for scene
exploration in Sec. 3.4 and Sec. 3.5.
In principle, non-verbal signals such as pointing gestures circumscribe a ref-

erential domain to direct the attention toward an approximate spatial region
(see [Ban04]). Naturally, this can clearly identify the referent in simple, non-
ambiguous situations. However, as pointing gestures are inherently inaccurate in
ambiguous situations (see [BI00, KLP+06]), context knowledge may be necessary
to clearly identify the referent (see [LB05, SKI+07, SF10a]).

B. Language

Language can provide contextual knowledge about the referent such as, e.g .,
spatial relations and information about the object’s visual appearance (see, e.g .,
[KCP+13, SF10a]). Most importantly, verbal and non-verbal references can be
seen to form composite signals, i.e. the speaker will compensate the inaccuracy
or ambiguity of one signal with the other (see [Ban04, BC98, GRK07, KLP+06,
LB05, Piw07, SKI+07]). Even without additional non-verbal signals, what we
see in the environment or in a scene is often necessary to resolve ambiguities in
otherwise ambiguous English sentences (e.g ., [KC06, HRM11]), while at the same
time such sentences influence where we look in scenes, i.e. our gaze patterns.

When directly verbally referring to an object, most information about the refer-
ent is encoded in noun-phrases (see, e.g ., [MON08]), which consist of determiners
(e.g ., “that”), modifiers (e.g ., “red”) and a head-noun (e.g ., “book”). To analyze
the structure of sentences and extract such information, tagging and shallow
parsing can be applied. In corpus linguistics, part-of-speech (POS) tagging marks
the words of a sentence with their grammatical function, e.g ., demonstrative,
adjective, and noun. Based on these grammatical tags and the original sentence,
shallow parsing determines the constituents of a sentence as, e.g ., noun-phrases.
Commonly, machine learning methods are used to train taggers and shallow
parsers on manually tagged linguistic corpora (e.g ., [Fra79, TB00]; cf . [Bri95]).
The well-established Brill tagger uses a combination of defined and learned
transformation rules for tagging [Bri95]. To apply the transformation rules it
requires an initial tagging, which can be provided by stochastic n-gram or regular
expression taggers (cf . [Bri95]).

C. Color Terms

When verbally referring-to objects, relative and absolute features can be used to
describe the referent (cf . [BC98]). Relative features require reference entities for
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identification (e.g ., “the left cup”, or “the big cup”), whereas absolute features
do not require comparative object entities (e.g ., “the red cup”). Possibly the
most fundamental absolute properties of an object are its name, class, and
color. When verbally referring-to color, color terms (e.g ., “green”, “dark blue”,
or “yellow-green”) are used to describe the perceived color (see [Moj05]). In
[BK69], the cross-cultural concept of universal “basic color terms” is introduced,
circumscribing that there exists a limited set of basic color terms in each language
of which all other colors are considered to be variants (e.g ., the 11 basic color
terms for English are: “black,” “white,” “red,” “green,” “yellow,” “blue,” “brown,”
“orange,” “pink,” “purple,” and “gray”).

In order to relate the visual appearance of objects with appropriate color
terms, color models for the color terms are required. Traditionally these models
are either manually defined by experts or derived from collections of manually
labeled color-chips (cf . [Moj05]). Alternatively, image search engines in the
Internet can be used in order to collect huge weakly labeled datasets, which
make it possible to use machine learning and train robust color naming models
(e.g ., [vdWSV07]; [SS12a]).

D. Gaze

As we have seen in the introduction, where other people look at can and most
likely will influence where a human observer will look. Like pointing gestures,
gaze directions are a common signal to establish reference and infants show
signs of following observed gaze directions of caregivers already at an age of
6 months [Hob05], well after infants have shown their first attraction to faces
[CC03]. Again, like pointing gestures, an observed gaze direction steers the
attention toward an approximate spatial region, along a corridor of attention, to
establish a joint focus of attention (see, e.g ., [TTDC06, BDT08]).
Since where and at what people look at is an interesting information for

many applications (e.g ., advertisement, driver assistance, and user interfaces),
gaze estimation has been an active research area for over two decades (e.g .,
[BP94, SYW97, TKA02, HJ10, VSG12]). But, despite all the research effort it
has attracted, gaze estimation is still an unsolved problem; e.g ., even today there
does not exist a gaze estimation method that can reliably estimate the gaze
direction or – even more interestingly – the looked at object in an unconstrained
domain such as web images. Most existing approaches focus on constrained
scenarios such as, e.g ., limited head poses (e.g ., [SMSK08]) and/or rely on more
reliable but only approximate estimates such as upper body orientation or head
pose (e.g ., [VS08, RVES10]). Almost all approaches do not take into account
the visible objects in the environment. Consequently, the estimation of a gaze
direction and the subsequent deduction of the looked at object are treated as
separate steps, where the latter is usually not even addressed by the authors or,
similar to pointing gestures, requires that potential targets are already known.
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Figure 4.2.: Example images from Yücel et al .’s dataset [YScM+13].

Highly related to our work is the work by Yücel et al . [YScM+13], which
combines visual saliency and an estimated gaze direction to highlight the object
that is being looked at in a simple HRI scenario, see Fig. 4.2. Here, a person
looks at objects on a table, where the objects are distributed apart from each
other and have a high perceptual saliency.

Contributions: We model how verbal descriptions, pointing gestures, and
visible eye gaze can influence visual attention and highlight intended target
objects. We approach this topic with the intention of being able to interpret
joint attention signals and identify the intended target object without or with
only very limited information about the target object’s visual appearance. For
this purpose, our approach relies on saliency to direct the attention toward the
referent. Accordingly, we use saliency as a kind of generalized object detector
(see [ADF10]), which is related to the assumption that interesting objects are
often visually salient [EI08]. Consequently, our work is very different to almost
all work that tries to interpret pointing gestures and gaze signals (Yücel et al .
[YScM+13] being a notable exception), because we do not require any a-priori
knowledge about the objects in our environment. In principle, this enables us to
use gestures and gaze to guide the attention and teach our system knowledge
about previously unknown objects, which we demonstrated as part of the ReferAT
dataset collection that will be presented in Sec. 4.3.2.E. This also means that,
in contrast to most work on gaze and pointing gesture detection, recognition,
and interpretation, we are not interested in a highly precise estimated gaze or
pointing direction itself. Instead, our goal is to determine the image regions that
most likely depict the looked-at or pointed-at target object.
Related to our scene exploration and analysis system (Sec. 3.4 and Sec. 3.5),

this again means that by focusing on the most salient areas we can improve the
perception through active vision – an aspect that we have demonstrated as part
of our work [SRF10] and in Sec. 3.4 – and at the same time reduce the amount
of data that has to be processed and analyzed. Here, it is interesting that our
approach almost guarantees it that the correct target object will be focused after
only a few focus of attention shifts.
As a sidenote, although we do not present the details of how we learn color

term models in this thesis, we have improved the state-of-the-art in color term
learning with two innovations: First, we developed a probabilistic color model
to learn color models that better reflect natural color distributions despite the
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fact they have been trained on web images that contain many post-processed or
even entirely artificial images [SF10b]. We have shown that this way the learned
models make more “human-like” errors, if they make errors. Second, we use
salient object detection as a means to predict and weight the relevance and thus
influence of each image pixel’s color information during training [SS12a].

4.1.2. Visual Attention

In principle, visual saliency models try to predict “interesting” image regions
that are likely to attract human interest and, as a consequence, gaze. We have
already discussed many aspects of bottom-up visual attention in earlier sections
(Sec. 2.1.1, 3.1.1, and 3.2). Consequently, we do not address bottom-up saliency
models and focus on two related but different types of models: First, salient
object detection methods that try to identify and segment the most important
or prominent object in an image. Second, visual attention models that allow to
integrate knowledge for goal-directed adaptation of the visual saliency to support
visual search.

A. Salient Object Detection

Most generally, “salient regions” in an image are likely to grab the attention of
human observers. The task of “traditional” saliency detection is to predict where
human observers look when presented with a scene, which can be recorded using
eye tracking equipment, see Sec. 3.2. In 2007, Liu et al . adapted the traditional
definition of visual saliency by incorporating the high level concept of a salient
object into the process of visual attention computation [LSZ+07]. A “salient
object” is defined as being the (most prominent) object in an image that attracts
most of the user’s interest. Accordingly, Liu et al . [LSZ+07] defined the task of
“salient object detection” as the binary labeling problem to separate the salient
object from the background. Here, it is important to note that the selection of a
salient object happens consciously by the user whereas the gaze trajectories that
are recorded using eye trackers are the result of mostly unconscious processes.
Consequently, also taking into account that salient objects attract human gaze
(see, e.g ., [ESP08]), salient object detection and predicting where people look
are very closely related yet substantially different tasks.

In 2009, Achanta et al . [AHES09, AS10] introduced a salient object detection
approach that basically relies on the difference of pixels to the average color and
intensity value. To evaluate their approach, they selected a subset of 1000 images
of the image dataset that was collected from the web by Liu et al . [LSZ+07]
and calculated segmentation masks of the salient objects that were marked by 9
participants using (rough) rectangle annotations [LSZ+07]. Since it was created,
the salient object dataset by Achanta et al . serves as reference dataset to evaluate
methods for salient object detection (see, e.g ., [AHES09, AS10, KF11, CZM+11]).
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Since Liu et al . defined salient object detection as binary labeling (i.e., binary
segmentation) problem, it comes at no surprise that Liu et al . applied conditional
random fields (CRFs) to detect salient objects, because CRFs have achieved
state-of-the-art performance for several segmentation tasks such as, e.g ., semantic
scene segmentation (e.g ., [LMP01, PPI09, VT08]). Here, semantic segmentation
describes the task of labeling each pixel of an image with a semantic category (e.g .,
“sky”, “car”, “street”). Closely related to Bayesian surprise (see Sec. 3.3.1), Klein
et al . [KF11] use the Kullback-Leibler Divergence of the center and surround
image patch histograms to calculate the saliency. Cheng et al . [CZM+11] use
segmentation to define a regional contrast-based method, which simultaneously
evaluates global contrast differences and spatial coherence. In general, we can
differentiate between algorithms that rely on segmentation-based (e.g ., [CZM+11,
ADF10]) and pixel-based contrast measures (e.g ., [AHES09, AS10, KF11]).

It has been observed in several eye tracking studies that human gaze fixation
locations in natural scenes are biased toward the center of images and videos (see,
e.g ., [Bus35, Tat07, PN03]). One possible bottom-up cause of the bias is intrinsic
bottom-up visual saliency as predicted by computational saliency models. One
possible top-down cause of the center bias is known as photographer bias (see, e.g .,
[RZ99, PN03, Tat07]), which describes the natural tendency of photographers
to place objects of interest in the center of their composition. In fact, what the
photographer considers interesting may also be highly perceptually, bottom-up
salient. Additionally, the photographer bias may lead to a viewing strategy bias
[PLN02], which means that viewers may orient their attention more often toward
the center of the scene, because they expect salient or interesting objects to
be placed there. Thus, since in natural images and videos the distribution of
objects of interest and thus saliency is usually biased toward the center, it is
often unclear how much the saliency actually contributes in guiding attention.
It is possible that people look at the center for reasons other than saliency, but
their gaze happens to fall on salient locations. Therefore, this center bias may
result in overestimating the influence of saliency computed by the model and
contaminate the evaluation of how visual saliency may guide orienting behavior.
Recently, Tseng et al . [TCC+09] were able to demonstrate quantitatively that
center bias is correlated strongly with photographer bias and is influenced by
viewing strategy at scene onset. Furthermore, e.g ., they were able to show that
motor bias had almost no effect. Here, motor bias refers to a preference of short
saccades over long saccades [Tat07, TCC+09]. This can affect the distribution of
fixated image locations in eye tracking experiments, because in most free viewing
experiments the participants are asked to start viewing from a central image
location [TCC+09] (e.g ., for purpose of calibration or consistency).
Interestingly, although it is now a well-studied aspect of eye tracking experi-

ments to such an extent that it has become an integral part of evaluation measures
(see Sec. 3.2.1.F), the photographer bias has neither been thoroughly studied nor
well modeled in the field of salient object detection. Most importantly, in Jiang
et al .’s work [JWY+11] one of the criteria that characterize a salient object is
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that “it is most probably placed near the center of the image”, which is justified
with the “rule of thirds” (see, e.g ., [Pet03]). Most recently, Borji et al . [BSI12]
evaluated several salient object detection models and also performed tests with
an additive Gaussian center bias and conclude that the resulting “change in
accuracy is not significant and does not alter model rankings”. But, this study
neglected the possibility that well-performing models already have integrated,
implicit biases.

Contributions: We provide an empirical justification why a Gaussian center
bias is in fact beneficial for salient object detection in web images. Then, we
show that implicit, undocumented biases are at least partially responsible for
the performance of state-of-the-art algorithms and adapt the segmentation-
based method by Cheng et al . [CZM+11] to remove its implicit center bias.
This way, we achieve four goals: First, we could invalidate the statement that
salient object detection is unaffected by a photographer or otherwise incurred
center bias (see [BSI12]). Second, we could quantify the influence that an
integrated center bias can have on salient object detection models. Third, we
could improve the state-of-the-art in salient object detection on web images
through the integration of an explicit, well-modeled center bias. Fourth, we
derived the currently best performing unbiased algorithm. The latter aspect is
especially interesting for many applications domains in which the image data is
not biased by a photographer (e.g ., autonomous robots and cars, or surveillance).
Furthermore, with respect to our work on target object detection in the

presence of top-down guidance, our task is substantially different to all prior art
on salient object detection: First, we try to integrate top-down information such
as pointing gestures, gaze, and language. Second, we do not limit ourselves to
web images and thus the image data does not necessarily have a photographer
bias. Third, our target objects are substantially smaller compared to typical
salient objects in the most important datasets (see [LSZ+07, AHES09]).

B. Visual Search

It has been shown that knowledge about the target object influences the saliency
to speed-up the visual search (see [STET01, WHK+04]). However, not every
piece of knowledge can influence the perceptual saliency. Instead, only specific
information that refers to preattentive features allows such guidance [WHK+04].
For example, knowing the specific object or at least its color reduces the search
slope, whereas categorical (e.g ., “animal” or “post card”) information typically
does not provide top-down guidance (see [WHK+04]). Accordingly, in recent
years, various computational saliency models have been developed that are able
to integrate top-down knowledge in order to guide the attention in goal-directed
search (e.g ., [TCW+95, IK01b, FBR05, Fri06, NI07, WAD09, Wel11]). However,
the number of saliency models that have been designed for goal-directed search is
small compared to the vast amount of bottom-up saliency models (see Sec. 2.1.1
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and 3.1.1), which might be symptomatic for the fact that there does not exist
any established dataset to evaluate top-down visual search algorithms.
Most importantly, Navalpakkam and Itti [NI07] introduced a saliency model

that allows to predict the visual search pattern given knowledge about the visual
appearance of the target and/or distractors. In principle, this can be seen as an
implementation of Wolfe et al .’s guided search model (GSM) [WCF89, Wol94], see
Sec. 2.1.1. Navalpakkam and Itti use the knowledge about the target’s appearance
to maximize the expected signal-to-noise ratio (SNR), i.e. target-to-distractor
ratio, of the saliency combination across and within feature dimensions. For this
purpose, every feature dimension (e.g ., orientation or intensity) is additionally
subdivided by neurons with broadly overlapping Gaussian tuning curves to
model varying neuron sensitivities to different value ranges within each feature
dimension. Then, for each neuron’s response the center-surround contrast is
calculated to form each neuron’s feature map. This way, it is possible to assign
a higher or lower weight to salient aspects within value bands of each feature
dimension; for example, to assign a higher importance to the response of neurons
that encode very bright areas or roughly 45° edges.

Contributions: In contrast to prior art, we do not just focus on isolated non-
verbal or verbal aspects. Instead, we integrate all available knowledge provided
by different but complementing modalities in a computational model. Therefore,
we use CRFs to integrate bottom-up saliency models, salient object detection
methods, spatial corridors of attention given by gaze and pointing gestures,
and – if available – spoken object descriptions. We also show that for our task
the CRFs are able to significantly outperform neuron-based approaches such
as Navalpakkam and Itti’s model [NI07], which was adapted by Schauerte and
Fink to use spectral saliency to calculate each neuron’s feature map [SF10a]. We
would like to note that Navalpakkam and Itti’s neuron-based approach, albeit
its age, is still the most established model in the field.

This way, we are often able to select the correct target object, even in complex
situations. It is important to note that even for isolated aspects our latest
datasets (i.e., ReferAT and Gaze@Flickr) are substantially more complex than
what has been used by other research groups (compare, e.g ., [Fri06, BK11] for
visual search and [SKI+07, NS07] for pointed-at objects). An interesting aspect
of our approach is that it is able to accurately segment the target object in most
“simple” situations, although it can only predict salient regions of interest in
complex situations.
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4.2 Debiased Salient Object Detection

As we addressed in the introduction of Ch. 4, we are interested in two different
data domains, see Fig. 4.3: First, human-robot interaction, in which the people
try to direct a robot’s attention. Second, web images, in which a photographer
tries to highlight and direct our attention to certain aspects of the scene. Here,
the photographer might (e.g ., see the Gaze@Flickr dataset, Sec. Sec. 4.4.2) or
might not (e.g ., see the MSRA dataset, Sec. Sec. 4.2.1) use persons and visible
non-verbal cues to guide the attention. Naturally, the images from the two
domains follow different biases such as, for example, that the target objects in
photographs are often substantially larger compared to the target objects in our
human-robot interaction scenes.
Web images and photographs in general form a domain that is substantially

different from images that are not directly composed by humans (e.g ., surveillance
footage, robot and unmanned aerial vehicle camera images, etc.). This is due to
the fact that photographers follow image composition rules such as, for example,
the rule of thirds (see, e.g ., [Pet03]), which leads to very specific biases. We have
already seen that such image composition biases have an important influence on
saliency models, because one of the reasons why the AUC evaluation measure
(Sec. 3.2.1.F) is favored by many researchers is that it compensate for such
biases; most importantly, the center-bias that is commonly found in eye tracking
datasets is linked to the photographer bias [TCC+09].
Nowadays, most work on salient object detection focuses on web images and

MSRA is the dominant dataset in that research area. As a consequence, this
means that we can expect that the algorithms are (over-)adapted to that specific
domain. However, current state-of-the-art salient object detection algorithms are
very powerful and, consequently, we would like to build on that work and derive
an unbiased salient object detection algorithm that can help us as a feature for
other application domains such as, for example, surveillance footage or robotics.

(a) MSRA (b) Gaze@Flickr (c) PointAT (d) ReferAT

Figure 4.3.: Example images of the MSRA, Gaze@Flickr, PointAT, and ReferAT
datasets to illustrate the domain specific differences.
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Figure 4.4.: Example images from the MSRA dataset. Depicted are selected
images with their binary target segmentation masks.
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4.2.1. The MSRA Dataset

The most important salient object detection dataset is the MSRA dataset that
has been created by Achanta et al . and Liu et al . [AHES09, LSZ+07], see
Fig. 4.4. The MSRA dataset is based on the salient object dataset by Liu et al .
[LSZ+07] and consists of a subset of 1000 image for which Achanta et al . provide
annotated segmentation masks [AHES09], see Fig. 4.4. The images in Liu et
al .’s dataset have been collected from a variety of sources, mostly from image
forums and image search engines. Liu et al . collected more than 60,000 images
and subsequently selected an image subset in which all images contain a salient
object or a distinctive foreground object [LSZ+07]. Then, 9 users marked the
salient objects using (rough) bounding boxes and the salient objects in the image
database have been defined based on the “majority agreement”. However, as a
consequence of the selection process, the dataset does not include images without
distinct salient objects and is potentially biased by the human selectors. This is
an important aspect to consider when trying to generalize the results reported on
Achanta et al .’s and Liu et al .’s dataset to other datasets or application areas.

Dataset Properties The 1000 images contain 1265 annotated target object
regions. On average a target object region occupies 18.25 % of the image area.
Furthermore, as we will show in the following, the object locations in the dataset
are strongly biased toward the center of the image.

4.2.2. MSRA’s Photographer Bias

To investigate the spatial distribution of salient objects in photographs, we use
the segmentation masks by Achanta et al . [AHES09, AS10]. More specifically,
we use the segmentation masks to determine the centroids of all salient objects
in the dataset and analyze the centroids’ spatial distribution.

A. Salient Object Distribution Model

The center Our model is based on a polar coordinate system that has its pole
at the image center. Since the images in Achanta’s dataset have varying widths
and heights, we use in the following normalized Cartesian image coordinates in the
range [0, 1]× [0, 1]. The mean salient object centroid location is [0.5021, 0.5024]T

and the corresponding covariance matrix is [0.0223, −0.0008;−0.0008, 0.0214].
Thus, we can motivate the use of a polar coordinate system that has its pole at
[0.5, 0.5]T to represent all locations relative to the expected distribution’s mode.

The angles are distributed uniformly Our first model hypothesis is that
the centroids’ angles in the specified polar coordinate system are uniformly
distributed in [−π, π].
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Figure 4.5.: Quantile-quantile (Q-Q) plots of the angles versus a uniform distri-
bution (a), radii versus a half-Gaussian distribution (b), transformed
radii (see Sec. 4.2.2.B) versus a normal distribution (c).

To investigate the hypothesis, we use a quantile-quantile (Q-Q) plot as a
graphical method to compare probability distributions (see [NIS12]). In Q-Q
plots the quantiles of the samples of two distributions are plotted against each
other. Thus, the more similar the two compared distributions are, the better the
points in the Q-Q plot will approximate the line f(x) = x. We calculate the Q-Q
plot of the salient object location angles in our polar coordinate system versus
uniformly drawn samples in [−π, π], see Fig. 4.5(a). The apparent linearity of
the plotted Q-Q points supports the hypothesis that the angles are distributed
uniformly.

The radii follow a half-Gaussian distribution Our second model hypoth-
esis is that the radii of the salient object locations follow a half-Gaussian
distribution. We have to consider a truncated distribution in the interval [0,∞],
because the radius – as a length – is by definition positive. If we consider the
image borders, we could assume a two-sided truncated distribution, but we have
three reasons to work with a one-sided model: The variance of the radii seems
sufficiently small, the “true” centroid of the salient object may be outside the
image borders (i.e., parts of the salient object can be truncated by the image
borders), and it facilitates the use of standard statistical tests (see Sec. 4.2.2.B).
We use a Q-Q plot against a half-Gaussian distribution to graphically assess

the hypothesis, see Fig. 4.5(b). The linearity of the points suggests that the radii
are distributed according to a half-Gaussian distribution. The visible outliers
in the upper-right are caused by less than 30 centroids that are highly likely to
be disturbed by the image borders. Please be aware of the fact that it is not
necessary to know the half-Gaussian (or standard Gaussian) distribution’s model
parameters when working with Q-Q plots (see [NIS12]).
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B. Empirical Hypothesis Analysis

We can quantify the observed linearity in the Q-Q plots, see Fig. 4.5, to analyze
the correlation between the model distribution and the data samples using
probability plot correlation coefficient (PPCC) [NIS12]. The PPCC is the
correlation coefficient between the paired quantiles and measures the agreement
of the fitted distribution with the observed data (i.e., goodness-of-fit). The
closer the correlation coefficient is to one, the higher the positive correlation and
the more likely the distributions are shifted and/or scaled versions of each other.
By comparing against critical values of the PPCC (see [VK89] and [NIS12]), we
can use the PPCC as a statistical test that is able to reject the hypothesis that
the observed samples come from identical distributions. This is closely related
to the Shapiro-Wilk test [SW65]. Furthermore, we can use the correlation to
test the hypothesis of no correlation by transforming the correlation to create a
t-statistic.

Although often data analysts prefer to use graphical methods such as Q-Q plots
to assess the feasibility of a model, formal statistical hypothesis tests remain the
most important method to disprove hypotheses. The goal of statistical tests is to
determine if the (null) hypothesis can be rejected. Consequently, statistical tests
either reject (prove false) or fail to reject (fail to prove false) a null hypothesis.
But, they can never prove it true (i.e., failing to reject a null hypothesis does not
prove it true). However, we can disprove alternate hypotheses and, additionally,
we can use a set of statistical tests that are based on different principles. If all
tests fails, we have – at least – an indicator that the hypothesis is potentially
true.

The angles are distributed uniformly The obvious linearity of the Q-Q
plot, see Fig. 4.5(a), is reflected by a PPCC of 0.99882, which is substantially
higher than the critical value of 0.8880 (see [VK89]) and thus the hypothesis of
identical distributions can not be rejected. Furthermore, the hypothesis of no
correlation is rejected at α = 0.05 (p = 0).
We use Pearson’s χ2 test [Pea00] as a statistical hypothesis test against a

uniform distribution. The test fails to reject the hypothesis at significance
level α = 0.05 (p = 0.2498). Considering the circular type of data, we use
Rayleigh’s and Rao’s tests for circular uniformity and both tests fail to reject
the hypothesis at α = 0.05 (p = 0.5525 and p > 0.5, respectively; see [Bat81]).
On the other hand, for example, we can reject the alternative hypotheses of a
normal or exponential distribution using the Lilliefors test [Lil67] (p = 0 for both
distributions3).

2Mean of several runs with N = 1000 uniform randomly selected samples.
3We report p = 0, if the tabulated values are 0 or the Monte Carlo approximation returns 0
or ε (double-precision).
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Figure 4.6.: An example of the influence of the center bias on segmentation-
based salient object detection. Left-to-right: Image, region contrast
without and with center bias (RC’10 and RC’10+CB, resp.), and
locally debiased region contrast without and with center bias (LDRC
and LDRC+CB, resp.).

The radii follow a half-Gaussian distribution In order to use standard
statistical hypothesis tests, we transform the polar coordinates in such a way
that they represent the same point with a combination of positive angles in
[0, π] and radii in [−∞,∞]. According to our hypothesis, the distribution of the
transformed radii should follow a normal distribution with its mode and mean
at 0, see Fig. 4.5(c).
The correlation that is visible in the Q-Q plot, see Fig. 4.5(b) and 4.5(c), is

reflected by a PPCC of 0.9987, which is above the critical value of 0.9984 (see
[NIS12]). The hypothesis of no correlation is rejected at α = 0.05 (p = 0).

Again we disprove exemplary alternate hypotheses: The uniform distribution
is rejected by the test against the critical value of the PPCC as well as by
Pearson’s χ2 test at α = 0.05 (p = 0). The exponential distribution is rejected
by Lilliefors test at α = 0.05 (p = 0). We perform the Jarque-Bera, Lilliefors,
Spiegelhalter’s, and Shapiro-Wilk test (see [BJ80], [Lil67], [Spi83] and [SW65])
to test our null hypothesis that the radii have been sampled from a normal
distribution (unknown mean and variance). Subsequently, we use a T-test to test
our hypothesis that the mean of the radius distribution is 0. The Jarque-Bera,
Lilliefors, Spiegelhalter’s, and Shapiro-Wilks tests fail to reject the hypothesis at
significance level α = 0.05 (p = 0.8746, p = 0.2069, p = 0.2238, and p = 0.1022,
respectively). Furthermore, it is likely that the mode of the (transformed) radius
is 0, because the corresponding T-test fails to reject the hypothesis at significance
level α = 0.05 with p = 0.9635.

4.2.3. Salient Object Detection

A. Algorithm

We adapt the region contrast model by Cheng et al . [CZM+11]. Cheng et al .’s
model is particularly interesting, because it already provides state-of-the-art
performance, which is partially caused by an implicit center bias. Thus, we can
observe how the model behaves if we remove the implicit center bias, which was
neither motivated nor explained by the authors, and add an explicit Gaussian
center bias. We extend the spatially weighted region contrast saliency equation
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SRC (see Eq. 7 in [CZM+11]) and integrate an explicit, linearly weighted center
bias:

SRC+CB(rk) = wBSRC(rk) + wC g(C(rk);σx, σy) with
�� ��4.1

SRC(rk) =
∑
rk 6=ri

D̂s(rk; ri)w(ri)Dr(rk; ri) and
�� ��4.2

D̂s(rk; ri) = exp(−Ds(rk; ri)/σ
2
s) .

�� ��4.3

Here, we use a convex combination4 to control the strength of the influence of the
center bias, i.e. wB + wC = 1 (wB, wC ∈ R+

0 ). D̂s(rk; ri) is the spatial distance
between regions rk and ri, where σs controls the spatial weighting. Smaller
values of σs influence the spatial weighting in such a way that the contrast to
regions that are farther away contributes less to the saliency of the current region.
The spatial distance between two regions is defined as the Euclidean distance
between the centroids of the respective regions using pixel coordinates that are
normalized to the range [0, 1]× [0, 1]. Furthermore, w(ri) is the weight of region
ri and Dr(·; ·) is the color distance metric between the two regions (see [CZM+11]
for more details). Here, the number of pixels in ri is used as w(ri) = |ri| to
emphasize color contrast to bigger regions. C(rk) denotes the centroid of region
rk and g is defined as follows

g(x, y;σx, σy) =
1√

2πσx
exp

{
−1

2

x2

σ2
x

}
∗ 1√

2πσy
exp

{
−1

2

y2

σ2
y

}
.

�� ��4.4

Interestingly, the unnormalized Gaussian weighted Euclidean distance used by
Cheng et al . [CZM+11] causes an implicit Gaussian-like center bias, see Fig. 4.7,
because it favors regions whose distances to the other neighbors are smaller.
Unfortunately, this has not been motivated, discussed, or evaluated by Cheng et
al . To remove this implicit bias, we introduce a normalized, i.e. locally debiased,
distance function Ďs(rk; ri) that still weights close-by regions higher than further
away regions, but does not lead to an implicit center bias

Ďs(rk; ri) =
D̂s(rk; ri)∑
rj
D̂s(rk; rj)

,
�� ��4.5

i.e. ∀rk :
∑
ri

Ďs(rk; ri) = 1 ,
�� ��4.6

and define

SLDRC(rk) =
∑
rk 6=ri

Ďs(rk; ri)w(ri)Dr(rk; ri) and
�� ��4.7

SLDRC+CB(rk) = wBSLDRC(rk) + wC g(C(rk);σx, σy) .
�� ��4.8

4We have considered different combination methods and provide a quantitative evaluation of
different combination types in Appx. D. In short, the convex combination achieves the best
overall performance of the evaluated combination methods.
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(a) (b)

Figure 4.7.: Illustration of the implicit center bias in the method by Cheng et
al . [CZM+11]. (a): Each pixel shows the distance weight sum, i.e.∑

ri
D̂s(rk; ri), to all other pixels in a regular grid. (b): The average

weight sum depending on the centroid location calculated on the
MSRA dataset.

B. Evaluation

Baseline algorithms To compare our results, we use a set of state-of-the-art
salient object detection algorithms: Achanta et al .’s frequency-tuned model
(AC’09; [AHES09]), Achanta et al .’s maximum symmetric surround saliency
model (MSSS’10; [AS10]), Klein et al .’s information-theoretic saliency model
(BITS’11; [KF11]), and Cheng et al .’s region contrast model (RC’10; [CZM+11])
that uses Felzenszwalb’s image segmentation method [FH04]. The latter is the
original algorithm that we adapted in Sec. 4.2.3.A.
Additionally, we include the results of four algorithms that have not been

designed for salient object detection: Itti and Koch’s model [IKN98] as imple-
mented by Itti’s iLab Neuromorphic Vision Toolkit (iNVT’98), Harel et al .’s
graph-based visual saliency (GBVS’07; [HKP07]), Goferman et al .’s context-
aware saliency (CAS’12; [GZMT12]), and Guo et al .’s pure Fourier transform
(PFT’07; [GMZ08, GZ10]; see Sec. 3.2.1.A).

To investigate the influence of the implicit center bias in the region contrast
model, we calculate the performance of the locally debiased region contrast
(LDRC) model without and with our explicit center bias (LDRC and LDRC+CB,
respectively). For comparison, we also evaluate the region contrast model with
the additional explicit center bias (RC’10+CB). As additional baseline, we
provide the results for simple segment-based and pixel-based – i.e., using Eq. 4.4
for each pixel with respect to the image center distance and constant variance –
center bias models, i.e. wC = 1 (CBS and CBP, respectively).

Measures We can use the binary segmentation masks for saliency evaluation
by treating the saliency maps as binary classifiers. At a specific threshold t we
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Method Fβ F1

∫
ROC PHR

LDRC+CB 0.8183 0.8034 0.9624 0.9240
RC’10+CB 0.8120 0.7973 0.9620 0.9340
RC’10 0.7993 0.7855 0.9568 0.9140
LDRC 0.7675 0.7574 0.9430 0.8680
BITS’11 0.7582 0.7342 0.9316 0.7540
MSSS’10 0.7337 0.7165 0.9270 0.8420
GBVS’07 0.6242 0.6403 0.9088 0.8480
PFT’07 0.6009 0.5995 0.8392 0.7100
CBS 0.5764 0.5793 0.8623 0.6980
CAS’12 0.5615 0.5857 0.8741 0.6920
CBP 0.5452 0.5604 0.8673 0.7120
iNVT’98 0.4012 0.3383 0.5768 0.6870

Table 4.1.: The maximum F1 score, maximum Fβ score, ROC AUC (
∫
ROC),

and PHR of the evaluated algorithms (sorted by descending Fβ).

regard all pixels that have a saliency value above the thresholds as positives
and all pixels with values below the thresholds as negatives. By sweeping over
all thresholds min(S) ≤ t ≤ max(S), we can evaluate the performance using
common binary classifier evaluation measures.

We use four evaluation measures to quantify the performance of the evaluated
algorithms. We calculate the area under the curve (AUC) of the ROC curve
(
∫
ROC). Complementary to the

∫
ROC, we calculate the maximum F1 and F√0.3

scores (see [AHES09] and Sec. 3.3.2.A). Fβ with β =
√

0.3 has been proposed by
Achanta et al . to weight precision higher than recall for salient object detection
[AHES09]. Additionally, we calculate the PHR, see Sec. 4.3.1.E, which measures
how often the pixel with the maximum saliency belongs to a part of the target
object.

Results The performance of RC’10 drops substantially if we remove the im-
plicit center bias as is done by LDRC, see Tab. 4.1. However, if we add our
explicit center bias model to the unbiased model, the performance is substantially
increased with respect to all evaluation measures. Furthermore, with the excep-
tion of pixel hit rate (PHR), the performance of LDRC+CB and RC’10+CB is
nearly identical with a slight advantage for LDRC+CB. This indicates that we
did not lose important information by debiasing the distance metric (LDRC+CB
vs RC’10+CB) and that the explicit Gaussian center bias model is advantageous
compared to the implicit weight bias (LDRC+CB and RC’10+CB vs RC’10).

Most interestingly, LDRC is the best model without center bias, which makes
it interesting for applications in which the image data can not be expected to
have a photographer’s center bias (e.g ., image data of surveillance cameras or
autonomous robots).
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(a) PointAT

Algorithm PHR FHR
∫
FHR NTOS

none
RC’10 0.94% 1.88% 0.029 0.659
LDRC 2.83% 4.24% 0.045 0.792

automatic
RC’10 53.77% 67.92% 0.817 5.901
LDRC 58.49% 74.53% 0.828 5.831

annotated
RC’10 61.79% 78.30% 0.843 6.596
LDRC 60.85% 80.66% 0.852 6.431

(b) ReferAT

Algorithm PHR FHR
∫
FHR NTOS

none
RC’10 0.00% 1.65% 0.025 0.226
LDRC 0.00% 2.47% 0.026 0.427

automatic
RC’10 2.48% 19.42% 0.421 3.190
LDRC 4.96% 28.51% 0.551 3.333

annotated
RC’10 4.13% 23.97% 0.502 3.778
LDRC 7.02% 30.99% 0.621 3.916

Table 4.2.: Target object prediction results of RC’10 and its debiased counterpart
LDRC on the PointAT and ReferAT datasets. A description of the
evaluation measures can be found in Sec. 4.2.3.B.

4.2.4. Debiased Salient Object Detection and Pointing

Although it is interesting that we were able to improve the state-of-the-art
in salient object detection by analyzing and explicitly modeling task specific
biases, see Sec. 4.2.3.B, our initial motivation has been to improve the ability
of salient object detection algorithms to perform well in other domains such as,
e.g ., our PointAT and ReferAT pointing datasets. We can see in Tab. 4.2 that
our debiased LDRC algorithm leads to substantial performance improvements
in predicting the right target objects in three conditions: First, without any
directional information from the pointing gestures, see Tab. 4.2 “none”. Second,
in combination with a heuristic model – the heuristic method will be described in
the subsequent Sec. 4.3 – to integrate automatically detected pointing gestures,
see Tab. 4.2 “automatic”. Third, in combination with the heuristic method and
manually annotated pointing information, see Tab. 4.2 “annotated”.
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However, we will see in the following section that LDRC itself is not the best
predictor for this task and its performance is surpassed by our spectral saliency
models (see Sec. 3.2). This is most likely caused by the small target object
sizes that are atypical for common salient object detection tasks. Nonetheless,
LDRC will turn out to be a useful feature that helps us to highlight the right
target object area. Furthermore, being able to control the center bias allows us
to seamlessly disable the center bias for PointAT and ReferAT while adding a
center bias when processing Gaze@Flickr in Sec. 4.4.
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4.3 Focusing Computational Attention in Human-
Robot Interaction

As briefly mentioned in the introduction to Ch. 4, verbal and non-verbal signals
that guide our attention are an essential aspect of natural interaction and help to
establish a joint focus of attention (e.g ., [Ban04, BI00, GRK07, Piw07, Roy05,
SC09]). In other words, the ability to generate and respond to attention directing
signals allows to establish a common point of reference or conversational domain
with an interaction partner, which is fundamental for “learning, language, and
sophisticated social competencies” [MN07a].
When talking about the focus of attention (FoA) in interaction, we have to

distinguish between the FoA within the conversation domain (i.e., what people
are talking about), and the perceptual focus of attention (e.g ., where people
are looking at). In many situations, the conversational FoA and the perceptual
FoA can and will be distinct. However, when persons are referring to specific
objects within a shared spatial environment, multimodal – here, non-verbal and
verbal – references are an important part of natural communication to direct the
perceptional FoA toward the “referent”, i.e. the referred-to object, and achieve
a shared conversational FoA. Accordingly, we have to distinguish between the
saliency of objects in the context of the conversation domain at some point
during the interaction and the inherent, perceptual saliency of objects present in
the scene (see [BC98]). Although the conversational domain is most important
when identifying the referent – especially when considering object relations –, the
perceptual saliency can influence the generation and interpretation of multimodal
referring acts to such extend that in some situations “listeners [. . . ] identify
objects on the basis of ambiguous references by choosing the object that was
perceptually most salient” [BC98, CSB83].
In this section, we focus on a situation in which an interacting person uses

non-verbal (i.e., pointing gestures) and verbal (i.e., specific object descriptions)
signals to direct the attention of an interaction partner toward a target object.
Consequently, our task is to highlight the intended target object. One of the
challenges in such a situation is that we may know nothing about the target
object’s appearance. In fact, it might be the actual goal of the multimodal
reference to teach something about the referent; for example, imagine a pointing
gesture that is accompanied by an utterances like “Look at that! I bet you have
never seen Razzmatazz5 before!”.

Interestingly, exactly in situations in which we know nothing about the target
object’s appearance, we can use visual saliency models (see Sec. 3.2 and 4.2)
to determine image regions that are highly likely to render potential objects of
interest. And, as we have mentioned before, the actual multimodal reference
itself might even be influenced by the perceptual saliency. Furthermore, some

5Razzmatazz is a color name and describes a shade of rose or crimson.
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target information (e.g ., information about the target’s color) is known to
subconsciously influence our visual attention system and accordingly we can try
to integrate such information as well, if it is available. For both situations, i.e.
pointing gestures in the absence (Sec. 4.3.1) or presence (Sec. 4.3.2) of verbal
object descriptions, we present two approaches: First, purpose-built heuristic
and neuron-based models that were specifically proposed for this purpose by
Schauerte and Fink. Second, we use machine learning with conditional random
fields, which has two advantages: This approach leads to a better, more robust
predictive performance and it is simpler to integrate additional features and
target information.

4.3.1. Pointing Gestures

Like gaze, pointing gestures direct the attention into the visual periphery, which
is indicated by the pointing direction (see Sec. 4.1). The pointing gesture’s
directional information is defined by the origin o – usually the hand or finger – and
an estimation of the direction d. The referent, i.e. the object that is being pointed
at, can then be expected to be located in the corridor of attention alongside the
direction. However, the accuracy of the estimated pointing direction depends
on multiple factors: the inherent accuracy of the performed gesture (see [BO06,
BI00, KLP+06]), the method to infer the pointing direction (see [NS07]), and
the automatic pointing gesture detection itself.

A. Pointing Gesture Detection

In the following, we briefly describe how we detect pointing gestures, calculate
the indicated pointing direction, assess the detected pointing gesture’s inaccuracy,
and model how likely the pointing gesture directs the attention to specific image
locations. As has been done by Nickel and Stiefelhagen [NS07], we use the
line-of-sight model to calculate the indicated pointing direction. In this model,
the pointing direction is equivalent to the line-of-sight defined by the position
of the eyes h and the pointing hand o, and accounts for “the fact that [in many
situations; A/N] people point by aligning the tip of their pointing finger with
their dominant eye” [BO06]. To recognize pointing gestures, we adapted Richarz
et al .’s approach [RPF08]6. Without going into any detail, we replaced the
face detector with a head shoulder detector based on histogram of oriented
gradients (HOG) features to improve the robustness. We detect the occurrence
of a pointing gesture by trying to detect the inherent holding phase of the
pointing hand. Therefore, we group the origin ot and direction dt hypotheses
over time t and select sufficiently large temporal clusters to detect pointing
occurrences.

6Please note that the approaches presented in this section are independent of the actual
pointing gesture recognition method – e.g ., we are currently working toward using Microsoft
Kinect – as long as it is possible to derive an angular (in-)accuracy measure.
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We consider three sources of pointing inaccuracy: Due to image noise and
algorithmic discontinuities the detected head-shoulder rectangles exhibit a posi-
tion and scaling jitter. In order to model the uncertainty caused by estimating
the eye position from that detection rectangle rt (at time t), we use a Normal
distribution around the detection center r̄t to model the uncertainty of the
estimated eye position

pe(x|rt) = N (r̄t, σ
2
e) .

�� ��4.9

σe is chosen so that one quarter of s̄ is covered by 2σe, i.e.

σe = s̄/8 ,
�� ��4.10

where s̄ is the mean of the detection rectangle’s size over the last image frames.
Furthermore, we consider the variation in size of the head-shoulder detection
rectangle, and the uncertainty of the estimated pointing direction d, which is
caused by shifts in the head and hand detection centers. We treat them as
independent Gaussian noise components and estimate their variances σ2

s and σ2
d.

As σ2
e and σ2

s are variances over positions, we approximately transfer them into
an angular form by normalizing with the length r = ‖d‖

σ̃2
e =

σ2
e

r2
and σ̃2

s =
σ2
s

r2
,

�� ��4.11

respectively. This approximation has the additional benefit to reflect that the
accuracy increases when the distance to the pointer decreases and the arm is
outstretched.

Spatial pointing target probability Due to Eq. 4.11, the combined accuracy
distribution has become a distribution over angles

pG(x) = p(α(x; o, d)|d, o) = N (0, σ2
c ) ,

�� ��4.12

with α(x; o, d) being the angle between the vector from the pointing origin o to
the image point x given the pointing direction d, and

σ2
c ≈ σ̃2

e/r
2 + σ̃2

s/r
2 + σ2

d .
�� ��4.13

This equation models the probability pG(x) that a point x in the image plane
was referred-to by the pointing gesture given the current head-shoulder detection
d and the pointing direction o, and thus defines our corridor of attention. To
account for the findings by Kranstedt et al . [KLP+06], we enforce a lower bound
of 3°, i.e.

σ̂c = max(3°, σc) ,
�� ��4.14

so that 99.7 %, which corresponds to 3σ, of the distribution’s probability mass
covers at least a corridor of 9°.
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(a) input image (b) bottom-up
saliency

(c) probabilistic point-
ing cone

(d) attended object

Figure 4.8.: Heuristic detection of the referent.

B. Heuristic Integration

Given a detected pointing gesture and the spatial target probability pG(x), see
Eq. 4.12, we can calculate a top-down feature map

St(a, b) = pG(x)
�� ��4.15

with x = (a, b). This, in effect, defines a blurred cone of Gaussian probabilities –
which encode how likely it is that the referent is located at the pixel’s position
– emitted from the hand along the pointing direction in the image plane, see
Fig. 4.8(c). Due to its form, we refer to this map as being the probabilistic
pointing cone (PPC).

We can now use visual saliency to act as a form of generalized object detector.
For this purpose, we use QDCT to calculate the visual saliency map Sb based on
the PCA decorrelated CIE Lab color space, see Sec. 3.2. The saliency map Sb is
normalized to [0, 1] and each pixel’s value is interpreted as being the probability
that this pixel is part of the target object.

The final saliency map S is then obtained by calculating the joint probability

S = Sb ◦ St ,
�� ��4.16

where ◦ represents the Hadarmard product. In other words, we highlight image
regions alongside the pointing direction that are highly likely to contain a salient
(proto-)object.

C. Conditional Random Field

Structure, Learning, and Prediction In general, a CRF models the condi-
tional probabilities of x (here, “does this pixel belong to a target object?”), given
the observation y (i.e., features), i.e.

p(x|y) =
1

Z(y)

∏
c∈C

ψ(xc, y)
∏
i∈V

ψ(xi, y) ,
�� ��4.17

where C is the set of cliques in the CRF’s graph and i represent individual nodes.
Here, ψ indicates that the value for a particular configuration xc depends on the
input y.
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Naturally, our problem is a binary segmentation task, since the location
depicted by a pixel can either belong to the target object or not, i.e. xi can
either be “target” or “background”. We use a pairwise, 4-connected grid CRF
structure. We linearly parametrize the CRF parameter vector Θ in unary node
u(y, i) (i.e., information at an image location) and edge features v(y, i, j) (e.g .,
relating neighbored image locations). Here, it is important to consider that the
cliques in a 4-connected, grid-structured graph are the sets of connected nodes,
which are represented by the edges. Thus, we fit two matrices F and G such
that

Θ(xi) = Fu(y, i)
�� ��4.18

Θ(xi, xj) = Gv(y, i, j) .
�� ��4.19

Here, y is the observed image and Θ(xi) represents the parameter values for all
values of xi. Similarly, Θ(xi, xj) represents the parameter values for all xi, xj.
Then, we can calculate

p(x; Θ) = exp

[∑
i

Θ(xi) +
∑
j

Θ(xi, xj)− A(Θ)

]
,

�� ��4.20

where A(Θ) is the log-partition function that ensures normalization.
We use tree-reweighted belief propagation (TRW) to perform approximate

marginal inference, see [WJ08]. TRW addresses the problem that it is compu-
tationally intractable to compute the log-partition function A(Θ) exactly and
approximates A(Θ) with

Â(Θ) = max
µ∈L

Θ · µ+ Ĥ(µ) ,
�� ��4.21

where Ĥ is TRW’s entropy approximation [WJ08]. Here, L denotes the valid
set of marginal vectors

L = {µ :
∑
xc\i

µ(xc) = µ(xi) ∧
∑
xi

µ(xi) = 1} ,
�� ��4.22

where µ describes a mean vector, which equals a gradient of the log-partition
function. Then, the approximate marginals µ̂ are the maximizing vector

µ̂ = arg max
µ∈L

Θ · µ+ Ĥ(µ) .
�� ��4.23

This can be approached iteratively until convergence or a maximum number of
updates [Dom13].
To train the CRF, we rely on the clique loss function, see [WJ08],

L(Θ, x) = −
∑
c

log µ̂(xc; Θ) .
�� ��4.24
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Here, µ̂ indicates that the loss is implicitly defined with respect to marginal
predictions – again, in our implementation these are determined by TRW – and
not the true marginals. This loss can be interpreted as empirical risk minimization
of the mean Kullback-Leibler divergence of the true clique marginals to the
predicted ones.

Features As unary image-based features, we include the following information
at each CRF grid point: First, we include each pixel’s normalized horizontal
and vertical image position in the feature vector. Second, we directly use the
pixel’s intensity value after scaling the image to the CRF’s grid size. Third, we
include the scaled probabilistic pointing cone (PPC), see Sec. 4.3.1.A. Then, after
scaling each saliency map to the appropriate grid size, we append QDCT image
signature saliency maps based on the PCA decorrelated Lab color space (see
Sec. 3.2.1) at three scales: 96× 64 px, 168× 128 px, and 256× 192 px. Optionally,
we include the LDRC salient object prediction, see Sec. 4.2.

As CRF edge features, first, we use a constant of one that allows to model
general neighborhood relations. Second, we use 10 thresholds to discretize the
L2 norm of the color difference and thus contrast of neighboring pixels. Then,
we multiply the existing features by an indicator function for each edge type
(i.e., vertical and horizontal), effectively doubling the number of features and
encoding conjunctions of features and edge type. This way, we parametrize
vertical and horizontal edges separately [Dom13].

D. The PointAT Dataset

To assess the ability of systems to identify arbitrary target objects in the
presence of a pointing gesture, we collected a dataset that contains 220 images
of 3 persons pointing at various objects [SRF10]. The dataset was recorded in
two environments (an office space and a conference room) with a large set of
objects of different category, shape, and texture. The dataset focuses on the
object detection and recognition capabilities and was not supposed to be used
to evaluate the performance of pointing gesture detection, which explains the
limited number of pointing persons.

Hardware Setup The dataset was recorded using a monocular Sony EVI-
D70P pan-tilt-zoom camera. The camera provides images in approximately PAL
resolution (762 × 568 px), and offers an optical zoom of up to 18×. Its wide
horizontal opening angle is 48°. To reflect a human or humanoid point of view,
we mounted the camera on eye height of an averagely tall human [MFOF08].

Procedure Each person performed several pointing sequences, with varying
numbers and types of objects present in the scene. We neither restricted the
body posture of the subjects in which pointing gestures had to be performed, nor
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Figure 4.9.: Examples of pointing gestures performed in the evaluation. Depicted
are some exemplary images with the corresponding binary target
object masks that we generate based on the annotated target object
boundaries.

did we define fixed positions for the objects and persons. The only restriction
imposed was that the subjects were instructed to point with their arms extruded,
so that pointing gestures would comply with the line-of-sight model employed.
To evaluate the ability of the iterative shift of attention to focus the correct
object in the presence of distractors, we occasionally arranged clusters of objects
so that the object reference would be ambiguous. Accordingly, the dataset
contains a wide variety of pointing references, see Fig. 4.9. Since we do not
specifically evaluate the pointing detector (see [RPF08]), we discard cases with
erroneous pointing gesture detections. Thus, in total, our evaluation set contains
220 object references.

For each object reference, we manually annotated the target object’s bound-
aries.7 Furthermore, we annotated the dominant eye, the pointing finger, and the
resulting pointing direction. This makes it possible to assess the influence that
the automatic pointing gesture recognition’s quality has on the identification of
the pointed-at object.

Properties On average the target object occupies only 0.58 % of the image
area. In other words, at random we would require roughly 200 trials to expect to
select one pixel that is part of the target object. The average differences between
the annotated and automatically determined pointing origin and direction are
15.30 px and 2.95°, respectively. The former is mostly caused by the fact that
the system detects the center of the hand, instead of the finger. The latter is
due to the fact that the eye positions are estimated given the head-shoulder
detection (see [RPF08]), and that the bias introduced by the dominant eye is

7Please note that we re-annotated the original dataset to calculate the results presented
in this dissertation, because the original annotations only consisted of bounding boxes.
Accordingly, our results are not directly comparable to previously reported results [SRF10].

141



CHAPTER 4. ATTENTION WITH TOP-DOWN GUIDANCE

unaccounted for (see [BO06]). In some cases, the ray that originates from the
finger tip (i.e., the pointing origin) and follows the pointed direction does not
intersect the target object’s boundaries, i.e. it “misses” the object. The rate of
how often the object’s annotated boundary polygon is missed by the pointing ray
is 5.66 % for the annotated pointing information and 19.34 % for the automatic
detection.

E. Evaluation Measures

The fovea is responsible for detailed, sharp central vision. As such, it is essential
for all tasks that require visual details such as, most importantly, many recog-
nition tasks. However, the fovea itself comprises less than 1 % of the retinal
area and can only perceive the central 2° of the visual field. In the following, we
define that an object has been perceived or “focused”, if it or a part of it has been
projected onto the fovea. To make our evaluation independent of the recording
equipment and image resolution – an important aspect for our evaluation on
the Gaze@Flickr dataset (Sec. 4.4.2) –, we assume that a (hypothetical) human
observer sits in front of a display on which the image is shown in full screen
mode. This way, we can estimate the extent of the display’s – and thus the
image’s – area that would be projected onto the model observer’s fovea. Here, we
assume a circular fovea area and, thus, a circular model FoA. We approximate
the radius rFoA of the FoA on the display as follows

rFoA = tan(aFoA/2)

√
w2 + h2

D
d ,

�� ��4.25

where aFoA is the angle perceived by the fovea’s visual field, d is the distance
between the viewer’s eyes and the screen, and D is the display’s diameter. For
example, this results in an FoA radius of 7.5 px for a fovea angle of 2°, a viewing
distance of 65 cm – not untypical for office environments –, a 60.96 cm (24 inch)
display diagonal, and an image resolution of 320× 240px. In the following, we
define a fovea angle of 2°, a viewing distance of 65 cm, and a 24 inch display
diagonal for all evaluations.

We derive two related evaluation measures: The pixel hit rate (PHR) measures
how often the most salient pixel lies within the object boundaries (see [SS13a,
SF10a, SRF10]). The focus of attention hit rate (FHR) measures how often
the object is covered – and thus perceived – at least partially by the FoA (see
[SF10a, SRF10]). To compute the FoA hit rate (FHR), we calculate whether
the radial FoA and the annotated object’s boundary polygon collide. Here, the
assumption of an FoA area (i.e., FHR) instead of a simple FoA point (i.e., PHR)
has an important benefit: Since saliency models tend to highlight edges, the most
salient point is often related to the object’s boundaries and as a consequence can
be located just a bit outside of the actual object, very close to the boundary.

Additionally, we can calculate the FHR after shifting the focus of attention to
the next most salient region in the image. To this end, we inhibit the location
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Algorithm PHR FHR
∫
FHR NTOS

no pointing
Heuristic 7.54% 10.84% 0.238 2.094
CRF, no LDRC 9.43% 16.04% 0.257 2.110
CRF, w/ LDRC 10.38% 17.92% 0.246 2.045

pointing detected
Heuristic 59.91% 82.08% 0.838 7.425
CRF, no LDRC 80.66% 92.45% 0.879 9.727
CRF, w/ LDRC 81.60% 92.45% 0.874 9.734

pointing annotated
Heuristic 77.83% 88.68% 0.859 8.143
CRF, no LDRC 84.91% 91.98% 0.877 10.189
CRF, w/ LDRC 85.38% 92.92% 0.878 10.083

Table 4.3.: Target object detection performance on the PointAT dataset. A
description of the evaluation measures can be found in Sec. 4.3.1.E.

that has already been attended, i.e. we set the saliency of all pixels within the
current FoA to zero. Let FHR+k denote the FoA hit rate after k attentional
shifts, i.e. how frequently the target is perceived within the first k shifts of
attention. Then, we can integrate over the FHR+k until a given k ≤ n (in the
following, we set n = 10). We refer to this measure as

∫
FHR and it has the

advantage that it also reflects the cases in which the target object has not been
found after n shifts.
Furthermore, similar to the normalized scanpath saliency (NSS) saliency

measure (see Appx. C; [PIIK05, PLN02]), we calculate the mean saliency of
the pixels that are part of the object area to compare the target area’s saliency
to the background saliency. This measure has a different purpose than PHR
and FHR, because it does not directly evaluate the ability to focus the target
object. Instead, it measures how strong the target object is highlighted against –
i.e., separated from – the background. We call this measure normalized target
object saliency (NTOS). For this purpose, the saliency map is normalized to
have zero mean and unit standard deviation [PIIK05, PLN02], i.e. a NTOS of
1 means that the saliency in the target object area is one standard deviation
above average. Consequently, an NTOS ≥ 1 indicates that saliency map has
significantly higher saliency values at target object locations. An NTOS ≤ 0
means that the saliency does not predict a target object location better than
picking random image locations.

F. Evaluation Results

Procedure To train and evaluate our models, we use a leave-one-person-out
training procedure. Furthermore, we mirror the samples along the vertical axis
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(a) images

(b) masks

(c) without pointing information

(d) with groundtruth pointing information

Figure 4.10.: Examples of pointing gestures performed in the PointAT dataset
and CRF target region predictions.

to double the available image data. The CRF is trained with a grid resolution
of 381× 284 and a 4-connected neighborhood.

Results As can be seen in Tab. 4.3, CRFs provide a better predictive perfor-
mance than the heuristic baseline method (see Sec. 4.3.1.B). Most interestingly,
the CRF that we trained and tested with automatic gesture detections is able to
outperform the heuristic method even if the latter relies on groundtruth pointing
information. This shows that the CRF model is better capable to compensate
for the inaccuracy of automatically detected pointing gestures. Accordingly,
if we compare the performance of both methods with detected and annotated
pointing information, we can see that the relative performance difference of the
heuristic model is much higher than the performance difference for the CRF.
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Furthermore, we can see that LDRC in addition to our spectral features helps
us to improve the results of the overall approach.
To serve as a baseline, we asked human observers to guess the pointed-at

object and they were able to estimate the correct object for about 87 % of the
images [SRF10]. Accordingly, we can see that our model is able to come close
to this baseline in terms of PHR. However, we can also see that the FHR is in
fact higher than those 87 %. How can that be? Most importantly, in ambiguous
situations in which two potential target objects stand close to each other, the
predicted target object location tends to be between both objects or just on the
point of a border of one object that is closest to the other object. Thus, the
target object might not have been selected by the most salient pixel, but at least
a part of it is visible in the assumed FoA.

4.3.2. Language

Although pointing gestures are an important aspect of natural communication,
there exist ambiguous situations in which it is not possible to identify the correct
target object based on the pointing gesture alone. Instead, we commonly require
additional knowledge or a shared context with our interaction partner to make
the right assumptions about the referent. Although the combined use of gestures
and language depends on the referring persons [Piw07], linguistic and gestural
references can be seen to form composite signals, i.e. as one signal becomes more
ambiguous the speaker will less rely on it and compensate with the other (see,
e.g ., [Ban04, BC98, GRK07, KLP+06, LB05, Piw07, SKI+07]). Accordingly, we
now want to go a step further and not just react to pointing gestures, but also
integrate spoken information about a target object’s visual appearance. For this
purpose, we have to make it possible to use the available information to guide
the attention and highlight the intended target object.

A. Language Processing

To automatically determine spoken target information, we have to process and
analyze the spoken utterance to determine references to object attributes or
known objects. Before we proceed, please let us note that our intention is not to
implement perfect language processing capabilities. Instead, we only want to
assess how automatic – and thus sometimes faulty – extraction of target object
information can influence our model’s performance.

Target information Language often provides the discriminating context to
identify the referent amidst other potential target objects. Most importantly,
it is used to specify objects (e.g ., “my Ardbeg whisky package”), classes (e.g .,
“whisky package”), visually deducible attributes (e.g ., “red”, or “big”), and/or
relations (e.g ., “the cup on that table”). When directly referring to an object,
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this information is encoded in noun-phrases as pre-modifiers, if placed before
the head-noun, and/or as post-modifiers after the head-noun [BC98].
We focus on noun-phrases with adjectives and nouns acting as pre-modifiers

(e.g ., “the yellow cup” and “the office door”, respectively). We do not address verb
phrases acting as pre-modifiers (e.g ., “the swiftly opening door”), because these
refer to activities or events which cannot be handled by our attention models.
Furthermore, to avoid in-depth semantic analysis, we ignore post-modifiers which
typically are formed by clauses and preposition phrases in noun phrases (e.g .,
“the author whose paper is reviewed” and “the cup on the table”, respectively).

Parsing We determine the noun-phrases and their constituents with a shallow
parser which is based on regular expressions and was tested on the CoNLL-2000
Corpus [TB00]. Therefore, we trained a Brill tagger, which is backed-off by an
n-gram and regular expression tagger, on the Brown corpus [Fra79].

Extraction Once we have identified the referring noun-phrase and its con-
stituents, we determine the linguistic descriptions that can influence our attention
model. First, we match the adjectives against a set of known attributes and their
respective linguistic descriptions. Here, we focus on the 11 English basic color
terms [BK69]8. Furthermore, we try to identify references to known object enti-
ties. Therefore, we match the object specification (consisting of the pre-modifiers
and the head-noun) with a database that stores known object entities and their
(exemplary) specifications or names, respectively. We also include adjectives in
this matching process, because otherwise semantic analysis is required to handle
ambiguous expressions (e.g ., “the Intelligent Systems Book” or “the Red Bull
Can”). However, usually either attributes or exact object specification are used,
because their combined use is redundant. A major difficulty is that the use of
object specifiers varies depending on the user, the conversational context, and
the environment. Thus, we have to regard partial specifier matches, e.g . “the
Hobbits” equals “the Hobbits cookies package”. Obviously, the interpretation
of these references depends on the shared conversational context. Given a set
of known, possible, or plausible objects (depending on the degree of available
knowledge), we can treat this problem with string and tree matching methods
by interpreting each specifier as node in a tree. Consequently, we use an edit
distance to measure the similarity, see [EIV07], and apply a modified version of
the Levenshtein distance that is normalized by the number of directly match-
ing words. Then, we determine the best matching nodes in the tree of known
specifications. An object reference is detected, if all nodes in the subtree defined
by the best matching node belong to the same object and there do not exist
multiple modes with equal minimum distance that belong to different objects.

8Please note that we can easily train color term models for other color term sets (e.g ., to
integrate additional color terms or to work with different languages) [SF10b, SS12a].
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(a) “Give me the Hobbits cookies!”

(b) “There is my yellow black cup.”

Figure 4.11.: Example of neuron-based top-down modulation, left-to-right: the
images, their multimodal saliency maps, and the FoA shifts (the
initial FoA is marked blue). The presented approach reflects how
pointing gestures and verbal object references guide the perceptual
focus of attention toward the referred-to object of interest.

B. Neuron-based Saliency Model

To integrate visual saliency, pointing gestures, and spoken target object descrip-
tions, Schauerte and Fink introduced a top-down modulatable saliency model
[SF10a]. The model combines Navalpakkam’s idea of a modulatable neuron-based
model [NI07], which itself is based on ideas of Wolfe et al .’s GSM (see Sec. 2.1.1),
with the use of spectral saliency (see Sec. 3.2.1) to calculate the contrast of each
neuron’s response, see Fig. 4.11. In this model, each feature dimension j – e.g .
color, orientation, and lightness – is encoded by a population of Nj neurons
with overlapping Gaussian tuning curves (cf. Fig. 2.2) and for each neuron nij a
multi-scale saliency map sij is calculated. Therefore, we calculate the response
nij(I

m) of each neuron for each scale m of the input image I and use spectral
whitening, see Sec. 3.2.1, to calculate the feature maps

smij = g ∗F−1
{
ei Φ(F{nij(Im)})} �� ��4.26

with the Fourier-Transform F , the Phase-Spectrum Φ, and an additional 2D
Gaussian filter g. Then, we normalize these single-scale feature maps and use a
convex combination in order to obtain the cross-scale saliency map sij

sij =
∑
m∈M

wmijN
(
smij
) �� ��4.27

with the weights wmij and the normalization operator N . The latter performs a
cross-scale normalization of the feature map range, attenuates salient activation
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spots that are caused by local minima of nij(Im), and finally amplifies feature
maps with prominent activation spots (cf . [IK01b]). However, since we do not
incorporate knowledge about the size of the target, we define the weights wmij as
being uniform, i.e. ∑

m∈M

wmij = 1 .
�� ��4.28

The multi-scale saliency maps sij of each individual neuron are then combined
to obtain the conspicuity maps sj and the final saliency map SB

sj =

Nj∑
i=1

wijsij and SB =
N∑
i=1

wjsj ,
�� ��4.29

given the weights wj and wij.
These weights are chosen in order to maximize the signal-to-noise ratio (SNR)

between the expected target and distractor saliency (ST and SD)

SNR =
IEθ‖T [ST ]

IEθ‖D[SD]
,

�� ��4.30

given known models of the target and distractor features (i.e., θ‖T and θ‖D).
Therefore, we need to predict the SNR for each neuron (i.e., SNRij) and feature
dimension (i.e., SNRj) to obtain the optimal weights wij and wj according to

wij =
SNRij

1
n

∑n
k=1 SNRkj

and wj =
SNRj

1
N

∑N
k=1 SNRk

,
�� ��4.31

as has been proposed by Navalpakkam and Itti [NI06].
The SNR calculation is critical for this model, especially since we aim at using

general models for saliency modulation that can also be applied for recognition
and naming of objects. This stands in contrast to most prior art, in which saliency
modulation was directly learned from target image samples (e.g . [Fri06, IK01b,
NI07]; cf . [FRC10]). In our implementation, we use probabilistic target and
distractor feature models (i.e., p(θ‖T ) and p(θ‖D), respectively) and calculate
SNRij and SNRj according to

SNRij =

[
IEθ‖T,I [sij]
IEθ‖D,I [sij]

]α
and SNRj =

IEθ‖T,I [sj]
IEθ‖D,I [sj]

,
�� ��4.32

where IEθ‖T,I [sij] and IEθ‖D,I [sij] is the expected saliency, according to the cal-
culated neuron saliency map sij, of the respective feature model in image I.
Here the constant exponent α is an additional parameter that influences the
modulation strength. This is especially useful when dealing with smooth feature
models, e.g . color term models (see, e.g ., Fig. 4.12), to force a stronger modula-
tion. Analogously, IEθ‖T,I [sj ] and IEθ‖D,I [sj ] is the expected target and distractor
saliency, respectively, for the calculated conspicuity map sj, see Eq. 4.29.
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(a) Known target object’s model view and its segmentation
mask obtained with color spatial variance.

(b) Marginal distributions of the target object’s HSL color model.

(c) Uniform combination of the “red” and “blue” color term models.

Figure 4.12.: An example of the automatic acquisition of a target object’s color
models from a model view, see (a) and (b). For comparison, a
combined color term target model for “red” and “blue”, see (c).

C. Target Information and Models

Since our neuron-based saliency model requires to calculate an expected SNR
to highlight the target object, we require the target feature information in a
probabilistic model. In the following, we explain our three sources of target
feature information. First, target color terms (e.g ., “red”) that we learn from web
images. Second, target objects that are generated from images in a target object
database, i.e. a set of known objects. Third, information about distracting
features such as the color of the background or potential clutter.

Colors The color models p(θ‖Tcolor), see e.g . Fig. 4.12, are learned using the
Google-512 dataset [SF10b], which was gathered from the Internet for the 11
English basic color terms (see Sec. 4.1.1.B). Therefore, we use probabilistic latent
semantic analysis with a global background topic and a probabilistic HSL color
model [SF10b]. The latter reflects the different characteristics of real-world
images and images retrieved from the Internet. Here, we use HSL as color space,
because the color channels are decoupled and thus support the use of independent
neurons for each channel. However, since color term models are as general as
possible, we can in general not expect as strong modulation gains as with specific
target object models.
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Objects If we have access to an image of a target object (e.g ., the close-up
object views that are part of the ReferAT dataset’s object database), we can
calculate object-specific target feature models p(θ‖Tobj). For this purpose, we
exploit that the target objects are usually well-centered in the model views and use
the color spatial variance – i.e., a known salient object detection feature [LSZ+07]
– to perform a foreground/background separation, see Fig. 4.12. Additionally, the
acquired segmentation mask is dilated to suppress noise and omit background
pixels around the object boundaries. Then, we calculate p(θ‖Tobj) as the feature
distribution of the foreground image pixels. If we have access to multiple views
of the same object, we use a uniform combination to combine the models.

Distractors In the absence of a pointing gesture, the model of distracting
objects and background of each image p(θ‖DI) is estimated using the feature
distribution of the whole image. Thus, we roughly approximate a background
distribution and favor objects with infrequent features. In the presence of a
pointing gesture, it is beneficial to incorporate that pointing gestures narrow the
spatial domain in which the target object is to be expected. Consequently, we
focus the calculation of the distractor feature distribution p(θ‖DI) on the spatial
region that was indicated by the pointing gesture. Therefore, we calculate a
probabilistic map – similarly to the pointing cone, see Eq. 4.12, but with an
increased variance σ2

c – to weight the histogram entries when calculating the
feature distribution p(θ‖DI). However, since in both cases the target object is
part of the considered spatial domain, the distractor feature models are smoothed
to avoid suppressing useful target features during the modulation.

D. Conditional Random Field

We rely on the same conditional random field structure that has been explained
in Sec. 4.3.1.C and just adapt the features. Here, we rely on the same target
information as the neuron-based approach, see Sec. 4.3.2.C.

Features One of the major advantages of our machine learning based approach
with CRFs is that it is very simple to include additional features and thus target
information. To incorporate information about the target object’s appearance,
we rely on the probabilistic target models that we introduced for the neuron-
based approach (see Sec. 4.3.2.C). Therefore, after scaling the image to the
CRF’s grid size, we calculate the target probability, i.e., p(θ‖Tcolor) or p(θ‖Tobj),
at each image pixel and append the probability to the unary feature vector at
the corresponding CRF grid location.

E. The ReferAT Dataset

To evaluate how well multimodal – here, pointing gestures and spoken language
– references guide computational attention models, we collected a dataset which
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Figure 4.13.: Representative object references in our ReferAT evaluation dataset.
Depicted are some exemplary images with the corresponding binary
target object masks that we can generate based on the annotated
target object boundaries.
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contains 242 multimodal referring acts that were performed by 5 persons referring-
to a set of 28 objects in a meeting room [SF10a], see Fig. 4.13. This limited
set of objects defines a shared context of objects that are plausible in the scene
and can be addressed. We chose the objects from a limited set of classes (most
importantly: books, cups, packages, and office utensils) with similar intra-class
attributes, i.e. size and shape. Thus, in most situations, object names and colors
are the most discriminant verbal cues for referring-to the referent. Please note
that the limited number of classes further forces the participant to use specifiers
to address the objects, because the object class information alone would often
lead to ambiguous references.

Hardware Setup The hardware setup is identical to the PointAT dataset’s
hardware setup, see Sec. 4.3.1.D. The dataset was recorded using a monocular
Sony EVI-D70P pan-tilt-zoom camera. The camera provides images in approxi-
mately PAL resolution (762× 568 px), and offers an optical zoom of up to ×18.
Its wide horizontal opening angle is 48°. The camera was mounted at eye height
of an averagely tall human to reflect a human-like point of view [MFOF08].

Procedure We intended to obtain a challenging dataset. Thus, we allowed the
participants at every moment to freely change their own position as well as select
and arrange the objects that are visible in the scene, see Fig. 4.13. Furthermore,
after we explained that our goal is to identify the referent, we even encouraged
them to create complex situations. However, naturally the limited field of view
of the camera limits the spatial domain, because we did not allow references to
objects outside the field of view. Furthermore, we asked the participants to point
with their arms extruded, because we use the line-of-sight to estimate pointing
direction [RPF08, Ban04] and do not evaluate different methods to determine
the pointing direction (cf . [NS07]). In order to verbally refer to an object, the
participants were allowed to use arbitrary sentences. But, since the participants
often addressed the object directly, in some cases only a noun phrase was used
in order to verbally specify the referent.
We manually transcribed the occurring linguistic references to avoid the

influence of speech recognition errors. Furthermore, we annotated the dominant
eye, the pointing finger, and the resulting pointing direction. Accordingly, we
are able to assess the quality of the automatically recognized pointing gesture
and its influence on the detection of the referent. Additionally, for each linguistic
reference, we annotated the attributes, target object, and whether the specific
target object can be recognized without the visual context of the complementary
pointing gesture (e.g . “the cup” vs. “the Christmas elk cup”).

Object Database To make it possible to highlight a known target object
as well as to enable object recognition, we collected a database that contains
images of all objects that have been referenced in the dataset. For this purpose,
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(a) (b)

Figure 4.14.: Exemplary acquisition of an object model for the ReferAT dataset’s
object database. The trainer points to an objects that is then auto-
matically identified (a). Then, the system automatically estimates
the target object’s size and uses the camera’s zoom functionality
to obtain a close-up image (b).

we used our automatic pointing reference resolution system in a learning mode
(see Sec. 4.3.1.B). We placed each object that had to be learned at a position
where the pointing reference was unambiguous. Then, we referred to the object
via a pointing gesture and a verbal specification. Our system then used the
pointing gesture to identify the referred-to object, applied segmentation based
on maximally stable extremal regions (MSER) [MCUP04] to roughly estimate
the object boundaries, and zoom toward the object to obtain a close-up view for
learning. These close-up views acquired are stored in a database, in which they
are linked with the verbal specification.

Dataset Properties On average the target object occupies 0.70 % of the
image area. Naturally, due to the experimental environment, the target object
locations are concentrated in the lower half of the image, i.e. the table area.
The average differences between the annotated and automatically determined
pointing origin and direction are 12.50 px and 3.92°, respectively. Again, the
former is caused by the fact that the system is based on the hand’s center
and not the finger. The latter, again, is due to the fact that the eye positions
are estimated given the head-shoulder detection. In some cases, the ray that
originates from the finger tip (i.e., pointing origin) and follows the pointed
direction does not intersect the target object’s boundaries and misses the object.
The rate of how often the object’s annotated boundary polygon is missed by the
pointing ray is 7.85 % for the annotated pointing information and 26.03 % for
the automatic detection.
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(a) images

(b) masks

(c) w/o pointing, w/o language

(d) w/o pointing, with language

(e) with pointing, w/o language

(f) with pointing, with language

Figure 4.15.: Representative object references in the ReferAT dataset and CRF
target region predictions (with groundtruth pointing information
and LDRC as additional feature).
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No language
Algorithm PHR FHR

∫
FHR NTOS

no pointing
Neuron-based – 9.90% – –
CRF, no LDRC 6.61% 18.60% 0.307 1.767
CRF, w/ LDRC 5.37% 19.83% 0.339 1.808

pointing detected
Neuron-based – 46.30% – –
CRF, no LDRC 28.51% 59.92% 0.708 4.565
CRF, w/ LDRC 27.69% 64.05% 0.722 4.627

pointing annotated
Neuron-based – 51.20% – –
CRF, no LDRC 33.47% 69.42% 0.769 5.511
CRF, w/ LDRC 33.06% 69.83% 0.779 5.535

Table 4.4.: Target object detection performance on the ReferAT dataset without
spoken target object information. A description of the evaluation
measures can be found in Sec. 4.3.1.E.

F. Evaluation Results

Procedure and parameters To train and evaluate our models, we use a leave-
one-person-out training procedure. The CRF is trained with a grid resolution of
381× 284 and a 4-connected neighborhood.

As a reference for the neuron-based model, which we have described in detail
in Sec. 4.3.2.B, we use the results reported by Schauerte and Fink [SF10a]. Since
the performance of the CRF is a substantially better than the neuron-based
model (the CRF’s PHR is often higher than the neuron-based model’s FHR),
we refrain from (re-)evaluating the neuron-based model to calculate PHR and∫
FHR. Schauerte and Fink’s model was based on the hue, saturation, lightness,

and orientation as feature dimensions. Each feature dimension had a sparse
population of 8 neurons. The SNR exponent α was set to 2.
The language processing correctly detected 123 of 123 color references and

123 of 143 references to specific objects (e.g ., as negative example: “the tasty
Hobbits” as reference to the “the Hobbits cookies package” was not detected; for
comparison, as non-trivial positive matching samples, “valensina juice bottle”
and “ambient intelligence algorithms book” have been matched to “valensina
orange juice package” and “algorithms in ambient intelligence book” in the
data base, respectively). Most importantly, the specifier matching of object
descriptions made only one critical mismatch (“the statistical elements book”
has been matched to “the statistical learning book” instead of “the elements
of statistical learning book”). Since wrong target information will lead us to
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Detected language
Algorithm PHR FHR

∫
FHR NTOS

no pointing
Neuron-based – 15.70% – –
CRF, no LDRC 24.38% 33.88% 0.467 3.270
CRF, w/ LDRC 24.79% 37.19% 0.463 3.318

pointing detected
Neuron-based – 50.00% – –
CRF, no LDRC 55.37% 72.73% 0.783 6.551
CRF, w/ LDRC 52.48% 75.21% 0.801 6.497

pointing annotated
Neuron-based – 63.20% – –
CRF, no LDRC 66.12% 80.17% 0.830 7.377
CRF, w/ LDRC 65.29% 81.41% 0.834 7.355

Table 4.5.: Target object detection performance on the ReferAT dataset with
automatically determined spoken target object information. A de-
scription of the evaluation measures can be found in Sec. 4.3.1.E.

highlight the wrong image areas, this is an important aspect and the reason why
we chose such a cautious matching method as described in Sec. 4.3.2.A.

Results We present the results for different target information conditions
in separate tables. Tab. 4.4 shows the results without any linguistic target
information, Tab. 4.5 contains the results obtained with automatically determined
target object information, and Tab. 4.6 provides the results achieved with
groundtruth target information. Each table presents the results achieved without
pointing information, with detected pointing information, and with groundtruth
pointing information.
First of all, we can notice that the CRFs accurately segmented the target

object in most “simple” object arrangements such as in the PointAT dataset, see
Fig. 4.10, but they can only predict rough salient regions of interest in complex
situations, see Fig. 4.15.
If we use FHR as key evaluation measure – as has been done by Schauerte

and Fink [SF10a] –, then the integration of LDRC as a CRF feature clearly
improves the results. However, in contrast, the performance as quantified by
PHR decreases when LDRC is integrated, at least if pointing information is
integrated. This stands in contrast to our results on PointAT and can most
likely be explained by the fact that LDRC seems to be unable to highlight a
single object in a dense cluster of distractors, which is not surprising given its
definition. But, it often highlights small clusters of spatially close objects in
which the target object is contained, which increases in FHR while it decreases
PHR.
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Groundtruth language
Algorithm PHR FHR

∫
FHR NTOS

no pointing
Neuron-based – 16.50% – –
CRF, no LDRC 19.83% 30.58% 0.424 2.951
CRF, w/ LDRC 19.42% 34.71% 0.452 3.022

pointing detected
Neuron-based – 54.10% – –
CRF, no LDRC 54.13% 72.31% 0.780 6.351
CRF, w/ LDRC 47.93% 73.55% 0.794 6.181

pointing annotated
Neuron-based – 59.90% – –
CRF, no LDRC 63.63% 82.23% 0.837 7.206
CRF, w/ LDRC 60.74% 84.71% 0.842 7.069

Table 4.6.: Target object detection performance on the ReferAT dataset with
groundtruth spoken target object information. A description of the
evaluation measures can be found in Sec. 4.3.1.E.

In any case, CRFs clearly outperform the neuron-based model, often by more
than a 20 % higher FHR. In fact, the performance of the CRFs with detected
pointing information often even outperform the performance of the neuron-based
model with groundtruth pointing information, although the use of detected
pointing information leads to a substantial drop in the overall performance.
The performance difference that is caused by the use groundtruth and detected
pointing information can be explained by the imprecision of the detected pointing
origin and pointing direction – see the dataset property discussion in Sec. 4.3.2.E
–, which often causes the pointing ray to miss the intended target object.

Since pointing gestures substantially limit the spatial area in which we expect
target objects, it is intuitively clear that the integration of pointing gestures sub-
stantially improves the performance under all three target information conditions
(i.e., no language, automatically extracted spoken target object information, and
annotated target information, see Tab. 4.4, 4.5, and 4.6, respectively; compare
“no pointing” to “pointing detected” and “pointing annotated”).

The integration of language also substantially improves the performance on
its own, i.e. without accompanying pointing gestures (compare Tab. 4.4 to
Tab. 4.5 and 4.6). Here, we have to differentiate between our two types of
target information, i.e. the knowledge of the target object itself or just a color
description. To further investigate this aspect, we labeled the color attributes
for all objects in the ReferAT dataset. This way, we can train and test CRFs
that are always given the correct target object or the correct target object’s
color term models. As we can see in Tab. 4.7, if we use the exact target object
model, we achieve a better performance compared to the object’s color attribute
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(a) target object

Groundtruth object
Algorithm PHR FHR

∫
FHR NTOS

no pointing
CRF, no LDRC 25.62% 39.26% 0.480 3.265
CRF, w/ LDRC 24.79% 39.67% 0.477 3.317

pointing annotated
CRF, no LDRC 71.49% 88.84% 0.860 7.614
CRF, w/ LDRC 70.66% 90.50% 0.864 7.490

(b) target color

Groundtruth color
Algorithm PHR FHR

∫
FHR NTOS

no pointing
CRF, no LDRC 21.07% 31.82% 0.425 3.039
CRF, w/ LDRC 19.42% 34.30% 0.436 3.043

pointing annotated
CRF, no LDRC 60.33% 83.88% 0.844 6.997
CRF, w/ LDRC 59.09% 82.23% 0.838 6.930

Table 4.7.: Target object detection performance on the ReferAT dataset given
the groundtruth target object model or the appropriate color term
model, see Fig. 4.12. A description of the evaluation measures can
be found in Sec. 4.3.1.E.

description. This could have been expected, because the color term models are
general and not as specific and discriminative as the visual target object models,
see Fig. 4.12. Nevertheless, target color term models can guide the attention
and lead to substantially better results than models without any verbal target
object information (compare Tab. 4.7 to Tab. 4.4).
Finally, the combination of both modalities leads to further improvements

compared to each unimodal result (see Tab. 4.4, Tab. 4.5, Tab. 4.6, and Tab. 4.7)
This observation confirms that the guidance provided by the individual modalities,
i.e. pointing gestures and verbal descriptions, complement each other. This
could be expected, because in our scenario both modalities provide different
types of information: The pointing gestures guide the attention toward spatial
areas of interest, along their spatial corridor of attention. The verbal description
provide information about the target object’s visual appearance that help to
discriminate the object from the background and surrounding clutter.
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4.4 Gaze Following in Web Images

In the previous Sec. 4.3, we have focused on a typical HRI task with an evaluation
in a laboratory environment. In the final technical section of this thesis, we will
address a topic that we are not even close to solving. However, it represents the
logical consolidation of the work that we presented in previous sections. We will
show how we can use the methods that we developed to interpret attentional
signals in HRI to implement gaze following in web images. In other words,
we try to identify the object that is being looked at in images that have been
composed by human photographers. Accordingly, we transfer and combine our
approaches from previous sections and use conditional random fields with features
such as, most importantly, a probabilistic corridor of interest that encodes the
gaze direction, spectral saliency detection, and locally debiased region contrast
saliency with an explicit center bias.
Internet image collections and datasets pose many challenges compared to

data that is acquired in controlled laboratory environments. For example, we
have to cope with an extreme variety in the depicted objects and environments,
image compositions, and lighting conditions, see Fig. 4.16. The challenges that
arise with such data are also responsible for the fact that even today there does
not exist a computer vision algorithm that is able to reliably estimate a gaze
direction on the dataset that we present in this section. However, especially the
variety of target objects makes it particularly interesting to test our concepts on
web images, because our saliency-based approach does not require hundreds or
thousands of object detectors to detect all kinds of objects. Furthermore, we are
convinced that any approach that we develop on this particularly challenging data

Figure 4.16.: Example Gaze@Flickr images to illustrate the complexity and
variance in the dataset.
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will perform even better in simpler scenarios. For example, depth data would
undoubtedly assist the identification and segmentation of the target objects, and
information about the type and location of potential target objects could serve
as valuable prior.

4.4.1. Approach

In principle, we rely on the same methodology as for pointing gestures, see
Sec. 4.3.1.

A. Spatial Gaze Target Probability

In principle, gaze serves the same purpose as pointing, i.e. to direct the attention
to certain parts of the image. Analogue to Eq. 4.12, we represent the observed
gaze direction’s attention corridor as

pG(x) = p(α(x, o)|d, o) = N (0, σ2
c ) .

�� ��4.33

Here, α(x, o) is the angle between the vector from the eyes o to the image point x
given the gaze direction d, and σ encodes the assumed gaze direction inaccuracy
or uncertainty. This equation represents the probability pG(x) that the object at
point x in the image is being looked-at and defines our probabilistic corridor of
attention.

B. Heuristic Integration

Again, see Sec. 4.3.1.B, we implement a heuristic approach to serve as a baseline
for our CRFs. Given pG(x), see Eq. 4.33, we calculate the top-down gaze map

St(a, b) = pG(x)
�� ��4.34

with x = (a, b). Then, we use QDCT to calculate the visual saliency map Sb

based on the PCA decorrelated CIE Lab color space, see Sec. 3.2. The saliency
map Sb is normalized to [0, 1]. The final heuristic saliency map S is defined as

S = Sb ◦ St ,
�� ��4.35

where ◦ represents the Hadarmard product.

C. Conditional Random Field

The CRF relies on the same structure, learning method, and prediction method
as in the previous section (Sec. 4.3).
As unary image-based features, we include the following information at each

CRF grid point: First, we include each pixel’s normalized horizontal and vertical
image position in the feature vector. Second, we directly use the pixel’s intensity
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value after scaling the image to the CRF’s grid size. Third, we include the
scaled probabilistic gaze cone, see Sec. 4.3.1.A. Then, after scaling each saliency
map to the appropriate grid size, we append QDCT saliency maps based on the
PCA decorrelated Lab color space (see Sec. 3.2.1) at three scales: 96 × 64px,
168×128 px, and 256×192 px. Furthermore, we either include the RC’10, LDRC,
or LDRC+CB saliency map, see Sec. 4.2.

Again, as CRF edge features, we use a 1-constant and 10 thresholds to encode
the color difference of neighboring pixels. Then, we multiply the existing features
by an indicator function for each edge type (i.e., vertical and horizontal), which
allows to parametrize vertical and horizontal edges separately.

4.4.2. The Gaze@Flickr Dataset

To evaluate the ability to identify at which object a person is looking in web
images, we collected a novel dataset that we call Gaze@Flickr. Our dataset itself
is based on the MIRFLICKR-1M dataset9 [HTL10], which consists of 1 million
Flickr images under the Creative Commons license. We collected and annotated
our dataset in several, subsequent steps:

1. First, we inspected all MIRFLICKR-1M images and selected the images
that show at least one person who gazes at something10.

2. Then, we selected a subset of 1000 images, for which we outlined the
heads/faces of up to three persons.

3. For each annotated head/face region, we annotated the gaze direction
under two viewing conditions:

a) First, we annotated the gaze direction while being able to see the
whole image. We call this the “full” condition.

b) Second, we annotated the gaze direction while only being shown the
face/head region. For this purpose, the other parts of the image were
shown as being black. We call this the “blank” condition.

4. Then, for each face/head with an annotated gaze direction, we annotated
the boundary of the object at which the person is looking, see Fig. 4.17.
In some cases the target object was either “ambiguous” (i.e., the target
was not visible or there were several equally plausible target objects) or –
most likely – “outside” the image (i.e., not depicted in the image). In both
cases, we were unable to label the target object and instead just tagged
the images accordingly.

9http://press.liacs.nl/mirflickr/
10During this process, we also collected all images that depict persons pointing at something.

However, we could not find a sufficient number of such images to build a “pointing gestures
in the wild dataset”.
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Figure 4.17.: Representative object references in our Gaze@Flickr dataset. De-
picted are some exemplary images with their corresponding binary
target object masks that we can generate based on the annotated
target object boundaries.
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In total, our dataset contains 863 images that depict 1221 annotated gaze
references, excluding gaze samples with unclear or out-of-sight targets.

Properties On average the target object occupies 4.33 % of the image area,
which makes the objects substantially larger compared to the target objects in
the PointAT (0.58 %) and ReferAT (0.70 %) datasets. However, at the same
time, the objects are also considerably smaller compared to the MSRA dataset
(18.25 %). As could be expected, the gaze annotation viewing condition (i.e.,
full or blank) influences the annotated gaze directions. The average difference
between the annotated directions is 12.10°. Similar to pointing gestures, the ray
that originates from the eyes (i.e., gaze origin) and follows the gaze direction can
miss the target object’s polygon. The rate of how often the object’s annotated
target polygon is missed depends substantially on the viewing condition: The
rays that were annotated under the full condition miss only 4.67 % of the target
objects, while the rays under the blank conditions miss 26.94 % of the targets,
i.e. 5.76× more often. This, in combination with the substantial deviation of
annotated gaze directions, demonstrates the important influence that context
information – i.e., the information about potential target objects – can have on
gaze estimates made by humans.

4.4.3. Evaluation

A. Procedure and Parameters

To train and evaluate our CRFs, we follow a 5-fold cross-validitation procedure.
Accordingly, we have about 976 training images and 244 test images for each
fold. The CRF is trained with a grid resolution of 300× 300 and a 4-connected
neighborhood.

We have to rely on the two annotated gaze directions in the evaluation. This
is due to the fact that there does not exist a computer vision method that is
able to reliably produce gaze estimates on our Gaze@Flickr dataset. Accordingly,
since we can not estimate a gaze direction uncertainty or inaccuracy, we use a
fixed probabilistic gaze cone σ of approximately 14°, i.e. 0.25 rad.

B. Measures

We use all evaluation measures for salient object detection and focus of attention
selection that we have used in Sec. 4.2.3.B and Sec. 4.3.1.E, respectively.

C. Data Analysis

Do people look at salient things? An interesting question is whether or
not the objects that people are looking at are already perceptually salient (the
opposite question would be “Do people in images frequently look at objects
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(a) images

(b) masks

(c) CRF with QDCT & LDRC+CB

(d) CRF with QDCT & LDRC

(e) CRF with QDCT & LDRC, no gaze information

Figure 4.18.: Example predictions of our CRFs on the Gaze@Flickr dataset.
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(a) images

(b) masks

(c) CRF with QDCT & LDRC+CB

(d) CRF with QDCT & LDRC

(e) CRF with QDCT & LDRC, no gaze information

Figure 4.19.: Example predictions of our CRFs on the Gaze@Flickr dataset.
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Figure 4.20.: Quantile-quantile (Q-Q) plots of the angles versus a uniform dis-
tribution (a), radii versus a half-Gaussian distribution (b), trans-
formed radii (see Sec. 4.2.2.B) versus a normal distribution (c).
Compare to the Q-Q plots on MSRA in Fig. 4.5.

that do not pop-out from the background?”). We can use the NTOS evaluation
measure to investigate this question, see Sec. 4.3.1.E. NTOS compares the mean
saliency at target object location to the mean saliency of the background. The
measure is normalized in terms of the standard deviation of the saliency values.
Thus, NTOS ≤ 0 means that the saliency at the target object’s location is not
higher compared to the background, whereas an NTOS of 1 means that the
saliency in the target object area is one standard deviation above average.

For this purpose, we calculated the visual saliency of several algorithms without
gaze integration, see Tab. 4.8. Apparently, the NTOS is substantially higher
than 0 for almost all evaluated visual saliency algorithms. This means that
people in photographs often look at objects that are perceptually salient. It is in
fact very interesting that visual saliency algorithms seem so capable to highlight
the target objects, because it indicates that the images are composed in a way
that the gaze of persons that view the image is likely to be attracted by the
target image regions (see Sec. 3.2). The fact that AC’09 has a negative NTOS
can be explained by the fact that the target objects are too small and non-target
areas too heterogeneous for Achanta’s simple approach [AHES09].

Are the target locations center biased? Since Gaze@Flickr is composed
of web images, we can expect that the data is influenced by photographer biases
(see Sec. 4.2). If we look at the results in Tab. 4.8, we can answer this question
without an empirical analysis. Without integrated gaze information, LDRC+CB
performs better than LDRC with respect to almost all evaluation measures. This
indicates that the data is center biased. However, the target object location
radii do not follow a Gaussian distribution, see Fig. 4.20. In fact, we can reject
the hypothesis of a Gaussian distribution with separate tests such as, e.g ., the
Jarque-Bera test (p = 0.001). This could be expected, because in a considerable
number of images the gazing person is in the image’s center and not the target
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Method PHR FHR
∫
FHR NTOS Fβ F1

∫
ROC

no gaze
center bias 8.44% 12.37% 0.1531 0.6231 0.0664 0.0948 0.5959
heuristic, CCH’12 12.20% 15.48% 0.3201 0.7212 0.0844 0.1063 0.6812
heuristic, GBVS’07 13.92% 19.08% 0.2209 0.8983 0.0642 0.0920 0.5775
heuristic, IK’98 13.35% 18.26% 0.2140 0.8711 0.0684 0.0974 0.6065
heuristic, PFT’07 11.71% 15.15% 0.3136 0.8240 0.0856 0.1059 0.7061
heuristic, DCT’11 12.29% 15.89% 0.3167 0.8440 0.0802 0.1035 0.6782
heuristic, EPQFT 11.06% 14.17% 0.3223 0.8369 0.0869 0.1090 0.7079
heuristic, QDCT 11.63% 15.23% 0.3256 0.8625 0.0833 0.1066 0.6905
heuristic, AC’09 2.54% 3.44% 0.0973 -0.1437 0.0480 0.0656 0.4575
heuristic, MSSS’10 10.48% 13.60% 0.2534 0.5087 0.0762 0.0969 0.6215
heuristic, RC’10 12.29% 17.12% 0.2434 0.6270 0.0774 0.1002 0.6603
heuristic, LDRC 11.06% 14.91% 0.2248 0.5354 0.0706 0.0930 0.6463
heuristic, LDRC+CB 13.35% 17.94% 0.2501 0.7180 0.0775 0.1063 0.6569
heuristic, QDCT+LDRC+CB 11.47% 14.99% 0.3321 0.9291 0.0848 0.1097 0.6993
CRF, QDCT 8.51% 14.94% 0.2079 0.7330 0.0815 0.0890 0.5583
CRF, QDCT & RC’10 11.08% 19.98% 0.2741 0.9204 0.1019 0.1188 0.6215
CRF, QDCT & LDRC 9.79% 16.12% 0.2319 0.8158 0.0898 0.1045 0.5945
CRF, QDCT & LDRC+CB 14.34% 22.55% 0.3116 0.9851 0.1116 0.1285 0.6608

gaze “blank”
heuristic, QDCT 28.91% 38.17% 0.5634 1.9352 0.1234 0.1561 0.7590
heuristic, RC’10 24.24% 34.23% 0.5028 1.6816 0.1212 0.1526 0.7580
heuristic, LDRC 24.08% 33.66% 0.4868 1.5990 0.1181 0.1514 0.7668
heuristic, LDRC+CB 24.16% 34.64% 0.5013 1.6915 0.1265 0.1632 0.7573
heuristic, QDCT+LDRC+CB 29.89% 39.48% 0.5956 2.0258 0.1264 0.1603 0.7619
CRF, QDCT 29.48% 45.80% 0.5228 1.8771 0.2053 0.2314 0.8068
CRF, QDCT & RC’10 33.63% 49.75% 0.5709 1.9805 0.2108 0.2387 0.8216
CRF, QDCT & LDRC 31.75% 48.76% 0.5644 1.9703 0.2121 0.2381 0.8180
CRF, QDCT & LDRC+CB 34.72% 52.62% 0.6053 2.0509 0.2226 0.2466 0.8303

gaze “full”
heuristic, QDCT 32.76% 42.10% 0.6303 2.2066 0.1314 0.1655 0.7715
heuristic, RC’10 31.20% 42.75% 0.5971 1.9711 0.1317 0.1650 0.7739
heuristic, LDRC 31.29% 42.26% 0.5817 1.8760 0.1308 0.1618 0.7858
heuristic, LDRC+CB 30.96% 42.59% 0.5816 1.9951 0.1388 0.1782 0.7741
heuristic, QDCT+LDRC+CB 34.64% 45.37% 0.6715 2.3198 0.1350 0.1705 0.7741
CRF, QDCT 40.06% 57.67% 0.6572 2.5321 0.2579 0.2923 0.8887
CRF, QDCT & RC’10 43.62% 65.18% 0.7114 2.6589 0.2652 0.2970 0.8932
CRF, QDCT & LDRC 43.62% 62.61% 0.6957 2.5936 0.2628 0.2963 0.8903
CRF, QDCT & LDRC+CB 44.02% 66.17% 0.7263 2.7071 0.2712 0.3024 0.8981

Table 4.8.: Target object detection performance on the Gaze@Flickr dataset. A
description of the evaluation measures can be found in Sec. 4.3.1.E.
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object. Nonetheless, our Gaussian center bias achieves a better performance
than RC’10’s intrinsic bias, see Tab. 4.8.

D. Results

Our quantitative evaluation results are shown in Tab. 4.8 and example CRF
predictions are depicted in Fig. 4.18 (portraits) and Fig. 4.19 (landscapes).
We would like to start with a short reminder that we rely on two classes of

evaluation measures: First, measures that evaluate the ability to focus the target
object (PHR, FHR, and

∫
FHR). Second, measures that mainly evaluate the

saliency map’s ability to separate the target object from the background (NTOS,
Fβ, F1, and

∫
ROC). At this point, we would like to explain one of the reasons,

why we did not employ the Fβ and F1 measure in Sec. 4.3. As we can see in
Tab. 4.8, the Fβ and F1 values are substantially smaller compared to the values
that we observed on the MSRA dataset, see Tab. 4.1. This is related to the
smaller target object size, because the errors made for the background pixels
have a stronger influence on the evaluation measure for smaller target object
sizes. If we consider that the target objects in the PointAT and ReferAT dataset
are even smaller, it is understandable that the evaluation measures lose their
informative value on these datasets.
Without integrated gaze information and without CRFs, we can see that

QDCT exhibits a better salient object detection performance (i.e., Fβ, F1,
and

∫
ROC) than the region contrast algorithms (i.e., LDRC, LDRC+CB, and

RC’10), whereas LDRC+CB and RC’10 provide a better performance in terms
of PHR and FHR. Here, we can observe the influence of the center bias, because
LDRC exhibits a lower performance than RC’10, LDRC+CB and, as a sidenote,
also QDCT. If we integrate gaze, it is evident that QDCT is superior in terms of
all evaluation measures that are related to the FoA on the basis of the “blank”
gaze annotation. Furthermore, LDRC+CB provides a better performance with
the “full” gaze annotation in terms of salient object detection evaluation measures.
However, this situation is not perfectly consistent over both gaze annotations.

Similar to our experience with pointing gestures and spoken target information
(see Sec. 4.3.1 and Sec. 4.3.2; “detected” vs “annotated”), we can observe that
the evaluated CRFs are often able to provide a better performance with the
“blank” gaze annotation than the heuristic baselines with the “full” gaze direction,
especially in terms of salient object detection (i.e., Fβ, F1, and

∫
ROC). This

comes at no surprise, since CRF are well known for their good performance in
various image segmentation tasks, see Sec. 4.1.2.A. If we compare the CRFs to
the heuristic method with the same gaze annotation, we can see that the CRFs
outperform the heuristic gaze integration by a considerable margin, see Tab. 4.8.
Since we want to integrate our work on salient object detection and visual

saliency, we investigate the performance that we can achieve when we let the
CRFs combine QDCT with LDRC, LDRC+CB, or RC’10. To serve as a heuristic
baseline, we present the results that we can achieve with a linear integration of the
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saliency maps of QDCT and LDRC+CB (i.e., “QDCT + LDRC+CB”). As can be
seen in Tab. 4.8, the CRFs that use the saliency maps of QDCT and LDRC+CB as
features are able to achieve a considerably higher performance than the heuristic
linear integration scheme. If we compare the quantitative results of the evaluated
CRFs, then LDRC+CB is the basis for the best performance, followed by RC’10,
and then LDRC; almost perfectly consistent over all evaluation measures. Here,
the rightmost image of Fig. 4.18 is an interesting example that illustrates the
differences between LDRC and LDRC+CB, i.e. that LDRC is not biased to
assign a higher saliency to segments at the image’s center. Thus, the fact that
LDRC+CB and RC’10 lead to a better performance than LDRC is not surprising,
because the target objects in the Gaze@Flickr dataset appear to be biased toward
the image center, as has been discussed in Sec. 4.4.3.C. However, the radii do
not follow half-Gaussian distribution, as is apparent in Fig. 4.20. Nonetheless,
our explicit Gaussian center bias model11 in the LDRC+CB algorithm leads to
a better performance compared to RC’10’s intrinsic bias. Accordingly, we can
assume that the Gaussian bias better reflects the actual target object location
distribution than the intrinsic bias of RC’10.

E. Future Work

Unlike in the other technical sections of this dissertation, we would like to end
with an outlook on future work, because we described exploratory work that
leaves many aspects open. In many images in the Gaze@Flickr dataset, people
look at people or faces. Accordingly, we would like to integrate face and person
detection as another feature for the CRF. We actually refrained from doing so
in the presented evaluation, because of the evaluation’s focus on our integration
of the aspects described in Sec. 4.2 and 4.3. Furthermore, we have performed
experiments with additional features such as, most importantly, histogram of
oriented gradients (HOG) and local binary patterns (LBP). These features
efficiently encode information about edges and segments around each image pixel
and thus can further improve the performance. However, we are currently unable
to train the CRFs with these additional features for the complete Gaze@Flickr
dataset, because the training would require more random access memory (RAM)
than is available on our servers. As a sidenote, we require roughly 110GB
of memory to train the models that achieve the results presented in Tab. 4.8.
Finally and most importantly, we would like to replace the groundtruth that
currently forms the foundation of our experiments with automatically estimated
gaze directions. However, since gaze estimation in the wild is still an unsolved
problem, there currently does not exist any computer vision algorithm that is
able to provide gaze estimates on our Gaze@Flickr dataset. Consequently, we are
also interested in using the Gaze@Flickr dataset to develop novel gaze estimation

11Please note that we could have replaced the Gaussian center bias model with a model
specifically adapted to the Gaze@Flickr dataset. We refrained from doing so, because we
prefer not to overadapt to the Gaze@Flickr dataset.
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methods that work on images that we can find in the web and other largely
unconstrained image sources.
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4.5 Summary and Future Directions

We presented how we can identify an object of interest that another person
wants us to look at and analyze. We addressed two domains: First, attentional
signals in human-robot interaction (HRI) that can guide the perceptual saliency.
Second, images that have been composed by photographers; without and with
the display of additional attentional signals such as people looking at things.
For this purpose we came in contact with a wide range of research fields such as
salient object detection, photographic image composition, perceptual saliency,
image segmentation, HRI, pointing gestures, natural language processing and
dialogue, and joint attention.
We initially addressed visual saliency models for HRI in 2010. At this point,

only individual relevant aspects have been addressed, most importantly: First,
the inherent inaccuracy of pointing gestures and the concept of a corridor of
attention. Second, that the perceptual saliency can influence the generation
and resolution of multimodel referring acts. Third, how linguistic references
and knowledge about a target object’s visual appearance can influence visual
search patterns. However, there did not exist any computer vision or robotic
system that systematically integrated these aspects. Furthermore, all systems
that tried to identify pointed-at objects relied on the assumption that all objects
and their locations in the environment are known beforehand. Among other
aspects, this also contradicted one important goal in robotics: the ability to
being able to intuitively teach a robot about unknown things. Accordingly, we
integrated several previously isolated ideas, methods, and models to guide the
visual saliency and this way help to establish joint attention in multimodal HRI.
Here, we are able to efficiently guide the focus of attention in multimodal HRI
toward image locations that are highly likely to depict the referent; often being
able to directly identify the intended target object.
We knew from our preceding work on eye fixation prediction about the im-

portance of dataset biases such as and most importantly the photographer bias
(Sec. 3.2). Thus, we were surprised to find that this aspect has not been addressed
for salient object detection, although the bias was apparent in the datasets. Since
we were interested to apply salient object detection for our HRI tasks, we started
to analyze, model, and remove the center bias in salient object detection methods
to facilitate the transfer of such methods to other data domains. This way, we
improved the state-of-the-art in salient object detection and derived the currently
best unbiased salient object detection algorithm.

After having studied how photographers compose web images and people use
attentional signals in interaction to direct our attention, we became interested
in the combination of both research directions. Therefore, we collected a novel
dataset to learn to identify the object that is being looked at in web images. In
this type of images the photographer’s placement of objects as well as visible
attentional signals such as gaze direct our attention toward specific objects that
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form a central element of these images. Thus, similar to pointing gestures, we
address a different problem than almost all work on gaze estimation, i.e. we
are not interested in an exact gaze direction estimates and instead focus on
the identification and segmentation of the image area that is being looked at.
Again, with no knowledge about the target object’s visual appearance, class,
type, size, or any other identifying information – except that it is being looked
at. Here, we have to deal with several challenges, ranging from the huge image
data variance to the sheer non-existence of reliable gaze estimation methods for
this type of unconstrained image data. We have achieved promising results with
the methods that we initially developed for HRI data. Yet, we consider this work
as being mainly exploratory to help us assess the potential of our methods in
unconstrained environments with huge deviations in, for example, illumination,
depicted content, and image composition. Consequently, there remain many
challenges and aspects of future work.

Future work Related to identifying the salient object in web images, we see
a lot of potential in the integration of descriptors that encode the coarse layout,
gist, or global context of the scene, because this information is typically related to
the general image composition (e.g ., does the image focus on one object? Is there
a visible horizon? Is it indoors or outdoors?). Since eye tracking experiments
have already been an important aspect of our work (see Sec. 3.2), a logical next
step would be to evaluate how good our models predict human gaze patterns for
images and videos in which persons use verbal and/or non-verbal attentional
signals. Since such datasets do no exist yet, an important aspect would be to
either extend our existing datasets with eye tracking data or to create a new
dataset specifically for eye tracking studies. With respect to gaze estimation in
the wild, we have observed that human gaze direction estimates depend on the
image content and context. Accordingly, as an important aspect of our future
work, we want to jointly estimate the gaze direction and the image region that
is being looked at.
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5
Conclusion

In addition to the discussion and presentation of future work in Sec. 3.6 and
Sec. 4.5, let us briefly summarize our contributions and provide an outlook on
ongoing and future work to conclude this thesis.

5.1 Summary

quaternion-
based spectral
saliency

We derived several novel quaternion-based spectral visual saliency models
(QDCT, ESR, ESW, and EPQFT), all of which perform state-of-the-art on
three well-known eye tracking datasets. Furthermore, we proposed to decorrelate
each image’s color information as a preprocessing step for a wide variety of visual
saliency models. color

decorrelation
We have shown that color space decorrelation can improve

the performance by about 4 % (normalized) for eight visual saliency algorithms
on three established datasets with respect to three complementing evaluation
measures. Although an improvement of 4 % is far from drastic, it is nevertheless
a considerable achievement, because we are not aware of any other method or
preprocessing step that is able to consistently and significantly improve the
performance of such a wide range of algorithms. Furthermore, we improved the
state-of-the-art in predicting where people look when human faces are visible
in the image. Compared to Cerf et al .’s approach, we were able to improve the
performance by 8 % (i.e., 25.2 % normalized by the ideal AUC) with automatic
face detections.

auditory
surprise

To realize auditory attention, we introduced a novel auditory saliency model
that is based on the Bayesian surprise of each frequency. To allow for real-time
computation on a robotic platform, we derived Gaussian surprise, which is
efficient to calculate due to its simple closed form solution. Since we addressed a
novel problem domain, we had to introduce a novel quantitative, application-
oriented evaluation methodology and evaluated our model’s ability to detect
arbitrary salient auditory events. Our results show that Bayesian surprise can
efficiently and reliably detect salient acoustic events, which is shown by F1, F2,
and F4 scores of 0.767, 0.892, and 0.967.

audio-visual
proto-objects

We combined auditory and visual saliency in a biologically-plausible model
based on crossmodal proto-objects to implement overt attention on a humanoid
robot’s head. We performed a series of behavioral experiments, which showed
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that our model exhibits the desired behaviors.multiobjective
exploration

Based on a formalization as
multiobjective optimization problem, we introduced ego motion as a further
criterion to plan which proto-object to attend next. This way, we were able
to substantially reduce the amount of head ego motion while still preferring to
attend the most salient proto-objects first. Our solution exhibits a low normalized
cumulated joint angle distance (NCJAD) of 15.0 %, which represents that the
chosen exploration order requires a low amount of ego motion to attend all
proto-objects, and a high normalized cumulated saliency (NCS) of 83.3 %, which
indicates that highly salient proto-objects are attended early.

salient object
distribution

We investigated how the spatial distribution of objects in images influences
salient object detection. Here, we provided the first empirical justification for a
Gaussian center bias. This is shown by a probability plot correlation coefficient
(PPCC) of 0.9988 between a uniform distribution and the angular distribution
of salient objects around the image center, and a PPCC of 0.9987 between a
half-Gaussian distribution and the distribution of distances of salient objects to
the image center. Then, we demonstrated that the performance of salient object
detection algorithms can be substantially influenced by undocumented spatial
biases.debiased salient

object
detection

We debiased the region contrast algorithm and subsequently integrated
a well-modeled Gaussian bias. This way, we achieved two goals: First, through
integration of our explicit Gaussian bias, we improved the state-of-the-art in
salient object detection for web images and at the same time quantified the
influence of the center bias. Second, we derived the currently best unbiased
salient object detection algorithm, which is advantageous for other application
domains such as, e.g ., surveillance and robotics.

attention for
multimodal
interaction

We presented saliency models that are able to integrate multimodal signals such
as pointing and spoken object descriptions to guide the attention in human-robot
interaction. We started with an initial heuristic model that combines our spectral
saliency detection with a probabilistic corridor of attention, i.e. the “probabilistic
pointing cone”, to reflect the spatial information given by pointing references.
Additionally, we discussed a biologically-inspired neuron-based saliency model
that is able to integrate knowledge about the target object’s appearance into
visual search. We outperform both models by training conditional random fields
that integrate features such as, most importantly, our locally debiased region
contrast, multi-scale spectral visual saliency with decorrelated color space, the
probabilistic pointing cone, and target color models. This way, we are able to
focus the correct target object in the initial focus of attention for 92.45 % of the
images in the PointAT dataset, which does not provide spoken target descriptions,
and 75.21 % for the ReferAT dataset, which includes spoken target references.
This translates to an improvement of +10.37 % and +25.21 % compared to the
heuristic and neuron-based saliency models, respectively.

Finally, we learn to determine objects or object parts that are being looked-at
by persons in web images.gaze following

in web images
This can be interpreted as a form of gaze following in

web images. For this purpose, we integrated our work on salient object detection
in web images and the interpretation of attentional signals in human-robot
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interaction. Consequently, we transferred our methods and train conditional
random fields to integrate features such as, most importantly, spectral visual
saliency, region contrast saliency, and a probabilistic corridor of interest that
represents the observed gaze direction. This way, the looked-at target object is
focused in the initial focus of attention for 66.17 % of images in a dataset that
we collected from Flickr.

To quantify the performance of our approaches, we had to collect several
datasets and even propose novel evaluation procedures, because we often ad-
dressed novel tasks, problems, and domains. evaluation

procedures
We derived novel evaluation

procedures for these tasks: First, we quantified the ability of our auditory
saliency model to determine arbitrary salient acoustic events. Therefore, we
relied on measures that are commonly used to evaluate salient object detection
algorithms. Second, we introduced several novel evaluation measures to evaluate
tradeoffs made by our multiobjective exploration path strategies. Furthermore,
we proposed several measures to quantify the ability of saliency models to high-
light target objects and focus the objects after a minimum amount of focus of
attention shifts. datasetsWe collected novel datasets for the following tasks: First, we
created a dataset that consists of 60 videos to evaluate multiobjective exploration
strategies. Second and third, we recorded two new datasets to evaluate how
well we are able to guide our saliency model in human-robot interaction; in the
absence (PointAT) and presence (ReferAT) of spoken target object information.
For this purpose, fourth, we also gathered the Google-512 dataset to train our
color term models. Fifth, to evaluate the identification and segmentation of
gazed-at objects in web images, we collected the Gaze@Flickr dataset that we
selected out of one million Flickr images.

5.2 Future Work

There are many aspects of high-level influences on visual saliency, search, and
attention that represent interesting research directions such as, for example:
How does coarse contextual information about the scene prime visual attention
mechanisms and influence eye gaze patterns? Or, how do depicted pointing
gestures and gaze directions in images influence gaze patterns of human observers?
Here, it would be very interesting to compare the predictions of our top-down
guided saliency models against human gaze behavior.
Furthermore, we have seen that human gaze estimates seem to depend on

the visible image content. Accordingly, it seems that a very interesting research
direction is to fuse gaze estimation and the detection of potential looked-at
regions. In our opinion, an integrated approach should be able to jointly improve
both estimates, i.e. the estimated gaze direction and the predicted looked-at
image region. Naturally, the same assumption and approach could also benefit
pointing gestures and other directed non-verbal signals such as, e.g ., head nods.
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In our opinion, the currently most important open question for auditory and
also audio-visual saliency models is a quantitative evaluation methodology based
on human behavior. For example, it would be interesting to investigate the
potential use of eye pupil dilation to evaluate bottom-up auditory saliency models.
Furthermore, eye tracking experiments and datasets to investigate audio-visual
saliency models and integration are still lacking. Consequently, the collection of
a public benchmark dataset for audio-visual saliency models would represent a
very valuable contribution to the field that could accelerate future research.

Our crossmodal proto-object model provides us with great flexibility to imple-
ment overt attention and saliency-based exploration mechanisms. However, since
our hardware platform was stationary, we were only able to plan and evaluate
head motion. Accordingly, one major open task is the implementation and eval-
uation of a parametric proto-object model as a basis for exploration mechanisms
of non-stationary platforms. However, we are very confident that our model
will prove to be viable in that scenario, the biggest challenge being sufficiently
accurate robot self-localization that is necessary to update the proto-objects in
the world model.
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A
Applications

In the following, we briefly present further applications that use saliency models
that we developed as part of this thesis. First, described in Sec. A.1, Martinez
uses our Gaussian surprise model, see Sec. 3.3.1.B, to detect patient agitation
in intensive care units. Second, described in Sec. A.2, Rybok relies on our
quaternion image signature saliency model, see Sec. 3.2.1, and a notion of visual
proto-objects, see Sec. 3.4, to improve the accuracy of activity recognition.

A.1 Patient Agitation

Appropriate patient sedation is a complex problem in intensive care units (ICUs),
because excessive sedation can threaten the patient’s life while insufficient
sedation can lead to excessive patient anxiety and agitation. The appropriate
sedation protocol varies between patient and it does not just depend on easily
measurable vital signs (e.g ., heart rate), but also on behavioral cues that indicate
signs for agitation, which are usually recorded by the nursing staff. In order to
automate and improve the incorporation of such behavioral cues, it has been
suggested to use computer vision systems to continuously monitor the patient’s
body and face for signs of stress, discomfort, or abnormalities. Here, the fact that
such an automated system provides quantified and more objective measurements
is a welcomed side effect. The most common behavioral cues are patient agitation
patterns, because they are meaningful, robust to occlusions, and relatively easy
to measure. For this purpose, Martinez proposed to apply surprise to detect and
quantify agitation patterns that become apparent in a patient’s face.

A.1.1. Method

The first step in Martinez’s framework is to determine the bed position, which is
assumed to be roughly centered in the sensor setups field of view, see Fig. A.1.
Then, the bed plane is estimated by a segmentation via region growing based
on the depth map. Then two features are extracted from each image frame:
First, the the depth camera’s information is used to calculate the bed occupancy
feature, which measures the occupied volume over the bed plane. This feature
is suited to detect events such as when the patient enters and exits the bed.
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Figure A.1.: An illustration of Martinez’s medical recording device (MRD) that
is used to monitor patients in ICUs. The device uses stereo and
depth cameras to record the entire body, while an additional high-
resolution camera focuses on the face region. Image from [MS13].

Furthermore, it can also be used as a feature for body agitation and – given
sufficient accuracy of the depth sensor – breath patterns. Second, the face camera
is used to calculate a measure for agitation signals that are visible in the patient
face. For this purpose, each image is resized to 32× 32 px and Gaussian surprise
is calculated for each pixel with a history length of 25 frames which is equivalent
to 500 ms. This feature is suited to detect facial agitation patterns that are
evident when the patient shows signs of discomfort.

A.1.2. Qualitative Evaluation

Due to the subjective behavior of the measurements and the lack of a pub-
lic database or even a common evaluation methodology, it is impossible to
quantitatively compare Martinez’s results to alternative approaches. Instead, a
qualitative behavioral experimental evaluation was performed. For this purpose,
Martinez enacted and simulated a series of scenarios and compared the observed
system behavior with the desired behavior, see Fig. A.2. It was shown that
the system provides reasonable behavioral descriptions of scenarios. In contrast
to prior art [BHCS07, GCAS+04, BHCS07], the system is able to achieve this
without relying special markers, invasive measures, or the need to control the
illumination conditions.

A.2 Activity Recognition

Action and activity recognition is an important computer vision task with
many potential application areas such as, for example, human-robot interaction,
surveillance and multimedia retrieval. It is important to understand what
differentiates the concepts of actions and activities. While the first describe
simple motion events (e.g ., “person stands up”), the latter describe complex
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Figure A.2.: Surprise-based face agitation estimation (blue) in a simulation of
4 scenarios. From second 10 to 60: Sleeping relaxed shows an
almost flat bed occupancy indicator and low agitation levels in the
face. From second 70 to 110: Sleeping with pain expressions is not
reflected in the volumetric information, but it is detected by the
face agitation levels. From second 120 to 145: Being restless in bed
is reflected by a clear response in both indicators. From second 145
to 200: Strong compulsions ending with an accident and sudden loss
of consciousness. This illustration is best viewed in color. Image
from [MS13].

action sequences (e.g ., “person cleans kitchen”) that form an activity. According
to action identification theory, actions and, as a consequence, activities are not
just defined by motion patterns but derive their meaning from context [VW87].
For example, the motion patterns for “wiping” and “waving” can look very
similar and hard to distinguish without the context in which they are performed.
Consequently, it can be necessary to incorporate – among other contextual cues
– the location where an action is performed or which objects are manipulated in
the activity classification process.
Most work on activity recognition does not integrate contextual knowledge

or requires specifically trained detectors. However, such detectors require a
considerable amount of manually annotated training data, which is costly to
acquire and makes it hard to transfer the activity recognition systems to new
application areas and domains. As an alternative, Rybok proposes to use salient
proto-objects to detect candidate objects, object parts, or groups of objects (see
Sec. 3.4) that are potentially relevant for the activity. This approach makes it
possible to integrate contextual object knowledge into the activity recognition
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(a) Saliency map (b) Image segmenta-
tion

(c) Saliency-weighted
segments

(d) Proto-object
regions

Figure A.3.: Example of the proto-object extraction approach. This illustration
is best viewed in color. Image from [RSAHS14].

based on unsupervised methods, i.e. without the need for accurate object labels
or detectors.

A.2.1. Method

Rybok relies on the QDCT image signatures, see Sec. 3.2.1, to calculate the
visual saliency of each frame in a video sequence, see Fig. A.3. To determine
the image’s proto-object regions, Felzenszwalb’s graph-based algorithm [FH04]
is used to segment each frame. Following the classical winner-take-all method
for attentional shifts and inhibition of return (see Sec. 2.1.1), Rybok iteratively
extracts the image segment that contains the most salient peak and then inhibits
the saliency at the segment’s location. This is repeated, until the saliency map’s
maximum saliency value either falls below 70 % of its initial maximum or the
30 most salient segments have been extracted. The extracted segments form
the set of proto-object regions that serves as context (i.e., as object or object
part candidates) for the activity recognition. To this end, the appearance of
each extracted proto-object region is encoded by Dalal and Trigg’s histogram
of oriented gradients (HOG) [DT05]. Given the activity recognition training
sequences, the proto-object HOG feature vectors are clustered with k-means to
generate a proto-object codebook.
The classification of motion patterns is based on Laptev et al .’s space time

interest points (STIP) [LMSR08]. Laptev et al .’s Harris 3D interest point
detection is used to determine interesting points in space and time. Either the
histogram of optical flow (HOF) alone or a combination of HOF and HOG is
used as feature vector to describe each interest point. The HOG descriptor in
this context is different from Dalal and Trigs’s HOG descriptor [DT05], because
it accumulates the gradients within the spatio-temporal STIP region.
Each image sequence is represented by a bag-of-words feature vector with a

1000-element codebook for motion features (HOG or HOG-HOF) and a 200-
element codebook for proto-objects. Given these features, a linear SVM is trained
to classify video sequences. To boost the performance, the feature vector is
normalized and then each element is raised to the power of α = 0.3 (cf . [RR13]).
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A.2.2. Results

Rybok evaluates the approach on three activity recognition benchmark datasets:
URADL [MPK09], CAD-120 [KS13], and KIT Robo-Kitchen [RFHS11]. As can
be seen in Tab. A.1, the saliency-driven approach is able improve the state-
of-the-art on all three datasets, although the employed motion features are
relatively common and simple. To demonstrate the benefit of saliency-driven
object candidate extraction, Rybok compares to an alternative approach in which
all image segments are used as contextual information (“all segments”, Tab. A.1).
Although the performance achieved with all image segments is better than the
model without context information, it is clear that the saliency-driven image
region selection provides a substantial performance benefit, see Tab. A.1.
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(a) URADL

Method Accuracy (%)
HOF 79.3
HOF & all segments 86.7
HOF & proto-objects 97.7
HOGHOF 94.0
HOGHOF & all segments 94.7
HOGHOF & proto-objects 100.0
Matikainen et al . [MHS10], 2010 70.0
Messing et al . [MPK09], 2009 89.0
Prest et al . [PFS12], 2012 92.0
Wang et al . [WCW11], 2011 96.0
Yi and Lin [YL13], 2013 98.0

(b) CAD-120

Method Accuracy (%)
HOF 72.6
HOF & all segments 75.0
HOF & proto-objects 79.0
HOGHOF 70.0
HOGHOF & all segments 72.6
HOGHOF & proto-objects 77.4
Sung et al . [SPSS12], 2012 26.4
Koppula et al . [KS13], 2013 75.0

(c) KIT

Method Accuracy (%)
HOF 85.6
HOF & proto-objects 88.7
HOGHOF 86.6
HOGHOF & proto-objects 88.5
Rybok et al . [RFHS11], 2011 84.9
Onofri et al . [OSI13], 2013 88.3

Table A.1.: Activity recognition results on the (a) URADL, (b) CAD-120, and
(c) KIT datasets. As can be seen, the combination of contextual
proto-object information and simple HOG and HOG-HOF features
provides state-of-the-art performance.
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B
Dataset Overview

Throughout this thesis, we rely on several datasets to evaluate our approaches.
In the following, we provide a short overview of these datasets.

Main datasets (Chapter 3):

1. Bruce/Toronto: Eye tracking (Sec. 3.2.1.F)
This dataset [BT09] contains 120 color images depicting indoor and outdoor
scenes. The dataset contains eye tracking data of 20 subjects (4 seconds,
free-viewing).

2. Judd/MIT: Eye tracking (Sec. 3.2.1.F)
This dataset contains 1003 images of varying resolutions [JEDT09] that
were collected from Flickr and the LabelMe database. Eye tracking data
was recorded for 15 subjects (3 seconds, free-viewing).

3. Kootstra: Eye tracking (Sec. 3.2.1.F)
This dataset [KNd08] contains 100 images that were collected from the
McGill calibrated color image database [OK04]. The images were shown
to 31 subjects (free-viewing).

4. Cerf/FIFA: Eye tracking (Sec. 3.2.3.C)
To evaluate the influence of faces on human visual attention, this dataset
[CFK09] consists of eye tracking data (2 seconds, free-viewing) of 9 subjects
for 200 images of which 157 contain one or more faces.

5. CLEAR2007: Acoustic events (Sec. 3.3.2.B)
The CLEAR2007 acoustic event detection dataset [CLE, TMZ+07]) con-
tains recordings of meetings in a smart room. A human analyst marked
and classified occurring acoustic events that were remarkable enough to
“pop-out”. 14 acoustic event classes were identified and tagged (e.g ., “laugh-
ter”, “door knocks”, “phone ringing” and “key jingling”). Events that could
not be identified by the human analyst were tagged as “unknown”.
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Main datasets (Chapter 4):

6. IROS2012: Exploration strategies (Sec. 3.5)
To evaluate scene exploration strategies [KSKS12], this dataset consists of
60 videos (30 seconds each), in which specific sequences were re-enacted in
three scenarios: office scenes, breakfast scenes, and neutral scenes.

7. PointAT: Pointing (Sec. 4.3.1.D)
This dataset contains 220 instances of 3 persons pointing at objects in an
office environment and conference room [SRF10]. Pointed-at objects were
predicted online while recording the dataset and used to automatically
zoom on the target object, which additionally makes it possible to evaluate
the influence of foveation on object recognition.

8. ReferAT: Pointing & language (Sec. 4.3.2.E)
This dataset contains 242 multimodal referring acts (composed of pointing
gestures and spoken object descriptions) that were performed by 5 persons
referring to a set of 28 objects in a meeting room [SF10a]. The objects
were chosen in such a way that, in most situations, object names and colors
are the most discriminant verbal cues for referring-to the referent.

9. Gaze@Flickr: Gaze (Sec. 4.4.2)
Our Gaze@Flickr dataset contains 863 Flickr images that contain 1221
gaze references, i.e. persons gazing at a target object. The dataset provides
annotated head regions of the gazing persons as well as two different gaze
directions that were annotated under different viewing conditions.

10. MSRA: Salient objects (Sec. 4.2.1)
MSRA is the most widely used dataset to evaluate salient object detection.
It has been created by Achanta et al . and Liu et al . [AHES09, LSZ+07]
and consists of 1000 images with binary segmentation masks of the target
object.

Additional datasets:

A. Google-512: Color terms (Sec. 4.3.2.C)
We use our Google-512 dataset [SF10b] to learn color term models. The
dataset consists of 512 images for each of the eleven basic English color
terms. The images were collected using Google’s image search. The learned
color term models are commonly evaluated on another dataset: Weijer et
al .’s e-Bay dataset [vdWSV07].

B. Brown: Language (Sec. 4.3.2.A)
We use the Brown corpus [Fra79] and its annotated part-of-speech (POS)
tags to train a Brill tagger [Bri95], which we use to determine noun-phrases
and their constituents with a shallow parser which is based on regular
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expressions. The Brown corpus is a general text collection, i.e. general
corpus, that contains 500 samples of English text, compiled from works
that were published in the United States in 1961.

Additionally, we performed behavioral experiments to evaluate our audio-visual
overt attention system, see Sec. 3.4. Furthermore, we collected some datasets
that are not relevant to the content in this thesis such as, e.g ., the Flower Box
dataset for visual obstacle detection and avoidance [KSS13].
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C
Color Space Decorrelation:

Full Evaluation

In the following, we present further color space decorrelation evaluation results
that complement our evaluation and discussion in Sec. 3.2.2.B. For this purpose,
we provide the evaluation results of our baseline algorithms for three evaluation
measures, see Tab. C.1. We provide results for the following color spaces:
RGB, CIE Lab, CIE XYZ, ICOPP (e.g ., [GMZ08]), LMS [SG31], and Gauss
[GvdBSG01]. Furthermore, we use statistical tests (see Sec. 3.2.2.B) to test the
performance of each algorithm on the original color space against the performance
based on the decorrelated color space (“better”, “better or equal”, “probably
equal”, “equal or worse”, and “worse”).

Evaluation measures

In this dissertation, we focused on the AUC evaluation measure in the main
document, since it is the most established measure. However, in our extended
evaluation results for color space decorrelation (Appx. C), we use the CC and NSS
as complementary evaluation measures to show that color space decorrelation is
beneficial as quantified by all three evaluation measure classes [RDM+13], see
Sec. 3.2.1.F. Let us present the three evaluation measures in more detail:

AUCThe shuffled, bias-correcting AUROC or shorter AUC measure (see, e.g .,
[HHK12]) tries to compensate for biases such as, e.g ., the center-bias that is
commonly found in eye tracking datasets. To this end, it defines a positive and a
negative set of eye fixations for each image. The positive sample set contains the
fixation points of all subjects on that image. The negative sample set contains
the union of all eye fixation points across all other images from the same dataset.
To calculate the AUROC, each saliency map is thresholded and the resulting
binary map can be seen as being a binary classifier that tries to classify positive
and negative samples. Sweeping over all thresholds leads to the ROC curves
and defines the the area under the ROC curve. When using the AUROC as
a measure, the chance level is 0.5 (random classifier), values < 0.5 indicate
negative correlation, values > 0.5 represent positive correlation, and a AUROC
of 1 means perfect classification.
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The linear correlation coefficient (CC) is a measure for the strengthCC of a linear
relationship between two variables. Let G denote the groundtruth saliency map
that is generated by adding a Gaussian blur to the recorded eye fixations and
S the algorithm’s saliency map [JOvW+05, RBC06], then CC(G,S) = cov(G,S)

σGσS
,

where σG and σS are the standard deviations of G and S, respectively. A CC
close to +1 or −1 indicates an almost perfectly linear relationship between the
prediction S and groundtruth G. As the CC approaches 0 there is less of a
relationship, i.e. it is closer to being uncorrelated.

NSS The normalized scanpath saliency (NSS) is the average saliency at human
eye fixations in an algorithm’s saliency map. To make the values comparable,
the saliency map is normalized to have zero mean and unit standard deviation
[PIIK05, PLN02], i.e. a NSS of 1 means that the predicted saliency at recorded
eye fixations is one standard deviation above average. Consequently, an NSS
≥ 1 indicates that the saliency map has significantly higher saliency values at
locations that were fixated by the human subjects than at other locations. An
NSS ≤ 0 means that the predicted saliency does not predict eye fixations better
than picking random image locations, i.e. chance.

Bruce/Toronto Kootstra Judd/MIT
Method ROC CC NSS ROC CC NSS ROC CC NSS
CAS’12 0.692 0.370 1.255 0.603 0.246 0.544 0.662 0.235 0.948
CCH’12 0.666 0.268 0.905 0.583 0.219 0.478 0.648 0.218 0.873
JEDA’09 0.624 0.420 1.379 0.549 0.307 0.651 0.665 0.342 1.351
AIM’09 0.666 0.261 0.898 0.574 0.176 0.383 0.637 0.184 0.747
GBVS’07 0.660 0.420 1.381 0.558 0.220 0.458 0.584 0.174 0.693
COH’06 0.650 0.310 0.990 0.547 0.263 0.510 0.697 0.210 0.990
IK’98 0.645 0.393 1.293 0.574 0.279 0.585 0.636 0.261 1.039
iNVT’98 0.544 0.155 0.553 0.518 0.092 0.210 0.536 0.099 0.418
Chance 0.5 → 0 ≤ 0 0.5 → 0 ≤ 0 0.5 → 0 ≤ 0

Table C.1.: Performance of selected baseline algorithms on the Kootstra,
Judd/MIT, and Bruce/Toronto datasets.
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APPENDIX C. FULL COLOR SPACE DECORRELATION EVALUATION
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D
Center Bias Integration Methods

In the main evaluation, see Sec. 4.2.3.B, we present the results that we achieved
with a convex combination in Eq. 4.1 and Eq. 4.8. However, we have considered
and evaluated alternative integration methods.

To investigate the question how good other combination types are, we tested
the minimum, maximum, and product as alternative combinations. To account
for the influence of different value distributions within the normalized value
range, we also weighted the input of the min and max operation (e.g., Smin

P =
min(wCSC, wBSB)). The results of the algorithms using different combination
types are shown in Tab. D.1. The presented results are the results that we
achieve with the center bias weight that results in the highest F1 score.

In Tab. D.1, we can see that the linear combination is clearly the best choice
for LDRC+CB. It is interesting to note that LDRC+CB with the product as
combination achieves similar results to RC’10. However, LDRC+CB remains
the algorithm that provides the best performance in terms of F1 score and
Fβ score whereas RC’10+CB provides the best performance in terms of PHR.
Interestingly, LDRC+CB and RC’10+CB achieve a nearly identical

∫
ROC.

Method Combination F1 Fβ
∫
ROC PHR

LDRC+CB Linear/Convex 0.8034 0.8183 0.9624 0.9240
LDRC+CB Max 0.7504 0.7561 0.9422 0.8630
LDRC+CB Min 0.7897 0.8049 0.9535 0.8880
LDRC+CB Product 0.7883 0.8024 0.9578 0.9130
RC’10+CB Linear/Convex 0.7973 0.8120 0.9620 0.9340
RC’10+CB Max 0.7855 0.7993 0.9568 0.9140
RC’10+CB Min 0.7962 0.8150 0.9603 0.9180
RC’10+CB Product 0.7974 0.8136 0.9623 0.9460
CBS – 0.5793 0.5764 0.8623 0.6980
CBP – 0.5604 0.5452 0.8673 0.7120

Table D.1.: Salient object detection results that we obtain using different center
bias integration types. Please compare to the results in Tab. 4.1,
Sec. 4.2.
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E
Who’s Waldo?

“Where’s Waldo?”1 is a book series for children created by the British illustrator
Martin Handford. The books consist of illustrations that depict groups of people
doing various things, see Fig. E.1(b), and the reader’s task is to find Waldo,
who is hidden in the crowd. Waldo always wears very distinctive clothing: a
red-and-white-striped shirt, bobble hat, and glasses, see Fig. E.1(a). To make it
more interesting, the illustrations often contain distractors with similar features,
which – as you should understand after having read this thesis – makes it harder
for the reader to find Waldo.

1Also known as “Where’s Wally” outside of North America. Waldo’s German name is Walter.

(a) Waldo (b) Where’s Waldo?

Figure E.1.: Who and where is Waldo? This illustration is best viewed in color.
TM & © 2008 Entertainment Rights Distribution Limited. All
rights reserved.
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