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Preface

The present thesis covers the major part of my research activity carried out between 2011
and 2014 at the “Institut für Theoretische Festkörperphysik” of the Karlsruhe Institute of
Technology. Here I will focus on two topics which touch upon different aspects of super-
conducting devices and differ not only in their phenomenology but also in the theoretical
methodology. Therefore the thesis will be divided into two parts with the titles

(I) “Quasiparticle dynamics in hybrid superconducting single-electron transistors”, and

(II) “Topological superconductivity from magnetic adatoms on top of superconductors“

In condensed matter, quasiparticles are fundamental excitations of a many-particle sys-
tem with properties resembling those of elementary particles. In electronic systems like
metals or semiconductors these quasiparticles behave like electrons but, e.g., with a dif-
ferent effective mass. In the language of second quantization the operator c†kσ creates an
electron with momentum k and spin σ, whereas the operator ckσ removes it. Alternatively
one could say that ckσ creates a hole with opposite charge. In the superconducting phase
the situation is even more different. Since the early breakthrough of Bardeen, Cooper and
Schrieffer in 1956 [1] we know that the ground state of a superconductor is composed
of a condensate of electron-pairs, so-called Cooper pairs, whereas excitations above this
ground state are superpositions of electrons and holes. These are most generally described
by the so-called Bogolioubov quasiparticle operators, e.g., for a spin-singlet superconduc-
tor these are given by ukc

†
kσ + σvkc−k,−σ.

If quasiparticles are not thermally excited but originate from other sources we speak about
non-equilibrium quasiparticles. They are known, e.g., to limit the coherence of supercon-
ducting qubits [2, 3, 4, 5, 6] and reduce the accuracy of single-electron sources used for
metrology [7, 8, 9]. Their undesirable presence is reflected in the frequently used term
quasiparticle poisoning. Currently, there are great efforts in understanding and reducing
their influence on the previously mentioned electronic devices.

In the first part of the thesis we will investigate the dynamics of non-equilibrium quasi-
particles in a single-electron transistor (SET) which consists of a small superconducting
island and two normal (non-superconducting) metallic leads that are separated by high-
resistance tunnel barriers. In this particular setup quasiparticles have been created by a
periodic perturbation. The overall number of quasiparticle excitations remains balanced
via the interplay of tunneling-excitation and recombination due to electron-phonon inter-
action.

The small island we are considering is made of conventional, so-called s-wave supercon-
ductors. This means that the Cooper pair wavefunction has vanishing angular momentum
l = 0 and the two electron spins assume a spin-singlet configuration. In these super-
conductors, the pairing originates from an effective attraction between electrons mediated
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2 0. Preface

by a virtual exchange of phonons. The excitation of Bogolioubov quasiparticles comes
along with an energy cost that is commonly known as superconducting excitation gap ∆.
In order to break a Cooper pair, an energy equal to twice the gap is required, because a
particle-hole pair is created. This pair may recombine to a Cooper pair by releasing its
energy, e.g., into the phonon bath due to electron-phonon coupling. In order to fix the no-
tation and in order to introduce the quasiparticle concept we give a very basic theoretical
introduction to phonon-mediated superconductivity in chapter 1.

In structures of small size and reduced dimensions, charging effects dramatically influ-
ence the transfer of electrons from the leads into the superconducting island, since the
energy associated with adding a single electron to the island increases with decreasing
system size. In particular, at low temperatures the transport of single electrons can be
suppressed in a controllable way, a situation commonly known as Coulomb-blockade. A
short discussion of Coulomb-blockade phenomena and experimental setups relevant for
this work are presented in chapter 2.

The physics of the Coulomb-blockade can be exploited to implement a periodic and se-
quential one by one transport of electrons. In the SET-setup this is realized by applying a
DC bias voltage between the normal leads and an AC gate voltage to the metallic island.
In this manner the Coulomb-blockade can be switched off for short times only, allowing
for single tunneling events through the left and right tunneling barrier one after another.
Therefore a single charge can be transfered through the single-electron transistor within
one time-period of the applied AC gate voltage. This scenario is called single-electron
turnstile. Single-electron turnstiles that are composed of superconductor – normal-metal
heterostructures were first proposed in the group of Pekola [7]. They are one of the most
promising high-precision current standards to be used for the redefinition of the Ampere
[10]. Under the assumtion that ideally one electron is transferred at a time, these devices
offer a direct link between driving frequency and current, i.e. I = ef . In chapter 3 we
present a short review of single-electron turnstiles and a more detailed discussion of their
working principle.

Recently Maisi et al. [9] demonstrated that single-electron turnstiles may also be used to
investigate the dynamics of Bogolioubov quasiparticles. Since electrons are combinations
of quasiparticles and holes, the tunneling of charge is directly related to the excitation
and annihilation of Bogolioubov quasiparticles. Once quasiparticles are injected into the
superconductor, their number relaxes either due to electron-phonon recombination or due
to escape through the tunneling barriers. For the periodic turnstile protocol the injection
is balanced by these relaxation processes leading to a quasi-stationary non-equilibrium
quasiparticle number. Increasing the turnstile frequency leads on average to an enhanced
quasiparticle number and vise versa. Furthermore, non-equilibrium quasiparticles con-
tribute an additional current, which is detectable by standard single electron counting
schemes. Thus, recording the single-electron current in dependence of the operation fre-
quency offers a measure of the quasiparticle dynamics.

Theoretical models describing the interplay of tunneling and relaxation subject to the
Coulomb-blockaded transport have been formulated in publications [I] and [II] of the pub-
lication list on page 7. In this thesis we focus on the approach of Ref. [II] which describes
the non-equilibrium situation in a normal-metal – superconductor – normal-metal single-
electron turnstile by the solution of a master equation for the probability to find excess
charges on the island combined with a kinetic Boltzmann equation for the quasiparticle
distribution. We formulate a model that appropriately accounts for the parity effect, i.e.,
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we distinguish between even and odd numbers of electrons on the superconducting island.
Because electrons condense into Cooper pairs the odd charging state has an extra quasi-
particle which remains unpaired and accounts for an additional current contribution [11].
We find that our results are compatible with experimental observations in a rather wide
frequency window for both, the single-quasiparticle limit as well as the regime with more
than one quasiparticle.

In the second part of the thesis we proceed with aspects of topological superconductivity.
Apart from conventional s-wave superconductors there exist superconductors with an un-
conventional pairing-mechanism and a Cooper pair wavefunction which is parametrized
by higher spherical harmonics Ylm(k) in momentum space. For instance, strontium ruthen-
ate (Sr2RuO4) is considered to be a (kx±iky)-superconductor (l = 1 and m = ±1)
corresponding to spin-triplet pairing. In nature there exist few examples of this type of
pairing, with strontium ruthenate being one potential candidate. These superconductors
are particularly interesting as they are known to host exotic quasiparticle excitations with
properties similar to Majorana particles discussed in high-energy physics. In 1937 Ettore
Majorana discovered that Dirac’s equation could also support real solutions of fermionic
fields, meaning that a spin-1

2
particle is its own antiparticle. So far there are no con-

firmed Majorana particles in nature. However, they can appear as specific quasiparticle
excitations in electronic condensed matter systems. For the case of spin-triplet supercon-
ductors with fully spin-polarized fermion operators, ck, the quasiparticle operator is given
by γk = ukck + vkc

†
−k. Particle-hole symmetry implies a direct link between the creation

of a quasiparticle with energy Ek and the creation a quasi-hole with energy −Ek, i.e.
γ†k(Ek) = γ−k(−Ek), which in turn is the defining condition for a Majorana particle.1

In this thesis we focus on one-dimensional topological superconductors for which Ma-
jorana excitations appear as zero-energy states at the edges of the system. The two Ma-
jorana excitations make up a delocalized electronic state characterized by the fermionic
operator d = γ1 + iγ2, with γi = γ†i . The occupation of the fermionic state does not
cost any energy, resulting in a two-fold degenerate ground state, comprising of the states
|0〉 and |1〉 = d† |0〉. The Majorana operators fulfill the fermionic commutator relations
{γi, γj} = 2δij , however in contrast to ordinary fermions one can not define a occupation
number because γ2

i = 1. Because of these properties Majorana excitations in condensed
matter physics are different from those in particle physics. Nevertheless, we will call
Majorana-like excitations in electronic systems Majorana fermions in the course of this
thesis. In fact one finds that they are not usual fermions but instead Ising anyons. Upon an
adiabatic exchange of the Majorana fermions in two-dimensional space one can unitarily
rotate the two-fold degenerate ground-state, i.e. |0〉 → |0〉 and |1〉 → i |1〉, generating
a non-Abelian Berry-phase. The arising topological phase gate constitutes the basis to
perform topologically protected quantum computing with Majorana fermions.

In topological superconductors the appearance of zero-energy Majorana excitations is in-
timately connected to non-trivial topological properties of the system, which also leads
to a protection of Majorana fermion bound states against local perturbations. In order to
give a short overview of the emergent field of topological superconductivity we start with
a conceptional introduction of the topological classification of bandstructures in chap-
ter 4. In particular we establish a connection between topology and the emergence of
zero-energy edge states, often referred to as bulk-boundary correspondence, which allows

1In terms of field operators the particle-antiparticle identity is given by γ(x, t) = γ†(x, t) with γ(x, t) =∫
dkeikx−iEktγk (here x and t are spacetime coordinates).
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4 0. Preface

immediately for a conclusion whether Majorana zero-energy states are possible or not.

Recently many different proposals appeared discussing the possibility of engineering
topological superconductors with the objective to realize and manipulate Majorana zero-
energy excitations. In chapter 4 we discuss some of them. The main ingredient needed
to engineer a triplet superconducting gap is an s-wave superconductor with broken spin-
rotational symmetry. The latter can be achieved by proximity of superconductivity to mag-
netism or spin-orbit coupling. In spring 2012 the group of Kouwenhoven [12] presented
the first encouraging but not yet fully conclusive experimental signatures of zero-energy
Majorana states in heterostructures of Rashba spin-orbit coupled nanowires and s-wave
superconductors. Even more recently, in autumn 2014, the group of Yazdani [13] pub-
lished results on one-dimensional wires of magnetic atoms on top of a spin-orbit coupled
superconductor. The scanning tunneling microscopy (STM) technique they used made it
possible to map the local density of states and identify the emergent zero-energy state at
the edges of the atomic wire.

In chapter 5 we present two alternative Majorana platforms relying on collinear, i.e., ei-
ther ferromagnetically (FM) or antiferromagnetically (AFM) ordered, chains of magnetic
adatoms on top of a conventional superconductor. These systems can be produced with
state-of-the-art STM techniques [14]. The two proposals have been presented in articles
[III] and [IV]. They rely on additional quasiparticle states that are induced within the
excitation gap of the s-wave superconductor by the presence of magnetic adatoms. The
corresponding wavefunctions are localized at each adatom site and due to hybridization
form bands, so-called Shiba bands2 (for a basic discussion of magnetic atoms in super-
conductors we refer to chapter 1).

The first part of chapter 5 is devoted to the discussion of Shiba bands that emerge in
AFM adatom chains under the influence of external control fields. More precisely, spin-
rotational invariance is broken by a magnetic field, which in combination with a supercur-
rent generates a coupling between momentum and spin, similar to the spin-orbit coupling
in the realizations [12] and [13]. We find that the resulting zero-energy Majorana excita-
tions show peculiar features like a characteristic spatial profile of their wavefunctions as
well as specific electronic spin-polarization, which can be measured and manipulated in a
STM setup.

In the second part of chapter 5 we discuss adatom chains which are deposited on a Rashba
spin-orbit coupled superconductor. Spin-orbit coupling leads to an effective anisotropic
Ruderman-Kittel-Kasuya-Yosida (RKKY) superexchange interaction [18, 19, 20] between
adatoms, favoring a spiral order of their magnetic moments. We discuss how the addi-
tional presence of crystal-field effects may stabilize FM and AFM orders. Furthermore
we show that both, FM and AFM adatom chains, harbor phases with one or two zero-
energy Majorana states per edge. These can be realized by an appropriate choice of ma-
terials and adatom-spacing. In the final part of the thesis we discuss new directions on
how to experimentally access the various Majorana phases and how to manipulate them
in order to perform quantum information processing. We show that a logical Majorana
qubit can be defined on a single adatom chain and present a general idea on how to couple
certain Majorana operators using external fields. This provides ways to apply single-qubit
operations or couple the Majorana qubit to other solid state quantum information devices.

2These quasiparticle states have been independently discussed by Yu [15], Rusinov [16] and Shiba [17],
they are often solely called Shiba states.
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1. Microscopic theory of
superconductivity

The microscopic theory of phonon mediated superconductivity is well established since
the early breakthrough by Bardeen, Cooper and Schriefer (BCS) in 1957. According to
Cooper (1956) the superconducting phase can be understood as a condensate of electron
pairs (so called Cooper-pairs), which form a bound-state due to a weak attraction among
each other. In conventional superconductors the pairing instability is caused by the vir-
tual exchange of phonons, which is a retarded and an effectively local interaction. As a
consequence the Cooper-pair wavefunction assumes its most symmetric form, i.e. vanish-
ing relative orbital angular momentum and spin-singlet configuration – so called s-wave
pairing.

On top of the superconducting condensate there exist quasiparticle excitations. They are
combinations of electrons and holes which are separated from the ground state energy by
an excitation gap ∆. They may be thermally excited or injected by an external source.
Their relaxation is maintained by quasiparticle-phonon scattering and quasiparticle re-
combination processes, which essentially determine the quasiparticle dynamics. The first
main part of this thesis will be devoted to the study of non-equilibrium quasiparticles in
driven single electron transistors. In order to understand the pairing instability as well
as the quasiparticle relaxation processes in more detail, we will start with a short discus-
sion of the microscopic equilibrium theory of phonon-mediated superconductivity in the
following section 1.1.

After that, in section 1.2, we will talk about the effect of magnetic atoms in conventional
superconductors. Their presence leads to the emergence of quasiparticle states below the
continuum excitation gap ∆, so-called Shiba-states, whose wavefunctions are localized
close to the magnetic atoms’ position. The hybridization of a number of such states leads
to the formation of bands. In the second main part of the thesis we will show that under
certain conditions these Shiba-bands have the properties of a topological superconductor.
Accordingly section 1.2 is targeted to give a conceptional discussion of magnetic atoms
in conventional superconductors and the emergence of Shiba-states.

11



12 1. Microscopic theory of superconductivity

Figure 1.1.: Vertex correction to the electron-phonon interaction. Full lines are electron prop-
agators, wiggly lines are phonon propagators.

1.1. Strong-coupling theory
The Born-Oppenheimer approximation is an essential step towards the decoupling of elec-
tronic degrees of freedom and lattice dynamics. It states that the electronic wave-functions
follow adiabatically the ionic movement and corrections of the wave functions scale with
a factor

√
m/M , where M is the mass of the ion and m is the mass of the electron.

Equivalently one could say that the electron-phonon interaction is retarded, i.e. if an elec-
tron emits a phonon it is long out of reach until a second electron absorbs this phonon.
This process scales with the relation of Fermi-velocity vF and phonon-velocity c, i.e.
c/vF ∼

√
m/M . The electron-phonon interaction is described by the Hamiltonian

He−ph =
∑
qkσ

gk+q,kc
†
k+qσckσ(bq + b†−q), (1.1)

where c†kσ creates an electron with energy ξk in the state with momentum k and spin σ.
Furthermore b†q is the creation operator for a phonon with momentum q (we neglected
its polarization for simplicity) and gk+q,k is a momentum-dependent coupling strength.
The retardation effect, mentioned before, has direct consequences on the electron-phonon
interaction. It implies that vertex corrections may be neglected. The leading vertex cor-
rections can be calculated in a diagrammatic fashion (see Fig. 1.1). Here the straight
and wiggly lines correspond to electron and phonon propagators respectively A straight-
forward estimation can be found in standard textbooks [21] and shows that the first order
vertex correction is typically given by

Γ(1) ∼ g

√
m

M
. (1.2)

with g = gk+q,k. This means that vertex corrections in the electron-phonon interaction
can be generally neglected because m � M . This approximation is known as Migdal’s
theorem. Concerning the superconducting paring instability we will show that it allows
a perturbative treatment of electron-phonon coupling in terms of a large-N expansion of
the corresponding electronic self-energy, which falls under the concept of the Eliashberg
equations of superconductivity.

Eliashberg equations

Within Migdal’s approximation we can proceed to calculate the electronic energy correc-
tions due to the electron phonon interaction, in particular we discuss the emergence of

12



1.1. Strong-coupling theory 13

Figure 1.2.: Dyson equation for the Gor’kov Nambu Green’s function Ĝ together with the
selfenergy Σ̂ in the large N approximation.

superconductivity. It is convenient to write the electron-phonon interaction (1.1) in terms
of the Gor’kov Nambu spinors ψ†k = (c†k↑, c−k↓), i.e.

He−ph =
1

2

∑
qkσ

gk+q,kψ
†
k+qτzψk(bq + b†−q), (1.3)

where τi (i = x, y, z) are the Pauli-matrices acting in particle-hole space. The fact that
electrons can condense into Cooper pairs manifests itself in a finite s-wave pairing ampli-
tude 〈ψ†kτxψk〉. According to that the Matsubara Green’s functions in the Gor’kov Nambu
representation has off-diagonal components F (k, τ) = −T 〈ck↑(τ)c−k↓(0)〉, i.e.

Ĝ(k, iεn) =

(
G(k, iεn) F (k, iεn)

F ∗(−k,−iεn) −G∗(−k,−iεn)

)
. (1.4)

This Green’s function is renormalized due to the electron-phonon interaction as shown by
the Dyson series in Fig. 1.2. Note that vertex corrections are neglected due to Migdal’s
theorem and the full Green’s function enters in a self-consistent way. The selfenergy is
given by

Σ̂ph(k, iεn) = −g2kBT
∑
ε′n

∫
dk′

(2π)3
τz Ĝ(k′, iε′n) τzD(k − k′, iεn − iε′n) (1.5)

Here Ĝ(k, iεn) = [iεn − ξkτz − Σ̂ph(k, iεn)]−1 is the renormalized electronic Green’s
function and D(q, iωn) = −ωq/(ω2

q + ω2
n) is the phonon propagator. It turns out that it

is convenient to parametrize the selfenergy (1.5) in terms of a renormalization function Z
and the off-diagonal pairing amplitude φ, i.e. Σ̂ph(k, iεn) = [1−Z(k, iεn)]+φ(k, iεn)τx.
Selfenergy corrections proportional to τz can be generally neglected because of particle-
hole symmetry. In a metal we have ωD � vFkF and because of that the electronic disper-
sion can be essentially linearized around the Fermi-surface, i.e.

∫
dk′

(2π)3
→ NF

∫
dξ
∫ dΩ′F

4π
,

where the latter integral denotes an angle average over the whole Fermi surface and NF
is the density of states. For many conventional superconductors it turns out that the elec-
tronic spectral function and consequently the selfenergy corrections are nearly isotropic.
To this end one can perform a Fermi-surface average 〈·〉F =

∫
dΩF
4π

(·)/
∫

dΩF
4π

of (1.5)
yielding the exclusively energy dependent expressions for the renormalization function Z
and the off-diagonal component φ. Together with a analytical continuation of the Mat-
subara sum to an energy integral over the real axis we obtain the so-called Eliashberg

13



14 1. Microscopic theory of superconductivity

Figure 1.3.: Phonon density of states F (ω) of Aluminum (Al). The experimental data (red
points) was extracted from inelastic neutron scattering [24].

equations [22, 23]

〈Σ̂ph(k, ε)〉F = (1− Z(ε))ε+ φ(ε)τx =∫ ∞
−∞

dz

∫ ∞
−∞

dω α2(ω)F (ω)Re

{
zZ(z)− φ(z)τx√
z2Z2(z)− φ2(z)

}
sign(z)sign(ω)

× 1

2

tanh( z
2kBT

) + coth( ω
2kBT

)

ε− ω − z + i0
. (1.6)

In Eq. (1.6) we have introduced the α2F -spectrum

α2(ω)F (ω) =
1

NFV
∑
kk′

|gk,k′ |2δ(ξk)δ(ξk′)δ(ω − ωk−k′). (1.7)

For many metals one finds that the energy dependence of α2F approximately follows
the phonon density of states F (ω) =

∑
q δ(ω − ωq). This is in particular true for the

low energy sector, where the density of states assumes a quadratic form (see Fig. 1.3).
Both the phonon density of states as well as the α2F -spectrum are peaked at two energies
which can be attributed to transversal and longitudinal phonon-modes at the Brillouin-
zone respectively.

In general the solution of Eq. (1.6) is not sufficient to explain the experimental situation.
In fact electrons which feel the attractive phonon mediated interaction can not completely
avoid the Coulomb repulsion among each other. Under the assumption that on average
the electrons feel a Coulomb repulsion VC(k,k), which for the sake of simplicity shall
be constant for ξk, ξk′ < EF and zero elsewhere, the interaction enters via an additional
off-diagonal self-energy, given by [22, 23]

φc(ε) = −µ∗
∫ ωc

0

dz tanh

(
z

2kBT

)
Re

{
φ(z)√

z2Z2(z)− φ2(z)

}
. (1.8)

Here the generally complicated Coulomb interaction is hidden in the phenomenological
parameter µ∗ = NFVVC/[1 + NFVVC ln(EF/ωc)]. It is renormalized by a high-energy
cutoff ωc that has to be introduced for numerical reasons.

Eq. (1.6) together with Eq. (1.8) can be solved numerically in a iterative and self-consistent
fashion. The result for the renormalization function Z as well as the superconducting gap

14



1.1. Strong-coupling theory 15

Figure 1.4.: The real and imaginary parts of the renormalization function Z and the super-
conducting gap ∆ for the material Nb at a temperature T = 2K. The α2F -spectrum used in
the calculations is indicated by the gray shaded area and follows the data of Ref. [25].

∆ = φ/Z are presented in Fig. 1.4 for the material niobium (Nb) and a temperature
of T = 2 K. A comparison with the α2F -spectrum shows that the phonon spectrum most
dominantly imprints in the real and imaginary parts of the self-energies at energies ∆0+ωi
where now ∆0 = Re[∆(∆0)] is the excitation gap of the superconductor and ωi are the
energy-peaks indicated by gray dashed lines in Fig. 1.4. These features also imprint on
the normalized density of states,

ρ(ε) = Re

{
ε√

ε2 −∆2(ε)

}
. (1.9)

Fig. 1.5 shows the density of states 1.9 that corresponds to the selfenergies in Fig. 1.4.
A close-up of the density of states illustrates the imprint of the phonon-spectrum. This
can be especially seen from a comparison with the BCS density of states where the su-
perconducting gap has been replaced by the energy independet gap ∆0. By measuring for
instance the density of states in a tunneling experiment, one can inversely extract the α2F
spectrum and by that the effective coupling between electrons and phonons. In particu-
lar for low energies the α2F -spectrum is well parametrized by a single parameter, b, i.e.
α2(ω)F (ω) = bω2. A list of b for diverse superconductors can be for instance found in
Ref. [26].

BCS limit and quasiparticle lifetimes

As long as energies are concerned which are of the order of ∆0 the leading order of the
real parts of both, the superconducting gap ∆ as well as the renormalization function is ap-
proximately energy independent (see Fig. 1.4). The BCS approximation is accomplished
by approximating the kernel

Λ(ε− z) =

∫ ∞
0

dz
α2(ω)F (ω) 2ω

ω2 − (ε− z + i0)2
(1.10)

15



16 1. Microscopic theory of superconductivity

Figure 1.5.: The density of states Eq. (1.9) corresponding to the self-energies in Fig. 1.4. The
inset shows a close-up comparison to BCS density of states.

in Eq. (1.6) by a finite constant, λ = Λ(0), as long as the two energies ε and z are within
a energy-range (−ωc, ωc) around the Fermi surface. For convenience we have chosen the
cutoff to agree with the one introduced for the Coulomb interaction (1.8). Within this
approximation the renormalization function reduces to

Z0 = 1 + λ. (1.11)

Furthermore for the superconducting gap we obtain the BCS equation

∆0 ≈
λ− µ∗

2Z0

∫ ωc

0

dzRe

{
∆0√
z2 −∆2

0

}
tanh(

z

2kBT
). (1.12)

Typically for conventional superconductors the effective coupling constant λ is smaller
than one. In the weak coupling limit Tc � ωc the linearized version of Eq. (1.12) can be
solved, yielding the superconducting transition temperature

kBTc = 1.13ωc exp

(
− 1 + λ

λ− µ∗

)
. (1.13)

Mind that all the information about the phonon-spectrum is hidden in the mass enhance-
ment factor λ as well as ωc which is meant to be a characteristic phonon energy.

Whereas the real parts of renormalization function as well as the superconducting gap
remain finite at small temperatures, their imaginary parts are exponentially suppressed.
The leading order of the imaginary part ∆2 = Im(∆) is given by

∆2(ε) =
1

Z0

[
φ2(ε)−∆0Z2(ε)

]
, (1.14)

For low temperatures kBT � ∆0 it turns out that the energy integrals for the imaginary
parts of Eq. (1.6) can be carried out by replacing ∆ = φ/Z by its leading order ∆0. Fur-
thermore the phonon energies ω are restricted to small energies, where the α2F -spectrum
assumes the quadratic form α2(ω)F (ω) = bω2. In particular we find an analytic approxi-
mation for ∆2 right at the continuum gap ε = ∆0, i.e.

∆2(∆0) ≈ −(∆0)3πb

Z0

[
15
√
π

8
ζ(7/2)

(
kBT

2∆0

)7/2

+
√
π

(
kBT

2∆0

)1/2

e−∆0/T

]
(1.15)
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1.1. Strong-coupling theory 17

Figure 1.6.: (a) The imaginary part ∆2 as obtained from the numerical solution of the Eliash-
berg equations for different temperatures. (b) ∆2 at ε = ∆0: Gray dots are the numerical
result extracted from (a), lines are the analytical approximations in Eq. (1.15). The contri-
bution from electron-phonon scattering and recombination is shown by the blue and red line
respectively. (c) ∆2 deep inside the gap. Like in (b) the gray dots are numerical results,
whereas the line represents the analytical approximation of Eq. (1.16).

The first term proportional to (kBT/2∆0)7/2 originates from the inelastic scattering of
quasiparticles with phonons, a process which conserves the quasiparticle number, whereas
the second term is proportional to the thermally excited number of quasiparticles Nqp ≈
NFV

√
2π
√

∆0kBT exp(−∆0/kBT ) [9] and corresponds to the recombination with other
quasiparticles into Cooper-pairs. Deep inside the gap we find

∆2(ε� ∆) ≈ −(∆0)3πb

Z0

√
π∆0

8 ε

(
kBT

2∆0

)1/2

e−(∆0−ε)/T . (1.16)

Consequently the density of states ρ(ε) = −∆2ε/∆
2
0 remains finite, even at the Fermi-

energy ε = 0. The latter approximations (1.15) and (1.16) agree well with the numerical
solution of ∆2 as shown in Fig. 1.6. Finally we summarize the electron-phonon coupling
b in (1.1), as well as the prefactor (∆0)3πb/Z0, that appears in Eqs. (1.15) and (1.16), for
various materials in table 1.1.

In the literature the finite broadening of the density of states, which is among other things
a direct consequence of a non-vanishing ∆2, is often parameterized by a finite lifetime τ ,
i.e.

ρ(ε) = Re

{
ε+ i/τ(ε)√

(ε+ i/τ(ε))2 −∆2
0

}
. (1.17)

The parameter 1/τ(ε)∆0 is often referred to as Dynes parameter [27]. In particular we
identify 1/τ(∆0) = ∆2(∆0), consistent with the quasiparticle scattering rates derived by
Kaplan et al.[26]. In tunneling experiments a finite density of states within the gap leads
to a leakage current, which however can be as well attributed to mechanisms other than a
subgap density of states. The smallest Dynes parameter that has been observed so far is
of the order 10−7 and was measured for the superconductor aluminum [28].

Comparison to the mean-field BCS-theory

The mean-field theory of superconductivity introduced by Bardeen, Cooper and Schriefer
[1] neglects the finite life-time broadening that has been discussed in the previous section.

17



18 1. Microscopic theory of superconductivity

103 b TC [K] (∆0)3πb/Z0[10−4 eV]
Al 0.317 1.19 4.22× 10−4

Nb 4.0 9.2 1.19
Pb 5.72 7.19 1.24

Table 1.1.: Electron-phonon coupling b, transition temperature TC , and prefactor in
Eqs. (1.15) and (1.16) for different materials taken from Ref. [26].

.

Assuming an effectively attractive interaction between electrons the electronic Hamilto-
nian can be written as

H =
∑
kσ

ξkσc
†
kσckσ − η

2
∑
k,k′

c†k↑c
†
−k↓c−k′↓ck′↑. (1.18)

Here the parameter η accounts for phonon mediated interaction. A mean-field decoupling
of the interaction term yields

c†k↑c
†
−k↓c−k′↓ck′↑ ≈ −〈c

†
k↑c
†
−k↓〉 〈c−k′↓ck′↑〉+ 〈c†k↑c

†
−k↓〉 c−k′↓ck′↑ + c†k↑c

†
−k↓ 〈c−k′↓ck′↑〉

(1.19)

such that the Hamiltonian assumes the form

H = −2|∆|2

η2
+
∑
kσ

ξkc
†
kσckσ −

∑
k

∆∗c−k↓c−k↑ + ∆c†k↑c
†
−k↓,

= −2|∆|2

η2
+
∑
kσ

ξk −
1

2

∑
kσ

ψ†k[ξkτz + Re∆τx + Im∆τy]ψk,

= −2|∆|2

η2
+

1

2

∑
kσ

ψ†k[ξkτz −∆τx]ψk . (1.20)

Here we have chosen a real gauge for the superconducting gap

∆ = η2
∑
k

〈c−k↓ck↑〉 , (1.21)

introduced the spinor ψ†k = (c†k↑, c−k↓) and assumed particle-hole symmetry such that∑
kσ ξk = 0. The Hamiltonian can be diagonalized by a so called Bogolioubov - transfor-

mation ψk = Ukψ̃k with

Uk =

(
uk vk
−vk uk

)
, u2

k =
1

2

[
1 +

ξk√
ξ2
k + ∆2

]
, v2

k =
1

2

[
1− ξk√

ξ2
k + ∆2

]
.

(1.22)

By introducing the quasiparticle-operators ψ̃†k = (γ†k↑, γ−k↓) and the corresponding quasi-
particle energy Ek =

√
∆2 + ξ2

k the Hamiltonian assumes the diagonal form

Hqp = H +
2|∆|2

η2
=
∑
kσ

Ekγ
†
kσγkσ. (1.23)
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1.2. Magnetic atoms in conventional superconductors 19

Furthermore the the self-consistency gap-equation (1.21) is given by the familiar form of
Eq. (1.12)

∆ = η2
∑
k

ukvk(1− 〈γ†k↑γk↑〉 − 〈γ
†
k↓γk↓〉) = η2

∑
k

∆

2Ek
[1− 2f(Ek)]. (1.24)

Here the quasiparticle occupations 〈γ†k↑γk↑〉 = 〈γ†k↓γk↓〉 = f(Ek) are expressed by the
Fermi-Dirac function f(E) = [exp(E/kBT ) + 1]−1. In particular we identify η2 = (λ−
µ∗)/Z0NFV by comparison with Eq. (1.12).

Within the BCS mean-field approach the finite life-time broadening as derived in Eq. (1.15)
can be equivalently inferred from a perturbative treatment of the electron-phonon inter-
action (1.1). Technically, if the largest spectral weight of phonons lies at energies way
greater than 2∆ (see for instance Fig. 1.3, where ∆ ∼ 2 × 10−4 eV), one can absorb the
high energy contribution in the coupling constant λ and therewith in the mean field order
parameter ∆. The new quasiparticles γk then interact with the low-energy phonons lead-
ing to a finite relaxation rate which can be derived from simple golden-rule arguments [9].
In section 3.2.1 we will follow this approach in order to derive the quasiparticle relaxation
rates of non-equilibrium quasiparticles in a superconducting single electron transistor.

1.2. Magnetic atoms in conventional superconductors
According to the pioneering work of Abrikosov and Gor’kov [29] magnetic impurities
reduce the superconducting order parameter and lead to the appearance of quasiparticle
states within the superconducting gap. The influence of magnetic atoms in superconduc-
tors has been widely discussed in the context of superconducting alloys and related subgap
features have been measured in tunneling experiments with planar junctions [30]. With
state of the art scanning tunneling microscopy (STM) it is even possible to probe the local
effect of single impurities on top of a superconducting surface [31]. In this chapter we
derive the energy of a bound-state that arises from a single magnetic atom. We follow
an approach which will be used in chapter 5, where we derive the energy spectrum for
many magnetic atoms. Later we will consider bound-state energies that lie deep inside
the superconducting excitation gap. In this regime a quantum phase transition may occur.
Furthermore, we comment on the large-coupling regime and the importance of the Kondo
effect.

Single magnetic atom

Experimentally single magnetic atoms have been probed by STM spectroscopy, like for
instance manganese (Mn) on niobium (Nb). The Hamiltonian of a three-dimensional
superconductor including the local impurity potential of a single atom can be written as

H =
1

2

∑
k

ψ†k[ξkτz −∆τx]ψk +
1

2

∑
kk′

ψ†kVk−k′ψk′ . (1.25)

Here ψ†k = (c†k↑, c−k,↓) is the spinor containing the particle and hole creation operators
and τi are Pauli-matrizes in this particle-hole space. The momentum dependent potential
Vk−k′ = U(k−k′)τz+J(k−k′)S contains a non-magnetic contribution U and a magnetic

19



20 1. Microscopic theory of superconductivity

exchange energy J . In the following we assume that the spin is classical, meaning its
amplitude is large, i.e. S →∞, and its direction is fixed. At the same time the exchange
energy is small, i.e. J → 0, however leaving the product JS finite. This assumption has
been proven to be at least a qualitatively good approximation [32].

The Hamiltonian (1.25) can be diagonalized by applying a Bogolioubov transformation as
done in (1.22). This sets a constraint to the particle and hole amplitudes uk and vk which
are contained in the spinor ΦT

k = (uk, vk),

[ξkτz −∆τx]Φk +
∑
k′

Vk−k′Φk′ = εΦk. (1.26)

This equation is commonly known as Bogolioubov-de Gennes (BdG) equation [32]. For
the case of a point-like impurity and and under the assumption that it is spherical sym-
metric (s-wave scattering) the Fourier components entering the impurity potential can be
replaced by constant coefficients, i.e. Uk = U and Jk = J . By an additional summation
over continuum states k the Eq. 1.26 can be recast in the form{

1− Ĝ(ε)
[
Uτz + JS

]}
Φ = M̂(ε)Φ = 0. (1.27)

Here we introduced the integrated Green’s-function

Ĝ(ε) =
∑
k

[ε− ξkτz + ∆τx]
−1 = −iπνF

ε−∆τx√
ε2 −∆2

(1.28)

with the density of states νF = NFV . Furthermore the two-component spinor Φ =∑
k Φk = (u, v)T contains the particle and hole components u and v. Eq. (1.20) has

a non-trivial solution if the determinant of M̂(ε) is zero, yielding an expression for the
bound-state energy [32],

ε

∆
=

1 + (πνFU)2 − (πνFJS)2√
[1 + (πνFU)2 − (πνFJS)2]2 + 4(πνFJS)2

. (1.29)

In the limit of U = 0 it reduces to

ε

∆
= ±1− (πνFJS)2

1 + (πνFJS)2
. (1.30)

These energies lie energetically within the superconducting gap and have been first dis-
cussed by Yu, Shiba and Rusinov [15, 16, 17]. They are commonly known as Shiba states
and we will stick to this denotation in the following.

The dependence of ε on coupling strength is shown in Fig. 1.8. With increasing coupling
strength J the Shiba-states move deeper into the gap. Finally at J∗ = [(πνF )−2 + U2]1/2

they cross the Fermi level, having an important implication on the ground-state of the
system (see next paragraph).

According to Eq. (1.27), for U = 0, the particle-hole amplitudes Φ are eigenfunctions
of τx, meaning that the particle- and hole-components have the same weight. However,
this is not completely compatible with experimental observations: Fig. 1.7 shows a STM
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1.2. Magnetic atoms in conventional superconductors 21

Figure 1.7.: (a) Spatially resolved STM figure of Mn on a Pb-surface. (b) dI/dV curves
measured at the respective positions indicated in (a). Shiba states appear close to the magnetic
atom. (c) Electron- and hole-like amplitudes for the two observed binding energies. (Figure
from Ref. [33] with slight modifications)

Figure 1.8.: (a) Bound-state energy (1.29) with and without considering the particle-hole
asymmetric contribution U as a function of exchange energy J . At πνFJS = 1 the sys-
tem undergoes a quantum phase transition. (b) Difference in the electron-like and hole-like
amplitudes u and v.

probe of a Mn atom on top of a Pb surface. The electron and hole-like local density of
states show an asymmetry which can be for instance deduced from a finite local potential
U . For finite U the relation between particle and hole-amplitudes is given by∣∣∣u

v

∣∣∣ =
1 + (πνFJS + πνFU)2√

4(πνFJS)2 + [1− (πνFJS)2 + (πνFU)2]2
. (1.31)

In Fig. 1.8(a) we compare (1.30) with (1.29) and find that the particle-hole asymmetric
local potential U has little influence on the energy of the Shiba-state. Though, it leads
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22 1. Microscopic theory of superconductivity

to an observable particle-hole asymmetry in the amplitudes u and v [see Fig. 1.8(b)].
Alternatively a proper treatment of the particle-hole asymmetry in the substrate leads
to a similar effect. In the Shiba-model with U = 0 this can be taken into account by
phenomenologically adding an additional term to the Green’s function, which accounts
for the particle-hole asymmetry, i.e. G(ε)→ G(ε)− iατz [34].

Quantum phase transition

For small coupling strength J the BCS ground-state is given by

|Ψ0〉 ∼
∏
n

[un + vnc
†
n↑c
†
−n↓] |0〉 . (1.32)

Here |0〉 is the vacuum state corresponding to the completely filled Fermi-sea. The quasi-
particle operators γn↑ = uncn↑ − vnc†−n↓ and γ−n↓ = unc−n↓ + vnc

†
n↑ corresponds to the

two time reversed quasiparticle states (n, ↑) and (−n, ↓). We denote n = 1 as the local-
ized Shiba-state and subscribe the continuum excitations with the indeces n > 1. One
finds that the energy of the state |Ψ−1↓〉 = γ†−1↓ |Ψ0〉, which has an additional quasipar-
ticle excitation (−1, ↓), is higher than the ground-state energy as long as the coupling
strength J does not exceed the critical value J∗. The situation is different for J > J∗: In
this case the state |Ψ−1↓〉 is energetically lower than the original ground-state |Ψ0〉. One
finds that the new ground-state is no longer a spin-singlet, but that the average electronic
spin is given by 〈Ψ−1↓|Selz |Ψ−1↓〉 = −1/2. This means that the excited quasiparticle in
the ground-state screens the impurity spin in favor of the gain in exchange energy [35].

The role of Kondo screening

So far we exclusively discussed the effect of classical spins, i.e. static spins in a super-
conducting host. However, if the spin quantum number S is small and the coupling J is
large the spin couples dynamically to the conduction electrons. In the normal state strong
coupling leads to qualitatively different results discussed in terms of the Kondo problem
[36]. There, within the poor man’s scaling approach, the coupling constant J becomes
renormalized,

J̄ ∼ J

1− JνF ln(D/kBT )
, (1.33)

where D is the band-width of the conduction electrons [37]. In the case of antiferromag-
netic coupling, J > 0, there exist a divergent energy-scale kBTK = D exp(−1/νFJ)
known as the Kondo-temperature. For T . TK the conduction electrons screen the im-
purity spin. This bound-state, e.g., leads to an enhanced resistivity at low temperatures.
However, for ferromagnetic coupling, J < 0, the renormalized coupling J̄ goes to zero as
T is lowered, such that conduction electron and impurity decouple.

Now, in the superconducting state the density of states around the Fermi-level is depleted
due to the opening of a gap, i.e. νFρ(ε < ∆)� νF , and there is a competition between the
Kondo effect and superconducting phenomena. For anti-ferromagnetic coupling J > 0
and TK � Tc the conduction electrons screen the impurity like in the normal state. In this
limit approximate values for the bound-state energies that emerges like in the classical
case have been found [38],
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1.2. Magnetic atoms in conventional superconductors 23

ε

∆
=

1− ζ2

1 + ζ2
(1.34)

where ζ ≈ π∆
4kBTK

ln
(

4ekBTK
π∆

)
depends on the ratio of Kondo temperature TK and super-

conducting gap ∆. The ground-state has an extra quasiparticle which screens the impurity
spin. For TK � Tc Kondo-screening is suppressed due to the reduced density of states
at the Fermi-level. A proper treatment of the intermediate regime has been performed
with the help of a numerical renormalization group (NRG) analysis [38]. At TK & 0.3Tc
the authors of Ref. [38, 39] found a quantum-phase transition from a spin-singlet ground
state to the doublet with an extra exited quasiparticle – just as discussed for the single
classical impurity in section 1.2. Experimentally this transition was observed at TK ∼ Tc
for magnetic MnPc molecules absorbed on Pb [40].

For ferromagnetic coupling J < 0 the effective coupling (1.33) is reduced as well. The
bound-state energy is approximately given by [32]

ε

∆
= 1− π2

8

(
J/D

1 + (J/D) ln(D/∆)

)2

, (1.35)

therefore the bound-state energy is close to the quasiparticle continuum.

Later in this thesis, when we discuss Shiba-bands in chains of magnetic atoms, we will
neglect the Kondo-effect. This is reasonable because, apart from the renormalization of
the coupling constant, the energy-spectrum of the Shiba-bound states behaves qualita-
tively similar to the case of a classical magnetic moment, if the magnetic exchange, J ,
is antiferromagnetic. Furthermore, experiments on adatoms on metallic surfaces indicate
that the Kondo-effect play a minor role [13, 14, 41, 42].
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Part I.

Quasiparticle dynamics in hybrid
superconducting single-electron

transistors
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2. Basics: Single-electron tunneling

The first part of this thesis will be devoted to the dynamics of non-equilibrium quasipar-
ticles in a single-electron transistor. To this end we will give a short introduction into
single-electron effects in mesoscopic devices in the following chapter. We start with a
discussion about sequential tunneling and charging effects. In particular we introduce
the single-electron transistor and related physical effects that are important later in our
theoretical analysis in chapter 3.

Modern lithographic techniques allow for the fabrication of small metallic electrodes with
widths of several 10 nm as well as tunneling junctions consisting of two electrodes that
are separated by a thin, approximately ∼ 0.1 nm thick, insulating barrier. Although the
overall number of electrons in such devices is large, the tunneling of just a single charge
leads to so called charging effects, which considerably influence macroscopic observables
like the current through the tunneling barrier.

Quantum tunneling of charge from one electrode to the other appears due to the leakage
of wave functions and their overlap in the classically forbidden insulating barrier. This
allows for a finite electrical current to pass through the junction. The Hamiltonian de-
scribing the electrodes and the tunneling junctions assumes the general form

H = HL +HR +HT , (2.1)

where Hr =
∑
k ξkc

†
rkcrk with r = L,R corresponds to the left and right electrode

respectively and

HT =
∑
kk′

tkk′ c
†
LkcRk′ + H.c. (2.2)

is the tunneling Hamiltonian with the tunneling matrix element tkk′ between the states k
and k′. Here c†rk creates an electron in the state with momentum k and energy ξk in the
r-th electrode (for convenience we skip the spin-index).
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28 2. Basics: Single-electron tunneling

Figure 2.1.: Planar tunnel junction

For simplicity let us consider a planar junction as depicted in Fig. 2.1. The electronic
wave-functions ψLk and ψRk leak into the classically forbidden and exhibit a small but
finite overlap. The tunneling-rate of an electron incident from the left to the right lead can
be inferred from Fermi’s goldon rule,

ΓL→R =
2π

~
∑
kk′

|tkk′|2 〈c†LkcLk〉 〈cRk′c
†
Rk′〉 δ(ξk − ξk′ − eV ) , (2.3)

where V is a small bias voltage applied across the junction. The tunneling matrix element
tkk′ depends on microscopic details. For the simple planar junction geometry it can be
derived in terms of Bardeen’s tunneling model [43], yielding the approximation

tkk′ = − ~2

2m

∫
dr‖

[
ψ∗Rk′(r)∂zψLk(r)− ψLk(r)∂zψ

∗
Rk′(r)

]
z=d

. (2.4)

For a rectangular potential (see Fig. 2.1) the wavefunctions can be readily derived. The
exponentially decaying parts are given by are given by

ψLk(r) =
1√
L
φLk‖(r‖)e

−κ(z+d). (2.5)

Here κ =

√
2m(U0−Ez)

~ is the inverse penetration depth, U0 is the barrier hight and Ez =
ξk − ~2k2

‖/2m� U0 and one immediately finds that

tkk′ ≈ −
~2

m
δk‖,k′‖κe

−2κd, (2.6)

where we used the orthogonality condition for the wave-functions φrk‖ . Most electrons
that contribute to the transport are those with a wave vector k = kz ẑ perpendicular to the
barrier, because of the exponential suppression of tkk′ with Ez . In equilibrium, the rate
(2.3) can be expressed in terms of the Fermi-Dirac function f(ξk) = [exp(ξk/kBT )+1]−1

such that

ΓL→R =

∫
dξ

∫
dξ′M(ξ, ξ′)f(ξ)[1− f(ξ′)]δ(ξ − ξ′ − eV ). (2.7)

In the spirit of the Landauer-Büttiker formalism we introduced the transmission function
M(ξ, ξ′) = 2π

~
∑
kk′ δ(ξ − ξk)δ(ξ′ − ξk′)|tkk′ |2. Because we act on the assumption that
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2.1. Charging effects 29

kBT, eV � ξ, ξ′ ∼ EF the energy dependence ofM in (2.7) can be neglected. Moreover,
because electrons in forward direction contribute most we may apply the approximation

M(ξ, ξ′) ∼
∑
k‖

e
−4d

√
2m
~2 (U0−EF+~2k2‖/2m) ≈

∑
k‖

e
−4d

√
2m
~2 (U0−EF )

e
−2d

√
~2

2m(U0−EF )
k2‖ .

(2.8)

The transmission function may be expressed by an effective transmission coefficient

T =
22RK

4π
e
−4d

√
2m
~2 (U0−EF )

, (2.9)

where RK = 2π~/e2 ≈ 25.8 kΩ is the von Klitzing constant. Then, the number of
associated transmission channels of the barrier is given by

N ≈
∑
k‖

e
−2d

√
~2

2m(U0−EF )
k2‖ ≈ A

4πd

√
2m

~2
(U0 − EF ) , (2.10)

Here A is the area of junction and d its thickness. Therewith the transmission function
can be written as

M =
4π

e2RK

NT . (2.11)

In the following we will exclusively consider the weak tunneling limit, i.e. NT � 1
or equivalently R−1

T � R−1
K . Here RT = RK/4πNT defines the effective tunneling-

resistance. The number of channels per unit area can be estimated assuming that (U0 −
EF ) ∼ eV and d ∼ nm givingN/A ∼ 0.5 nm−2. Though, the experimentally determined
effective number of channels per unit area N/A may be an order of magnitude smaller.
Variations in the barrier thickness are plausible explanations for this observation [44].

2.1. Charging effects
In this chapter we will discuss setups involving small metallic islands, where the change
of the electrostatic potential due to the tunneling of a single-electron onto it can be large
enough to affect the tunneling-rates. This charging effect has been first observed in gran-
ular metallic films [45] where the tunneling from grain to grain is blocked, if the charging
energy

EC =
e2

2C
(2.12)

of a single-electron on a grain with capacitance C exceeds the thermal energy kBT . The
characteristic time-scale for such a tunneling process is given by τ = RTC. The time-
uncertainty associated with (2.12) has to be smaller than this time-scale, i.e. τEC � 1,
which is equivalent to the weak-tunneling condition R−1

T � R−1
K .

Nowadays metallic islands can be produced with known geometry and controlled system
parameters. Islands with a capacitance C ∼ 10−15 F are accessible, which corresponds
to a temperature-scale of EC/kB ∼ 1 K below which charging effects can be observed
[46]. By capacitively coupling an island to control gates the charge on the island can be
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30 2. Basics: Single-electron tunneling

Figure 2.2.: (a) Circuit diagram of the single-electron box. (b) Charging energy Ech and
excess charge n as a function of normalized gate voltage ng.

changed in a reliable way. Moreover imposing a voltage to leads that are attached by
tunneling junctions permits a controllable sequential transfer of single-electrons.

An illustrative example of a controllable single-electron device is the single-electron box.
A small island is coupled at the left hand site to a lead via a tunnel junction with ca-
pacitance CJ and resistance RT [see Fig. 2.2(a)]. At the right hand site it is capacitively
coupled to a gate-voltage Vg via the gate-capacity Cg. The net excess charge on the is-
land in units of the elementary charge e is given by −ne = QL + QR, where QL,R are
the charges on the left and right capacitor plates. The voltage applied from the voltage
source is given by Vg = QL/CJ −QR/Cg. The free energy of the system results from the
charging energy as well as the work applied by the voltage source, i.e.

F (n) =
Q2
L

2CJ
+
Q2
R

2Cg
+QgVg =

(ne−Qg)
2

2C
−
Q2
g

2C
+
CJQgVg

2C
. (2.13)

We will neglect the terms independent of excess charge n in the following and refer to

Ech(n) =
(ne−Qg)

2

2C
(2.14)

as the charging energy. Here C = CJ +Cg is the total island-capacitance and Qg = CgVg
is the gate-charge. Because Qg = nge is only a redefinition of the gate-voltage it can be
varied in a continuous fashion leading to the energy-landscape shown in Fig. 2.2(b). If
we are originally in the charging state n = 1 and we ramp up the gate voltage a transition
into the charging state n = 2 happens right at the degeneracy-point ng = 1.5, where
Ech(n = 1) = Ech(n = 2). Increasing the gate-voltage even further leads to the step-like
increase of the excess charge n on the island, the so-called Coulomb-staircase.

2.2. Single-electron transistor
A controlled transport of single charges can be achieved with the single-electron transistor
setup shown in Fig. 2.3(a). A metallic island is connected to a left (L) and right metallic
lead (R) via tunnel junctions and is capacitively coupled to a gate. First let us consider
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2.2. Single-electron transistor 31

Figure 2.3.: (a) Circuit diagram of the single-electron transistor. (b) Current 2.18 as a function
of gate-voltage ng for symmetric bias VL = −VR = V/2. Green lines indicate the condition
(2.15). (c) Cotunneling processes that become important in the Coulomb-blockade region.

the case, where the island and the leads are normal metals. At T = 0 electronic transport
from left to right is prohibited unless it is energetically allowed,

eVL > Ech(n+ 1)− Ech(n) > eVR (2.15)

This phenomenon is called Coulomb blockade and it has significant impact on the trans-
port characteristics. The difference Ech(n+ 1)−Ech(n) = 2EC

(
n+ 1

2
−ng

)
depends on

gate-voltage providing an handle on the single-electron transport.

The corresponding rate for the tunneling of a single electron from the lead r (= L, R)
onto the island, changing the charging state from n to n + 1, can be derived in terms of
Fermi’s golden rule, yielding [46]

Γrn+1,n =
1

e2Rr
T

δEr
ch(n)

exp[δEr
ch(n)/kBT ] + 1

, (2.16)

where δEr
ch = Ech(n+ 1)−Ech(n)− eVr is the energy gain by the tunneling process. In

order to derive the current-voltage characteristics let us assume that ne < Qg < (n+ 1)e,
meaning that only two charging states are important. From a statistical point of view the
ratio of probabilities pn to have n excess charges on the island is given by the detailed
balance relation

pn+1

pn
=

Γn+1,n

Γn,n+1

, (2.17)

where Γn+1,n =
∑

r=L,R Γrn+1,n. The current through the r-th lead can be derived from
the occupation probabilities giving

Ir = −e(Γrn+1,npn − Γrn,n+1pn+1) = −e
Γr̄n,n+1Γrn+1,n − Γr̄n+1,nΓrn,n+1

Γn+1,n + Γn,n+1

, (2.18)

where L̄ = R and vise versa. In Fig. 2.3(b) the current is shown as a function of gate
voltage and bias voltage. Single-electron tunneling is suppressed within the Coulomb-
blockade. The condition (2.15) is indicated by green lines. In this regime higher order
processes like inelastic co-tunneling become important [47]. In this process an electron
first tunnels from the left lead onto the island and then from the island to the right lead or
it first tunnels to the right lead leaving behind a hole on the island before another electron
from the left tunnels onto the island (see Fig. 2.3(c)). After the tunneling process an
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32 2. Basics: Single-electron tunneling

electron-hole excitation is left on the island which is why this process is called inelastic
co-tunneling. At T = 0 the corresponding tunneling rate can be derived analytically, [47]

Γcot
L→R =

~
12πe4RL

TR
R
T

[
1

δEL
ch

+
1

δER
ch

]2

(eV )3 , (2.19)

where δEL
ch(n) = Ech(n + 1) − Ech(n) − eVL and δER

ch = Ech(n − 1) − Ech(n) + eVR
is the energy gain for each intermediate tunneling event and eV = eVL − eVR is the
voltage difference between left and right lead. Although co-tunneling is suppressed by
an additional factor RK/RT it becomes important at small temperatures where sequential
tunneling is prohibited.

Superconducting single-electron transistor

Now we consider a normal-metal – superconductor – normal-metal (NSN) single-electron
transistor. In the case of a superconducting island things change. First of all one may
expect that single electron tunneling is suppressed below a bias voltage 2∆ because of the
gap in the superconducting density of states. However there are several contributions to
the subgap current, such as the parity effect or the Andreev tunneling. The tunneling of
charge is associated with the creation and annihilation of quasiparticles and corresponds
to the tunneling Hamiltonian

HT =
∑
rkk′σ

trkk′ c
†
rk′σ(ukγkσ + σvkγ

†
kσ) +H.c. (2.20)

where we introduced the time-reversed quasiparticle operator γkσ = γ−k,−σ. The excita-
tion of quasiparticles and holes comes along with respective coherence factors u2

k and v2
k.

The sequential tunneling-rates for the tunneling of an electron from lead r on the island
are given by

Γrn+1,n =
1

2e2Rr
T

∫ ∞
−∞

dξ

(
1 +

ξ

E

)
f r[E + δEr

ch(n)](1− fξ)

+
1

2e2Rr
T

∫ ∞
−∞

dξ

(
1− ξ

E

)
f r[−E + δEr

ch(n)]f−ξ. (2.21)

Here we introduced the energy dependent quasiparticle distribution function

fξ =
1

NFV
∑
kσ

〈γ†kσγkσ〉 δ(ξ − ξk). (2.22)

Furthermore E =
√
ξ2 + ∆2 are the quasiparticle energies. In the most general case

fξ 6= f−ξ, meaning that the superconductor has more quasiparticle than hole excitations
or vise versa, known as charge imbalance. Considering the total electronic charge on the
island, i.e.

Q = −e
∑
kσ

〈c†kσckσ〉 = −e
∑
kσ

v2
k − e

∑
kσ

[u2
k − v2

k] 〈γ†kσγkσ〉 , (2.23)

the first term corresponds to the charge of Cooper pairs whereas the latter term is the
quasiparticle charge density

Q∗ = NFV
∫ ∞
−∞

dξ
ξ

E
fξ. (2.24)
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2.2. Single-electron transistor 33

If the charge relaxation is fast the charge imbalance vanishes, i.e. Q∗ ≈ 0. This is for
instance the case in equilibrium, where fξ is given by the Fermi-distribution f(E) =
[exp(E/kBT ) + 1]−1. In this case Eq. (2.21) can be recast in the form

Γrn+1,n =
1

e2Rr
T

∫ ∞
−∞

dE ρ(E)f r[E + δEr
ch(n)](1− f(E)), (2.25)

where ρ(E) = sgn(E)Re{E/
√
E2 −∆2} is the normalized density of states. Eq. (2.25)

tells that for T = 0 sequential tunneling is prohibited if ∆ + δEr
ch(n) > 0. Nevertheless

there are other phenomena contributing an additional subgap current, such as the parity
effect which will be the topic of the next paragraph.

Parity effect

Generally parity effects matter in systems, where the number of degrees of freedoms
is small, like for instance concerning the binding energy of nuclei. Furthermore parity
effects are important even in small superconducting islands, although the number of elec-
trons is large (N & 107) [11, 48, 49, 50]. Here the charging energy fixes the number of
electrons to be even or odd. At low temperatures this has the apparent consequence that in
the odd charging state there is always one remaining quasiparticle which cannot recom-
bine into a Cooper-pair. In the NSN single-electron transistor this leads to a non-vanishing
quasiparticle current I = δ/eRT , where δ = 1/NFV is the mean level spacing.

In order to treat this problem in an accurate way one would have to work in the canonical
statistical ensemble. However, because the number of electrons in a metallic island is so
large and therefore the level spacing δ so small, all thermodynamic quantities just depend
on the parity of the electron number. Therefore it is sufficient to keep track of the parity
by applying a grand-canonical ensemble.

The quasiparticle distribution

Starting from the quasiparticle Hamiltonian (1.23) the density of quasiparticles in a grand-
canonical ensemble is given by

ρ̂qp = exp

(
−Hqp

kBT

)
=
∏
kσ

[(1− f(Ek))(1− n̂kσ) + f(Ek)n̂kσ] . (2.26)

Here the occupation-operator of the state with momentum k and spin σ is given by
n̂kσ = γ†kσγkσ and f(E) is the Fermi-Dirac distribution. Mind that the parity of the
electron-number N̂el =

∑
kσ c

†
kσckσ and quasiparticle-number N̂qp =

∑
kσ n̂kσ is the

same. Therefore we may define the operator

P̂± =
1√
2

[
1± (−1)N̂qp

]
=

1√
2

[
1±

∏
kσ

(1− 2n̂kσ)

]
(2.27)

which is a projection-operator onto even (+) and odd (−) parity subspace. According to
that the parity projected density matrix is given by [51],

ρ̂n=even/odd
qp =

P̂±ρ̂qp

Tr(P̂±ρ̂qp)
. (2.28)
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34 2. Basics: Single-electron tunneling

As a next step we calculate the quasiparticle distribution in the even and odd parity state,
i.e.

〈n̂kσ〉even/odd = Tr(n̂kσρ̂
even/odd
qp ). (2.29)

To this end mind that the projection operator P̂± does not commute with the occupation
operator n̂kσ and gives

P̂±n̂kσ = n̂kσ
1√
2

[
1∓

∏
qα 6=kσ

(1− 2n̂qα)

]
. (2.30)

With this the parity dependent quasiparticle occupation is given by

〈n̂kσ〉even/odd = f(Ek)Akσeven/odd (2.31)

The parity dependent coefficient Akσn can be directly derived from (2.30) yielding

Akσeven/odd =
1∓

∏
pα 6=kσ(1− 2f(Ep))

1±
∏
pα(1− 2f(Ep))

. (2.32)

Because in a metallic island the level-spacing δ is typically much smaller than the thermal
energy kBT , the dependence of Akσn on the state (kσ) can be neglected. Furthermore the
temperatures that we are considering are small, such that f(Ek) � 1. This gives the
rather simple expression

An =

{
tanh [

∑
kσ f(Ek))] , n = even

coth [
∑

kσ f(Ek))] , n = odd
, (2.33)

which exclusively depends on the number of thermally excited quasiparticles,

Nqp =
∑
kσ

f(Ek)

≈
√

2πNFV
√

∆kBT exp(−∆/kBT ). (2.34)

The last line is a valid approximation as long as the temperature is low, i.e. T � ∆/kB.
Mind that for T → 0 the number of thermal excitations Nqp goes to zero. Accordingly
the coefficient An either diverges or it vanishes, depending on whether n is odd or even.
Nevertheless the number of quasiparticles remains finite. In the zero temperature limit we
find ∑

kσ

〈n̂kσ〉even ≈
∑
kσ

f(Ek)Nqp = N2
qp ,∑

kσ

〈n̂kσ〉odd ≈
∑
kσ

f(Ek)N−1
qp = 1 . (2.35)

This means that there is always one quasiparticle remaining in the odd parity subspace. At
finite temperature the quasiparticle distribution (2.31) may be parametrized by a shift of
the chemical potential [46]. For T � ∆/kB we obtain fkAodd ≈ exp(−[Ek − µn]/kBT )
and with this

µodd = kBT ln(Aodd). (2.36)
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Figure 2.4.: (a) Coulomb staircase in the superconducting case. Due to the additional shift
by µodd the width of the associated plateau in the odd charging sate decreases. (b) Measured
coulomb staircase for the normal (N) and superconducting case (S). Figure from Ref. [48].
(c) µodd as a function of temperature: The black line only incorporates thermally excited
quasiparticles above gap, whereas the gray dashed line incorporates an additional energy level
at εb = 0.8 ∆. The experimental data points as well the material parameters for the theoretical
lines are adopted from Ref. [48].

This shift of the chemical potential exactly corresponds to the difference of the grand
canonical potential in the even and odd state. To see this, we observe that the partition
function in the even and odd state is given by Zeven/odd = Tr(P̂±ρ̂qp)Z0/

√
2, where

Z0 = Tr[exp(Hqp/kBT )] is the partition function in the parity unprojected case. With this
we obtain

Ωodd − Ωeven = −kBT ln(Zodd) + kBT ln(Zeven)

= −kBT ln

(
1 +

∏
kσ(1− 2f(Ek))

1−
∏
pα(1− 2f(Ep))

)
≈ kBT ln (Aodd) , (2.37)

which is identical to Eq. (2.36).

One of the first experiments identifying the parity effect was performed by Lafarge et
al.[48] using a superconducting single electron box. In Fig. 2.4(a) we illustrate the mea-
suring principle: As discussed before the difference in the energies of the even and odd
charging state is given by µodd in Eq. (2.36). This shift becomes visible in a variation of
the step-widths in the Coulomb-stairs from which µodd can be directly inferred. Fig. 2.4(b)
shows the respective data of Ref. [48] and panel (c) the extracted potential shift. Further-
more we compare µodd (black line) with the experimental data but find a mismatch at
low temperatures. The authors of Ref. [48] argue that this deviation may be attributed to
a two-fold subgap state with energy εb = 0.8∆. In order to incorporate this additional
level in our model we recapitulate the approximation done right after Eq. (2.32). Be-
cause δ � kBT � ∆ − εb the coefficient (2.32) now explicitly depends on the subgap
energy-state, i.e.

Abodd ≈
cosh(Nqp)

sinh(Nqp) + 2e−εb/kBT e−Nqp
. (2.38)

The corresponding shift in chemical potential is shown by the gray dashed line in Fig. 2.4(c)
and reproduces the theoretical results derived in Ref. [48]. The parity effect disappears at
a characteristic crossover-temperature T ∗.
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36 2. Basics: Single-electron tunneling

The superconducting gap

So far we ignored the effect of parity on the superconducting gap. Concerning the BCS
gap-equation the parity should also imprint on the value of the superconducting gap [51,
52], i.e.

∆even/odd = g2
∑
k

∆even/odd

2Ek

[
1− 2f(Ek)Aeven/odd

]
.

In the limit kBT/∆ � 1, linearizing the parity dependent gap, i.e. ∆even/odd = ∆ +
δ∆even/odd, where ∆ is the BCS-gap solution for T = 0, we approximately obtain

δ∆even/odd

∆
≈ − 2Nqp

NFV∆
[tanh(Nqp)]±1 ≈ −

{
4πNFVkBT exp

(
− 2∆

kBT

)
+ · · ·

2
NFV∆

+ 4
3
πNFVkBT exp

(
− 2∆

kBT

)
+ · · ·
(2.39)

in agreement with Refs. [51, 52]. Due to the small level-spacing δ ∼ 1/NFV � 1 this
correction is negligible small and we can ignore it in the following.

Single-electron tunneling rates

Due to the modulation of the quasiparticle distribution, which now depends on the parity
of the charging state (see Eq. (2.31)) the tunneling-rates are given by

Γrn+1,n =
1

e2Rr
T

∫ ∞
−∞

dE ρ(E)f r[E + δEr
ch(n)]{1− f [E − sgn(E)µn]},

Γrn,n+1 =
1

e2Rr
T

∫ ∞
−∞

dE ρ(E){1− f r[E + δEr
ch(n)]}f [E − sgn(E)µn+1]. (2.40)

For T → 0 one observes a non-vanishing contribution to the odd to even transition rate
and therefore a finite current which is carried by the unpaired quasiparticle, i.e.

Iparity =
1

2NFVeRr
T

. (2.41)

In experiment this additional contribution appears as a finite current plateau at odd gate
charge and at subgap bias voltage.

I-V characteristics

In Fig. 2.5(a) we show the current versus bias and gate-voltage characteristics that has
been recently measured for a NSN transistor with ∆ < EC [9]. It bears several features
that can be attributed to different tunneling processes. First of all, single-electron tun-
neling is suppressed for ∆ + δEr

ch(n) > 0. This condition is indicated by the Coulomb
diamonds for charging states with n = 0 and n = 1 (dashed white curves).

At odd gate offsets the quasiparticle in the odd charging state leads to an additional, 2e-
periodic, current in the subgap region with the amplitude Iparity given in Eq. (2.41). In this
process an unpaired electron tunnels from the island into the right lead with an escape-rate
γesc = Iparity/e, changing the charging state of the island from odd to even. The expense
of charging energy is reflected in the tunneling rate ΓLeven→odd which is much larger than
the escape rate γesc. This means that an quasiparticle state on the island is immediately
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Figure 2.5.: Stability diagram: Current I versus bias eV and gate-charge eng. (a) Stability
diagram from Ref. [9] with slight modifications: The current clearly shows the 2-e periodicity
in the subgap region |eV | < 2∆. (b) Single-electron tunneling: Simulated current using the
sequential tunneling-rates (2.40) and experimental parameters from Ref. [9] (∆ = 210µeV,
EC = 240µeV, RT ∼ 0.1 MΩ, T = 60 mK). (c) Cotunneling: Simulated current including
the incoherent co-tunneling rate (2.43).

filled by an electron tunneling from the left lead onto it once the quasiparticle escaped
from the island. Thus, one could say that a quasiparticle is trapped in the odd-charging
state.

In Fig. 2.5(b) the corresponding theoretical curves are shown that rely on the sequential
tunneling approximation (2.40) (experimental parameters have been taken from Ref. [9],
furthermore we introduced a lower cutoff for the current I ∼ 10−6 ∆/eRT corresponding
to the residual current observed in experiment). Indeed the simulations account for the
current that can be attributed to single-electron tunneling events. Nevertheless, the data
shows an additional current within the Coulomb-blockaded region at bias voltages eV >
2∆. Incoherent co-tunneling is a process, which can lead to such a contribution and
happens at a rate

Γcot ∼ ~
2πe4RLTR

R
T

∫ ∞
−∞

dξ1

∫ ∞
−∞

dE2

∫ ∞
−∞

dE3

∫ ∞
−∞

dξ4

[
1

E2 − ξ1 + δELch
+

1

ξ4 − E3 + δERch

]2

× f(ξ1)[1− f(E2)]f(E3)[1− f(ξ4)] ρ(E2)ρ(E3) δ(ξ1 − ξ4 + E3 − E2 + eV ).
(2.42)

In order to give a rough estimate we neglect coherence factors. At T = 0 this rate
is suppressed at 0 < eV < 2∆. Slightly above this threshold the co-tunneling rate at
ng ∈ Z is approximately given by

Γcot ∼ RK

e2RL
TR

R
T

√
2

∆3/2(eV − 2∆)3/2

E2
C

(2.43)

Fig. 2.5(c) shows the simulated current including this additional contribution (2.43).

In single-electron transistors where the charging energy is small, i.e. EC < ∆, single-
charge tunneling is suppressed for bias voltages eV < 2(∆ − EC). Nonetheless higher-
order processes like Andreev-reflection become important. In such a process an incident
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electron from the left lead is reflected into a hole changing the charging state on the island
from n to n+ 2. This process happens predominantly at odd gate-charge offset where the
two even charging states states n and n + 2 are degenerate. For small temperatures and
bias voltage, kBT, eV � EC the associated rate is given by [53]

ΓAL =
GA

e2

δE
(2)
ch

exp(δE
(2)
ch /kBT )− 1

, (2.44)

This is similar to the normal state result in Eq. (2.16) but with a different prefactor. The
Andreev-conductance GA ∼ (RK/R

2
TN) explicitly depends on the number of indepen-

dent parallel channels, N [see Eq. (2.10)]. At ng = odd the current increases linearly
in bias voltage, but suddenly drops down to Iparity when single quasiparticle tunneling
becomes allowed. This happens at the threshold eV = 2(∆− EC). Above this threshold
the even to odd transition rate Γeven→odd is way larger than the Andreev-rate (2.44), i.e.
Γeven→odd � ΓA. According to that a quasiparticle becomes trapped in the odd charging
state, contributing with the escape-rate γesc to the current.

Another co-tunneling process which is important in the subgap-regime, even if ∆ < EC
is the coherent tunneling of a Cooper-pair via Andreev-reflection at one junction and
a tunneling of an electron at the other, which appears at a threshold-voltage of eV =
2
3
[∆ + Ech(n + 1) − Ech(n)] [54]. The associated conductance scales with GCPE ∼

(R2
K/R

3
TN). These estimates will be important in the next chapter and we will come

back to this point, when we discuss the potential error-sources that limit the accuracy of
single-electron turnstiles.

38



3. Non-equilibrium quasiparticles in a
hybrid single-electron turnstile

The excitation of non-equilibrium quasiparticles in superconducting devices by external
fields has been investigated already for decades. For instance, it has been shown that by
applying strong ac-radiation the quasiparticle distribution fkσ = 〈γ†kσγkσ〉 of a supercon-
ductor can be modified in such a way both the critical current [55] and the superconducting
gap [56, 57, 58] may be enhanced [see Fig. 3.1(a)]. Here quasiparticles living at the gap-
edge populate higher states by absorption of ac-radiation. This reduces the population
at the gap and according to Eq. (1.24) favors an increase of the superconducting order
parameter. Furthermore, it has been demonstrated in Refs. [59, 60] that the application
of a dc bias voltage to a normal-metal – superconductor (NS) junction leads to electronic
cooling of the normal metallic side and therewith to overheating of the superconductor
(see Fig. 3.1).

More recently, the issue of non-equilibrium quasiparticles has drawn renewed attention in
the context of superconducting qubits [2, 3, 5, 6]. Here quasiparticle-tunneling through
Josephson-junctions couples to the phase of the qubit and leads to decoherence. It is
straightforward to show that the relaxation rate is proportional to the density of quasipar-
ticles, nqp = Nqp/V , i.e.

Γ↓ ∼
∆

e2RT

nqp
ncp

. (3.1)

Recently Wenner et al.[3] demonstrated experimentally that this proportionality holds
approximately well in a wide range of quasiparticle densities [see e.g. Fig. 3.1 (c)].

Similarly non-equilibrium quasiparticles limit the accuracy of hybrid single-electron turn-
stiles that are promising candidates for a future current standard [7, 8, 9]. In these setups
the excitation of quasiparticles unavoidably comes along with the tunneling of charge.
One can distinguish two different configurations: In a SNS turnstile the normal con-
ducting island is electronically cooled by the superconducting leads, whereas the NSN
turnstile suffers from weak quasiparticle relaxation in the small superconducting island.
Because of that the SNS-turnstile is the preferred device for metrological applications.
The ultra sensitive counting scheme used in turnstile experiments allows for tracking of
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Figure 3.1.: Non-equilibrium quasiparticles in superconducting devices: (a) Ac-radiation
with energy ~ω leads to a population of states at energies ∼ ∆ + ~ω. The suppression of
the quasiparticle population close to the gap favours an increase of the superconducting gap.
The experimental plot shows the superconducting gap as a function of radiation power. (The
Figure is taken from Ref. [56] and the illustration has been added). (b) An applied dc bias
voltage at an NS tunnel-junction leads to an extraction of hot quasiparticles from the nor-
mal side. The experimental curves show the measured electronic temperature as a function
of bias voltage. (The Figure is taken from Ref. [60] and the illustration has been added)
(c) Quasiparticle-tunneling in Josephson-junctions couples to the superconducting phase and
thus to the qubit degrees of freedom. A qubit relaxes from the excited to the ground-state and
simultaneously the quasiparticle gains energy. The bottom Figure is taken from Ref. [3] and
shows the measured relaxation rate (3.1) depending on quasiparticle density nqp in units of
the Cooper-pair density ncp = 2NF∆.

tunneling events by which quasiparticles are created. This makes the NSN turnstile in
particular interesting as a probe to measure the quasiparticle kinetics. Experimentally this
has been demonstrated very recently by Maisi et al.[9].

In this part of the thesis we will introduce a theoretical model that accounts for the single
quasiparticle dynamics in a NSN turnstile, starting from the microscopic theory of super-
conductivity but including the effect of single-electron charges and Coulomb blockade.
First we will shortly introduce the thematic background of single electron sources in the
context of metrology. Then we will explain the working principle of a hybrid single elec-
tron turnstile and discuss potential error sources that limit its accuracy. After that we will
present the model describing the quasiparticle dynamics in a NSN-turnstile and the results
which have been published in Ref. [61].

3.1. Turnstiles as single-electron sources
The Josephson effect (JE) [62] and the Quantum Hall effect (QHE) [63] not only initiated
new prosperous research areas like the field of solid state based quantum information or
the emerging field of topology. First of all these physical phenomena provided a funda-
mental definition of resistance and voltage by elementary constants. In the framework of
the metrological triangle the von Klitzing constant RK = h/e2 and the Josephson con-
stant KJ = e/h offer on the one hand a direct link between voltage and current and on the
other hand between voltage and frequency [see Fig. 3.2(a)]. Checking the consistency of
these constants in terms of the Planck constant h and the elementary charge e requires a
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3.1. Turnstiles as single-electron sources 41

Figure 3.2.: (a) The metrological triangle: The quantum resistance obtained from the hall
effect offers a relation between U and I , the ac Josephson-effect gives a relation between
voltage applied to a junction and oscillatory frequency of the superconducting phase. Single
electron devices may offer a relation between I and f down to metrological accuracy. (b)
(Top) NNNN-single electron turnstile. (Bottom) stability diagram of the double-dot device as
a function of gate-charge Qi = CiVi. By sweeping the gate-voltages in a periodic fashion
through the charging states 00 → 10 → 01 one charge can be ideally transfered from left
to right. (c) Figure from Ref. [65]: Experimental accuracy of the seven-junction device by
Keller et al.

quantum current standard which measures the amount of integer elementary charges that
have been transported through a single electron device by a operation frequency f , i.e.
I = Nef . According to the fidelity of JE and QHE experiments this requires a metro-
logical accuracy of 10−8 [64]. In addition to that the current has to be at least a tenth of
nano-ampere [10].

Early proposals

Since the early proposals of the metrological triangle and Coulomb-blockade related phe-
nomena [66] several experimental realizations of single electron turnstiles have been put
forward. In these devices a voltage bias is imposed between external leads but the sin-
gle electron tunneling is controlled by the Coulomb blockade. Among them are devices
based on semiconducting quantum-dots [67], as well as normal metal devices [68] and hy-
brid ones involving superconducting leads or islands [7]. The first devices were based on
normal metallic islands connected by several junctions. The simplest example, a double-
island device is schematically presented in Fig. 3.2(b) and was first realized in Ref. [68].
By choosing an optimal gate offset in between the charging states (n1, n2) = 00, 10, 01
and by changing the gate voltages in an appropriate way – as indicated in the Coulomb-
diamond picture – an electron can be transfered sequentially from island to island corre-
sponding to the protocol 00 → 10 → 01. However, this double-dot device suffers from
co-tunneling which can be suppressed by increasing the number of islands. The relative
accuracy of a seven-junction device by Keller et al.[65] is presented in Fig. 3.2(c), show-
ing that metrological accuracy can be indeed reached, though the measured currents are
too small to serve as a current standard.
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42 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

Figure 3.3.: (a) Stability diagram for the NNN single electron transistor. The turnstile proto-
col indicated by the black loop crosses the region of finite current. (b) Stability diagram for
the hybrid-turnstile for the case EC = ∆. The turnstile protocol works within the region of
Coulomb-blockade. The colored lines indicate the thresholds for the transition rates which are
shown by same color coding in panel (d) as a function of time forAg = 0.7 and assuming that
both, leads and island are thermalized to a temperature of T = 0.02 ∆. (c) Sinusoidal gate-
offset ng(t) and average excess charge 〈n〉 on the island. Transitions between the charging
states occur when the transition rates become of the order of the driving frequency f which is
indicated by the dashed black line.

Hybrid single electron turnstile

Another promising single-electron source has been proposed by Pekola et al.[7] which
is based on hybrid normal-metal – superconductor junctions. Interestingly these devices
have a simple geometry, namely consist of a single island which is either a superconduct-
ing or normal metal and leads which are normal or superconducting. It has been shown
that the NSN turnstile suffers from overheating of the island [9], whereas for the SNS turn-
stile uncertainties below 10−8 have been predicted by a careful analysis of higher-order
tunneling processes [69].

The working principle of the turnstile protocol is illustrated in Fig. 3.3: Two external leads
are biased in a symmetric fashion by a voltage V . Furthermore, a gate-voltage is varied
periodically Vg(t) = V 0

g + eAg/Cg sin(2πft). Here the normalized offset gate-charge
n0
g = 2CgV

0
g /e is set between two charging states. In our example the charging states are

0 and 1 and the gate-offset is ng = 0.5. Applying the turnstile-cycle in the normal state
would lead to an unavoidable current flow in the region outside the Coulomb-blockade
regime (see stability diagram in Fig. 3.3(a)). However, if the island or the leads are super-
conducting the combination of Coulomb-blockade and superconducting gap leads to the
suppression of single-electron tunneling in the red and blue shaded region of Fig. 3.3(b).

In this case, driving the turnstile cycle leads to the following scenario:

1. Starting at t = 0 and ramping up the sinusoidal gate-voltage [see magenta curve
in Fig. 3.3(c)] leads to an increase of the transition-rate ΓL0→1 for the an electron to
tunnel through the left junction by simultaneously changing the charging state from
0 to 1 [see solid dark-green curve in Fig. 3.3(d)] .
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3.2. Quasiparticle-dynamics in the NSN turnstile 43

Figure 3.4.: Period averaged current as a function of dimentsionless gate-amplitude Ag for
different bias voltages for (a) Figure from Ref. [71] with slight modifications: SNS-turnstile
by Aref et al. (b) Figure from Ref. [9] with slight modifications: NSN-turnstile by Maisi et
al.

2. Once the rate ΓL0→1 is of the same order as the driving frequency f [see dashed
black line Fig. 3.3(d)] tunneling of an electron occurs changing the average charge
〈n〉 from 0 to 1 [see black curve Fig. 3.3(c)].

3. Similarly, in the second half of the turnstile protocol the tunneling rate ΓR1→0 be-
comes large enough to release the extra charge to the right lead changing the charg-
ing state back to 0.

Within one turnstile cycle ideally one charge should be transferred from the left to the
right. This would correspond to a current of I = ef . However, this ideal case is im-
peded by several error sources summarized in Ref. [7]: First of all there is the possi-
bility of back-tunneling. If the leads and island are well thermalized, this occurs with
an error of exp(−eV/kBT ), extra forward tunneling would occur with a probability of
exp(−(2∆ − eV )/kBT ). The minimization of the joint probability leads to the optimal
operation point eV = ∆ of bias voltage. Furthermore working at high frequencies would
allow for higher current but on the expense of tunneling events which can be missed with a
probability exp(−∆/2πfeRT ). Therefore the driving frequency f is always chosen to be
much smaller than the characteristic rate Γ0 = ∆/e2RT (see Fig. 3.3(d)). On top of that,
higher order tunneling is the major limiting factor of turnstile experiments. As discussed
at the end of section 2.2 these happen at a rate ΓA ∼ RK/RTN for Andreev-tunneling
and ΓCPE ∼ R2

K/R
2
TN for coherent three-electron tunneling. An sufficient suppression

of these effects require low-transparent barriers, which on the other hand reduces the cur-
rent. In Ref. [69] it was argued that metrological accuracy can be reached with a current
of maximal order ∼ 10 pA. This necessitates the parallelization for future applications
[70]. In Fig. 3.4(a) the period-averaged current of SNS-turnstile [71] is shown as a func-
tion of the dimensionless gate-amplitude Ag for various bias voltage. The state of the art
metrological accuracy of these devices is of the order of 10−4[10].
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44 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

3.2. Quasiparticle-dynamics in the NSN turnstile
As mentioned before the NSN-turnstile suffers from quasiparticle excitations when not
efficiently depleted from the the superconductor. Fig. 3.4(c) shows the experimental data
measured in Ref. [9]. Here the NSN-turnstile was used as a quasiparticle probe, e.g. the
single quasiparticle escape rate γesc = Iparity/e was determined in good agreement with
the prediction (2.41). In addition, the quasiparticle recombination-rate has been inferred
for the particular case that only two quasiparticles reside on the island. The control of
the number of excitations ultimately follows from the turnstile protocol that has been
explained before. Each tunneling-process is accompanied by the creation of quasiparticles
or holes. These energetically relax via electron-phonon or electron-electron interaction
and escape via recombination into the superconducting condensate or by tunneling into the
normal electrodes. In the following sections we will introduce a model which accounts for
the excitation of quasiparticles by single-charge tunneling as well as their relaxation due
to the interaction with a phonon-bath. We would like to mention that a similar theoretical
model has been used by Maisi et al. [9] in order to model the experimental data therein
(see black lines in Fig. 3.4). The equivalence of the two approaches has been presented
in the appendix of Ref. [61].

3.2.1. Model
We consider a superconducting island (S) coupled to a left (L) and right (R) normal
metallic lead via tunneling barriers. The total Hamiltonian is given by

H =
∑
r=L,R

Hr +HS +HT . (3.2)

The normal metal leads are assumed to be reservoirs of noninteracting electrons,

Hr =
∑
kσ

(ξrkσ − µr) c†rkσcrkσ. (3.3)

Here ξrkσ is the energy of an electron with momentum k and spin σ, and c†rkσ are the cor-
responding creation operators. The applied voltage shifts the electro-chemical potentials
by µL(R) = (−)eV/2. Furthermore we assume that leads are equilibrated, such that the
density matrices of the leads are given by

ρ̂r =
e−βHr

Tr(e−βHr)
. (3.4)

Here β = 1/kBT is the inverse temperature. The Hamiltonian of the superconducting
island is given by

HS =
∑
kσ

Ek γ
†
kσγkσ︸ ︷︷ ︸

Hqp

+EC(n̂− ng)2︸ ︷︷ ︸
Hch

+
∑
q

ωqb
†
qbq︸ ︷︷ ︸

Hph

+He−ph. (3.5)

The first term accounts for Bogoliubov quasiparticles (see Eq. (1.24)) with energy Ek,
where γ†kσ and γkσ are the corresponding creation and annihilation operators, which are
connected to the electronic ones by the transformations

dkσ = ukγkσ + σvkγ
†
kσ,

d†kσ = ukγ
†
kσ + σvkγkσ. (3.6)
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3.2. Quasiparticle-dynamics in the NSN turnstile 45

Figure 3.5.: Illustration of the electron-phonon-interaction: an electron-like quasiparticle in-
jected to the island is initially scattered by phonons quickly relaxing to an energy just above
∆, where it finally recombines with a hole.

The coherence factors uk and vk are defined in Eq. (1.22). The second term in (3.5) corre-
sponds to the charging energy (2.14) of the island modeled by an effective capacitance C,
i.e. EC = e2/2C. The number of excess-charges on the island is given by the operator n̂.
Furthermore, eng = CgVg is the capacitively induced gate-charge. The third term, Hph, is
the Hamiltonian of the phonon-bath which we will assume to be thermalized as well, i.e.
the phonon density matrix is given by

ρ̂ph =
e−βHph

Tr(e−βHph)
. (3.7)

According to Eq. (1.3) and Eq. (1.22) the electron-phonon interaction can be expressed in
terms of the phonon operator, bq and b†q and the Bogolioubov quasiparticle operators, i.e.

He−ph =
∑
qkσ

gk+q,k (uk+quk − vk+qvk)γ
†
k+q,σγkσ︸ ︷︷ ︸

Sσk+q,k

(bq + b†−q)

+
∑
qkσ

gk+q,k (uk+qvk + vk+quk)γ
†
k+q,σγ

†
kσ︸ ︷︷ ︸

Rσk+q,k

(bq + b†−q) +H.c. (3.8)

Here we define the "time-reversed" operators γkσ ≡ γ−k−σ and assume that σ can take the
values±1 corresponding to spin up and down. Later it will be convenient to introduce the
combinations Sσk+q,k andRσ

k+q,k corresponding to the scattering or recombination and pair-
breaking of quasiparticles respectively. As illustrated in Fig. 3.5 a quasiparticle initially
injected into the island through one of the junctions is inelastically scattered by phonons,
relaxing to an energy close to the gap-edge, before it recombines together with a hole.
The first and second line of (3.8) account for these processes respectively.

Finally, in order to model the coupling to the leads we introduce the tunnel Hamiltonian

HT =
∑
rkk′σ

trkk′ T̂ e
−iφc†rk′σ(ukγkσ + σvkγ

†
kσ) +H.c. (3.9)

The operator T̂ =
∑

n |n〉〈n + 1| accounts for changes of the number of electrons in the
island, and φ(t) =

∫ t
t0
dt′ eVφ(t′) is the phase associated with the time-dependent gate
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46 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

voltage that is capacitively applied to the island,

Vφ(t) = −eAg
Cg

sin(2πft). (3.10)

Parity effect

Following the discussion in section (2.2) we will include the parity effect in our calculation
by assuming a grand canonical ensemble, i.e. we allow for fluctuations of the number of
quasiparticles and project onto the subspace with even or odd number of electrons on the
island. The corresponding density matrix for the even and odd subsector is given by

ρ̂even/odd
qp =

P̂±ρ̂qp

Tr(P̂±ρ̂qp)
, (3.11)

with the unprojected quasiparticle density matrix

ρ̂qp =
∏
kσ

[(1− Fkσ)(1− n̂kσ) + Fkσn̂kσ] . (3.12)

Here the distribution function Fkσ = Tr(n̂kσρ̂qp) with n̂kσ = γ†kσγkσ is expressed by a
capital letter in order to distinguish it from its equilibrium value fkσ = [exp(Ek/kBT ) +
1]−1. In analogy to (2.31) the quasiparticle distribution in the even and odd state is given
by

Tr(n̂kσρ̂
even/odd
qp ) = FkσAeven/odd. (3.13)

For a given number of excess charges n on the island, the factor Aeven/odd can be written
as

An = [tanh(Nqp)]
(−1)n . (3.14)

In contrast to the equilibrium situation the number of quasiparticle excitations Nqp =∑
kσ Fkσ is a non-equilibrium quantity and we have to derive a kinetic equation for it.

Sequential tunneling master equation and kinetic Boltzmann equation

We treat both the tunneling Hamiltonian HT as well as the electron-phonon interaction
He−ph within a second order perturbation theory. Thus we separate the Hamiltonian (3.2)
into H0 = HS +

∑
rHr +Hph and a perturbation HI = HT +He−ph. After changing into

the interaction picture the Liouville equation for the density matrix of the system within
the Markov approximation reads

d

dt
ρ̂(t) = −

∫ t

−∞
dt′ [HI(t), [HI(t

′), ρ̂(t)]], (3.15)

where HI(t) = exp(iH0t)HI exp(−iH0t). We are interested in the time-evolution of
the probability to find n excess charges on the island, i.e. pn = Tr{|n〉 〈n| ρ̂}, and the
occupation of the quasiparticle state with momentum k and spin σ, i.e. Fkσ = Tr{n̂kσ ρ̂}.
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3.2. Quasiparticle-dynamics in the NSN turnstile 47

We assume that the density matrix factorizes into the density matrices of the leads, the
phonon-bath and the quasiparticles,

ρ̂ = ρ̂Lρ̂Rρ̂ph

(∑
n

pnρ̂
n
qp |n〉 〈n|

)
. (3.16)

Here ρ̂nqp is the parity projected density matrix (3.11). Mind that we separated the density
matrix of the superconductor’s electronic degrees of freedom into charge and quasiparti-
cles, although these are directly connected quantities. The separation of quasiparticle and
charge degrees of freedom is a valid approximation as long as we can neglect the depen-
dence of the quasiparticle-distribution function Fkσ on the total number of charges. This
is true if the level-spacing is small [72] which is the case for the metallic island considered
here. Furthermore the parity projection appropriately accounts for the parity dependence
of the quasiparticle distribution (see Eq. (3.13)).

In order to keep track of the charge and quasiparticles on the island we decompose the
tunneling Hamiltonian into terms

H++
kσ =

∑
rk′

(trkk′)
∗uk T̂

†eiφγ†kσcrk′σ ,

H+−
kσ =

∑
rk′

(trkk′)
∗σ vk T̂

†eiφγ−k−σcrk′σ, (3.17)

with Hαβ
kσ = (H−α,−βkσ )† and α, β = ±. The total tunneling Hamiltonian is given by

HT =
∑

kσ

∑
αβH

αβ
kσ . For instance, H−−kσ removes a charge and an excitation with mo-

mentum −k and spin −σ from the island, whereas H−+
kσ would remove a charge but add

a quasiparticle excitation k, σ. With Eq. (3.15) we find for the charge occupation pn

d

dt
pn = 2Re

∫ t

−∞
dt′
∑
αβ

∑
kσ

Tr
[
Hαβ
kσ (t)H ᾱβ̄

kσ (t′)ρ̂n+α(t)−H ᾱβ̄
kσ (t′)Hαβ

kσ (t)ρ̂n(t)
]

(3.18)

where ᾱ = −α. Using Wick’s theorem and carrying out the traces we are now able to
express the transition rates in terms of distribution functions frkσ of the leads and Fkσ,
e.g. for the transition from n+ 1 to n with the simultaneous annihilation of a quasipartile
we get

I−− = 2Re
∑
kσ

∫ t

−∞
dt′Tr

(
H++
kσ (t)H−−kσ (t′)ρ̂n+1(t)

)
=
∑
rkk′σ

|trkk′ |2u2
k(1− frk′σ)An+1Fkσpn+1

× 2Re

∫ t

−∞
dt′e−i(ξrk′σ+eVr−eVφ(t)−En+1+En−Ek)(t−t′). (3.19)

Here we introduced the charging energy En = EC(n − n0
g)

2 with respect to the dc off-
set charge n0

g. In the spirit of Markov’s approximation we further linearized the time-
dependence of φ, i.e. φ(t′) = φ(t)− eVφ(t)(t− t′). In this case the time-integral in (3.19)
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can be carried out explicitly, yielding

I−− = 2π
∑
rkk′σ

|trkk′|2u2
k

[
1− frk′σ

]
An+1Fkσpn+1δ(ξrk′σ + eVr − eVφ(t)− En+1 + En − Ek).

(3.20)

Introducing the energy dependent quasiparticle distributions frk′σ = [exp(ξk′/kBT ) + 1]−1

and Fξσ = 1
NFV

∑
k δ(ξ − ξk)Fkσ and further expressing the tunneling amplitude by an

effective energy-independent tunneling resistance,

2π
∑
kk′

|trkk′ |2δ(ξ − ξk)δ(ξ′ − ξk′) ≈
1

e2Rr
T

, (3.21)

Eq. (3.20) can be written as

I−− =
∑
r

1

e2Rr
T

u2
ξ

[
1− f(E − eVr + eVφ(t) + En+1 − En)

]
An+1Fξσpn+1. (3.22)

All other contributions in (3.18) have to be treated in the same way. Here we will only
mention the final result, given by the sequential tunneling master equation

d

dt
pn(t) = Γn,n−1(t)pn−1(t) + Γn,n+1(t)pn+1(t)− [Γn−1,n(t) + Γn+1,n(t)]pn(t). (3.23)

Here the transition rates from charging state n to m, i.e. Γm,n =
∑

r=L,R Γrm,n, are given
by

Γrn+1,n(t) =
∑
σ

∫
dξ

[
wrn+1,n(E, t)

1−AnFξσ
2

(
1 +

ξ

E

)
+ wrn+1,n(−E, t)

AnFξσ
2

(
1− ξ

E

)]
,

Γrn−1,n(t) =
∑
σ

∫
dξ

[
wrn−1,n(−E, t)

1−AnFξσ
2

(
1− ξ

E

)
+ wrn−1,n(E, t)

AnFξσ
2

(
1 +

ξ

E

)]
.

(3.24)

They depend on the non-equilibrium distribution Fξσ which has to be determined by a
kinetic equation. The parity effect enters by the factor An. Furthermore we introduced
the combinations

wrn+1,n(E, t) =
f r (En+1 − En + eVφ(t)− µr + E)

e2Rr
T

,

wrn−1,n(E, t) =
1− f r (En − En−1 + eVφ(t)− µr + E)

e2Rr
T

, (3.25)

that contain the distribution functions of the leads, f r, as well as the tunneling resistance
Rr
T . We do not take into account second-order cotunneling as it is suppressed by additional

factors (RK/RT ). In the non-equilibrium situation that is considered here single-electron
tunneling will be the most dominant tunneling-process.

In a similar way we derive the time-evolution of the quasiparticle occupation of a state kσ
under the condition that n charges reside on the island, i.e.
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d

dt
〈n̂kσP̂n〉 = i 〈[HI , n̂kσ]P̂n + n̂kσ[HI , P̂n]〉 (3.26)

where P̂n = |n〉 〈n| is the projection operator onto charging state n. By summing over all
charging states the second term vanishes because of conservation of probability and we
obtain

d

dt
〈n̂kσP̂n〉 = i 〈[HT , n̂kσ]P̂n〉︸ ︷︷ ︸

tun

+ i 〈[He−ph, n̂kσ]P̂n〉︸ ︷︷ ︸
e−ph

(3.27)

The first term corresponds to quasiparticle-tunneling and in accordance to (3.18) gives

d

dt

∑
n

〈
n̂kσP̂n

〉∣∣∣∣
tun

= −2Re

∫ t

−∞
dt′
∑
n

∑
αβ

Tr
(
βHαβ

kσ (t)H ᾱβ̄
kσ (t′)ρ̂n(t)

)
. (3.28)

The second term accounts for the interaction of quasiparticles and phonons, i.e.

d

dt

∑
n

〈
n̂kσP̂n

〉∣∣∣∣
e−ph

= −2Re

∫ t

−∞
dt′
∑
nq

Tr

(
hσk,k−q(t)[h

σ
k,k−q(t

′)]†ρ̂n(t)− [hσk,k−q(t)]
†hσk,k−q(t

′)ρ̂n(t)

)
.

(3.29)

with the combinations hσk+q,k =
(
Sσk+q,k + Rσ

k+q,k

)
(bq + b†−q) and S(R)σk+q,k defined in

(3.8). In contrast to (3.28) the scattering integrals in (3.29) now also contain combinations
n̂kσ(1 − n̂qβ), corresponding to a quasiparticle scattering from state kσ into the state qα
and combinations which account for the recombination of a quasiparticle and a hole, i.e.
n̂kσn̂qβ . At this point we remind the reader on section 2.2, where we discussed the parity
projection of the density matrix. We realized that the projection operator P̂± did not
commute with n̂kσ. The same is true for the combinations mentioned before. With the
parity-projected density matrix (3.11) we obtain

〈n̂kσn̂qβ〉even/odd = FkσFqβ
1± exp(−2

∑
pα 6=kσ,qβ Fpα)

1± exp(−2
∑

pα Fpα)
,

〈n̂kσ(1− n̂qβ)〉even/odd = Fkσ(1− Fqβ)
1∓ exp(−2

∑
pα 6=kσ,qβ Fpα)

1± exp(−2
∑

pα Fpα)
. (3.30)

for Fkσ � 1. Because of the small level-splitting it is reasonable to approximate these
expectation values by 〈n̂kσ(1− n̂qα)〉n ≈ AnFkσ(1 − Fqα) and 〈n̂kσn̂qα〉n ≈ FkσFqα.
After standard manipulations explained before, we finally arrive at the kinetic Boltzmann
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equation for Fξσ,

d

dt

[∑
n

pnAnFξσ
]

(3.31)

=
1

NFV
∑
rn

∑
s=±1

pn

[
wrn+s,n(sE, t)

1−AnFξσ
2

(
1 + s

ξ

E

)
− wrn+s,n(−sE, t)

AnFξσ
2

(
1− s ξ

E

)]
+ π

∫
dξ′α2F (E + E′)2

(
1− ξξ′

EE′
+

∆2

EE′

) [
(1− Fξσ)(1− Fξ′σ̄)nBE+E′ − FξσFξ′σ̄(1 + nBE+E′)

]
+ π

∫
dξ′α2F (E′ − E)2sign(E′ − E)

(
1 +

ξξ′

EE′
− ∆2

EE′

)
×
[
Fξ′σ(1− Fξσ)(1 + nBE′−E)− Fξσ(1− Fξ′σ)nBE′−E

]∑
n

pnAn.

Here σ̄ = −σ, and nBω = [exp(ω/kBT ) − 1]−1 is the Bose-function. The first line
describes the excitation via tunneling whereas the following lines account for the inelastic
recombination, pair-breaking and scattering processes. Furthermore we introduced the
α2F -spectrum (see Eq. (1.7) in chapter 1). Since only low energies ω are concerned we
approximate the energy dependence of the α2F -spectrum by its form α2F (ω) ≈ bω2θ(ω).
The electron-phonon coupling constant is well cataloged in the literature [26]. It can
be expressed in terms of the experimentally more relevant parameter Σ, which appears
in the heat current between electrons and phonons in the normal state [73], given by
Pe−ph = ΣV(T 5

e − T 5
ph), i.e.

b = Σ/48πζ(5)NF . (3.32)

According to (3.31) we introduce the characteristic scale for the electron-phonon cou-
pling, Γe−ph = πb∆3. For aluminum one has Σ ≈ 1.8 × 109WK−5m−3, ∆ ≈ 210µeV
and NF ≈ 2.32× 1028eV−1m−3[9], which gives Γe−ph ≈ 18 MHz.

In general, the kinetic equation (3.31) should also contain collision integrals induced by
the short range Coulomb interaction between the electrons. In our model we omit it be-
cause we will mostly focus on the regime where the current through our device merely
depends on the total number of quasiparticles Nqp, and not on the specific form of the
distribution function Fξσ. Since the electron-electron interaction does not cause recombi-
nation or creation of quasiparticles, it does not change Nqp and, hence, may be neglected.

3.2.2. Quasiparticle excitation and relaxation

Eqs. (3.23) and (3.31) are the main results of this chapter. They can be solved numerically
yielding full information about the time and energy-dependence of the distribution func-
tion. In the following pages we will present the results of our simulations. In this context
we discuss the events that contribute to the relaxation of quasiparticles, discuss the energy
dependence of their distribution function and show that the rather lengthy kinetic equation
(3.31) may be replaced by a much simpler equation for the total quasiparticle number. We
furthermore assume spin-degeneracy, i.e. Fξ↑ = Fξ↓ ≡ Fξ, because we neither have mag-
netic leads, nor do we consider any spin-flip processes. The parameters that we are using
in our numerics are summarized in Table 3.1.

50



3.2. Quasiparticle-dynamics in the NSN turnstile 51

EC eV T (e2RL
TNFV)−1 (e2RR

TNFV)−1 NFV∆
8∆/7 4∆/3 ∆/40 1.8× 10−2Γe−ph 2.5× 10−2Γe−ph 22490

Table 3.1.: Parameters used in the simulations unless other values are specified. The chosen
parameters produce the best fit to the experimental data of Ref. [9]. Here Γe−ph = πb∆3

gives a characteristic scale for the rate of the electron-phonon relaxation (see text).

Figure 3.6.: Time-dependence of (a) the transition rates, plotted for an average quasiparticle
number Nqp ≈ 11.5, (b) the charge occupation probabilities p0 and p1, (c) the quasiparticle
numberNqp. In panel (d) the different pictures show (i) the creation of electron-like quasipar-
ticles at time t1, (ii) the relaxation via recombination, (iii) their escape into the leads within
the time intervall (t2, t3), and (iv) the creation of a hole-like quasiparticle at the time instant
t3. (For the simulations the gate offset is chosen in between the two charging states 0 and 1,
i.e. n0

g = 0.5. The gate amplitude of the periodic gate charge is given by Ag = 0.5. The
modulation frequency is f = 5.56× 10−2Γe−ph.)

Quasiparticle distribution function

To start with we consider frequencies for which the parity effect can be neglected and
An ≈ 1. In order to explain the relation between quasiparticle and charge dynamics we
refer to Fig. 3.6. Among other things it shows the time-dependence of the occupation
probability pn as well as the quasiparticle number

Nqp = 2NFV
∫ ∞
−∞

dξ Fξ. (3.33)

In the following we discuss the quasiparticle dynamics that follows from the various tun-
neling and relaxation events during the turnstile operation. Panel (d) depicts all these
processes in an illustrative way.

1. Starting at the time-instant t1 [see panel (b)] a charge tunnels onto the island chang-
ing the state from n = 0 to n = 1. The tunneling process also increases the
quasiparticle number [panel (d)-(i)],
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52 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

2. In the following quasiparticles relax due to recombination [panel (d)-(ii)] with the
recombination-rate

1

τrec
= κNqp, (3.34)

where κ = 4Γe−ph/NFV∆ characterizes the rate of quasiparticle recombination
and for the relevant experimental parameters is of the order κ = 2 × 10−4Γe−ph
[61].

3. Then at the time-instant t2, do to the presence of non-equilibrium quasiparticles,
the transition rates ΓL,R1→0 become significant leading to a back-flow of charge into
the leads and an abrupt decay of the occupation probability p1. According to this
quasiparticles may also escape into the leads in the time-window (t2, t3) [see panel
(d)-(iii)]. The corresponding escape-rate is given by

γresc =
1

2e2Rr
TNFV

. (3.35)

4. Next, at a time t3 an electron leaves the dot when ΓR1→0 becomes of the order of
the driving frequency. Simultaneously a hole-like quasiparticle is created [panel
(d)-(iv)]. One observes that the decrease in electron-like quasiparticles in the time-
interval (t2, t3) and the rapid increase of hole-like quasiparticles at t3 sums up to 1,
consistent with the total change of charge by one e.

Due to the fact that the tunneling resitance and the applied dc bias voltage used in the
simulations is rather symmetric we expect that the imbalance between electron and hole-
like quasiparticles is small. This is evident from the fact that in the turnstile cycle the
same amount of them is generated on average. To confirm this assumption we introduce a
quantity which measures the charge-imbalance, the so-called quasiparticle-charge density
Q∗ (see Eq. (2.24)), [74, 75]

Q∗ = NFV
∫ ∞
−∞

dξ
ξ√

∆2 + ξ2
Fξ. (3.36)

If the number of particle-like excitations is larger than the number of hole-like excitations
the charge imbalance is positive and vise versa (see Fig. 3.7(a)). A comparison of Q∗

and Nqp shows that indeed the charge imbalance is small. It increases linearly for small
junction asymmetry factors α = (RR

T − RL
T )/(RR

T + RL
T ) [61], but remains of the same

order of magnitude as long as the bias voltage remains symmetric. Thus we can generally
neglect the charge imbalance.

As a next step we present the period averaged distribution function

〈Fξ〉 = f

∫ 1/f

0

dt Fξ(t) (3.37)

in Fig. 3.8. In order to understand the specific energy dependence we have to analyze the
interplay of the different quasiparticle relaxation channels like tunneling, inelastic phonon
scattering and recombination which enter the Boltzmann equation (3.31). The relaxation
rate that results from inelastic scattering at phonons is given by,

1

τsc(E)
= Γe−ph

√
2(E −∆)7/2

E∆5/2
, . (3.38)
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Figure 3.7.: (a) Illustration of charge imbalance. (b) Quasiparticle number Nqp and quasipar-
ticle charge-density Q∗ depending on gate-amplitude. Figure from Ref. [61].

This relaxation-process preserves the quasiparticle number and only modifies the energy
dependence of the distribution function. The overall number of quasiparticles can be
changed by recombination events that happen at a rate

1

τrec(E)
= Γe−ph

(E + ∆)3

2E∆2

Nqp

NFV∆
, (3.39)

which is proportional to Nqp. These rates are consistent with the temperature dependent
lifetimes derived in Eq. (1.15). The energy dependence of (3.38) and (3.39) is shown in
Fig. 3.8(a). At an energy E0 ≈ ∆(1 + 2(Nqp/2NFV∆)2/7) both are equal, at E > E0

inelastic scattering dominates, while at E < E0 recombination becomes more important.
For Nqp � 1 the energy E0 is close to ∆, which leads to the following scenario: high
energy quasiparticles are quickly equilibrated by inelastic phonon scattering, before they
subsequently recombine at lower energies. This results in a local-equilibrium distribution
F loc
ξ = [exp((E − µ)/kBT ) + 1]−1 where T is the phonon temperature. Within the

relaxation time approximation the phonon-scattering term in Eq. (3.31) reads

Ḟξ
∣∣
e−ph = −

Fξ − F loc
ξ

τ(E)
(3.40)

with 1/τ = 1/τsc + 1/τrec. This relaxation is balanced by the influx of new quasiparti-
cles from the leads, approximately given by Iin = f/2NFV∆. This phenomenological
argument offers the energy dependence

Fξ = τ(E)Iin + F loc
ξ , (3.41)

with Nqp being the only fitting parameter. The chemical potenial is fixed by Eq. (3.33). In
Fig. 3.8(b) these fits are presented by the red lines and match the numerical data in blue
quite well.

Rothwarf-Taylor equation

Based on the previous discussion we find that for the case at hand the electron-phonon
interaction leads to a quasiparticle distribution which is nearly particle-hole symmetric
and well peaked in a small energy-window around ξ = 0. Other scattering channels like
electron-electron interaction would lead to an additional change of the energy dependence
however most quasiparticles would still be distributed in the same energy-window. This
encourages to employ the particular energy dependence of Fξ and to express Eqs. (3.23)
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54 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

Figure 3.8.: Comparison of the relaxation rates in Eqs. (3.38) and (3.39) and the distribution
function Fξ for three different frequencies f1,2,3 = 5.56, 1.11, 0.28 × 10−2Γe−ph. In the
bottom panel the blue dots show the numerical result, the red lines are fits corresponding to
(3.41). (for the simulations we used Ag = 0.5)

and (3.31) in terms of the quasiparticle number,Nqp. In this spirit we find the approximate
relations for charge-transition rates

Γrn±1,n =

∫
dξwrn±1,n(±E)− [wrn±1,n(±∆)− wrn±1,n(∓∆)]

AnNqp

2NFV
, (3.42)

which enter the master-equation (3.23). In addition to that the integrated Boltzmann equa-
tion assumes a simplified form,

d

dt

[
Nqp

∑
n

pnAn

]
=
∑
n

pn
[
Iqpn − Γqpn NqpAn − κN2

qp

]
. (3.43)

Eq. (3.43) is often referred to as Rothwarf-Taylor equation [76]. It is composed of a
quasiparticle injection rate

Iqpn =

∫
dξ
∑
r

[
wrn+1,n(E, t) + wrn−1,n(−E, t)

]
, (3.44)

which is independent on the quasiparticle number, furthermore an escape-rate which ac-
counts for the tunneling of quasiparticles into the leads, i.e.

Γqpn =
1

2NFV
∑
r

∑
s=±1

[wrn+s,n(∆) + wrn+s,n(−∆)] (3.45)

and a recombination rate given by κNqp. As long as quasiparticles are injected close to
the gap, ∆, and as long as the quasiparticle-number conserving relaxation channels are
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3.2. Quasiparticle-dynamics in the NSN turnstile 55

fast enough, Eq. (3.43) accounts appropriately for the quasiparticle dynamics in the su-
perconductor. This is true even in the regime where the parity effect becomes important,
which will be discussed at the end of this chapter.

Superconducting gap

Although we consider a non-equilibrium situation we neglect variations of the supercon-
ducting gap. With regard to section 2.2 the correction of the gap due to the presence of
quasiparticles is given by

δ∆even/odd

∆
≈ − 2Nqp

NFV∆
[tanh(Nqp]±1. (3.46)

According to Table 3.1 the number of Cooper-pairs is of the order NFV∆ ∼ 2 × 104,
which is way larger than the average quasiparticle numbers Nqp considered here. There-
fore the correction (3.46) is negligible.

3.2.3. Tunneling current

The experimental observable in the single turnstile experiment is the current through lead
r given by the time-derivative of the electronic charge, i.e.

Ir = e

〈
d

dt

∑
kσ

c†kσckσ

〉
= ie

〈
′∑

p,αβ

αHαβ
pσ

〉
(3.47)

with Hαβ
kσ as defined in (3.17). The prime indicates that exclusively tunneling events from

and to lead r are considered. Within the Born-Markov approximation considered before
we obtain

Ir(t) = −e
∫ t

−∞
dt′

′∑
kσ,αβ

Tr(αHαβ
kσ (t)[H ᾱβ̄

kσ (t′), ρ̂(t)]),

= −2eRe

∫ t

−∞
dt′

′∑
kσ,αβ

Tr(αHαβ
kσ (t)H ᾱβ̄

kσ (t′)ρ̂(t)). (3.48)

which is very similar to (3.18). This means that the current can be expressed in terms of
the transition rates (3.42), i.e.

Ir(t) = e
∑
n

[Γrn+1,n(t)− Γrn−1,n(t)] pn(t). (3.49)

According to Eq. (3.42) the current is directly related to the number of quasiparticle exci-
tations. Therefore the current is a direct measure of the quasiparticle dynamics.

Frequency dependence

An important issue in the field of metrology and quantum information is the dependence
of quasiparticle poisoning on the repetition-ration of performed operations. In the context
of superconducting qubits this issue has been addressed for instance by Wenner et al.[3].
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56 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

Figure 3.9.: (a) Frequency dependence of 〈Nqp〉 and 〈I/(ef)〉. (b) Variation of current with
gate-amplitude. The red and the blue line indicate the two frequencies f1 = 5.56×10−2Γe−ph
and f1 = 5.56×10−3Γe−ph. The latter are compared to the experimental data of Ref. [9] pre-
sented by blue and red dots in (c). Here the black solid lines show the theoretical simulation.
Figure from Ref. [61].

In their experiment quasiparticles were injected into a qubit circuit by a nearby squid.
Fig. (3.1)(c) shows the dependence of qubit relaxation rate on the injected quasiparticle
density. The advantage of the turnstile experiment certainly is the straight connection of
tunneling current as the experimental observable and the injection of quasiparticles. As
we have seen, this makes it easier to formulate a theoretical model based on which the
comparison to experiment can be performed. In turnstile experiments there is an upper
frequency for the turnstile experiments below which the error of missing a tunneling event
is sufficiently suppressed. In the following we will stay well below this limit given by
2πfc ∼ ∆/e2RT .

In Fig. 3.9 we investigate the frequency dependence of 〈Nqp〉 and 〈I/(ef)〉: First of all,
panel (a) shows that the quasiparticle number is limited by quasiparticle recombination
at large frequency. Here the recombination term 〈κN2

qp〉 in (3.43) dominates over the es-
cape rate 〈Γqpn AnNqp〉. Furthermore the injection of quasiparticles scales linearly with
frequency, which leads to the result 〈Nqp〉 ∝ f 1/2 and agrees approximately well for fre-
quencies f & 0.1Γe−ph. Interestingly the normalized current 〈I/(ef)〉 tends to a constant
in this frequency-limit, although the quasiparticle number is increased. The can be under-
stood in the following way: The tunneling rates (3.42) that enter the expression for the
current (3.48) consist of a term proportional to Nqp and a term independent on the quasi-
particle number. The latter scales linearly with frequency leading to a constant fraction
〈I/(ef)〉 ≈ 1 in the ideal case of vanishing Nqp. The term proportional to Nqp scales with
∼ f−1/2 and is thus suppressed with increasing frequency.

In addition to that the normalized current assumes a step-like behavior as a function of
gate-amplitude Ag in the high frequency limit (see Fig. 3.9(b)). This makes it interest-
ing in particular for metrological purpose. With decreasing frequency the quasiparticle
contribution becomes important rendering the single electron turnstile sensitive to the
quasiparticle dynamics. In Fig. 3.9(c) we compare the theoretical predictions with exper-
imental data from Ref. [9] for two different frequencies and indeed find good agreement
with our model.

56



3.2. Quasiparticle-dynamics in the NSN turnstile 57

Figure 3.10.: (a) Stability diagram for EC > ∆. During the turnstile protocol the gate-offset
crosses various thresholds beyond which tunneling processes are activated. This leads to the
characteristic line-shape of the current, shown in the inset. (b) Average charge on the dot
for finite (red) and vanishing (black) quasiparticle number as a function of normalized gate-
charge within the first half of the turnstile cycle. (c) Current through the left (green) and the
right (blue) lead for finite Nqp along the time-instances t1 − t4 . The current IL for vanishing
quasiparticle is shown by the black curve.

Dependence on driving amplitude

In order to understand the characteristic dependence of the average current on gate -
amplitude we refer to Fig. 3.10(a), which shows the stability diagram for the case EC >
∆. The gate charge is varied along the red line, which passes through the overlap of the
Coulomb diamonds of charging state 0 and 1. The thresholds for the particular transition-
rates (3.42) are indicated by green lines. In particular the thresholds for vanishing quasi-
particle number are given by solid green lines. In panel (b) and (c) we follow the first half
of the turnstile cycle along the time-instances t1 − t4 with a gate-amplitude Ag = 1:

1. At the time instant t1 a charge is injected into the island changing the average charge
〈n〉 from zero to one. The rapid increase of the current IL indicates that the charge
tunnels through the left junction.

2. Assuming that the quasiparticle number is vanishing we find that the current through
the left lead [black solid line in panel (c)] is zero for the rest of half the turnstile-
cycle. The same is true for the current through the right lead. For a finite amount
of quasiparticles the situation is different. The quasiparticle dependent term in the
tunneling-rates (3.42) allows for additional forward-tunneling when the normalized
gate-charge passes through the indicated threshold at t2. This onset also imprints
on the average current sketched in panel (a).

3. Later at t = t3 the forward-tunneling is reduced leading to a decrease of the average
current. Finally at the time t4 there is a back-flow of charge through the right junc-
tion. This is also reflected in the negative current IR as well as the slight increase
of the average charge on the dot (see panel (b)).

4. Finally, at ng(t = 1/4f) = 1.5 the gate-variation changes its direction. The time-
instances now follow chronologically the order t4 < t3 < t2 < t1. At t4 the
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58 3. Non-equilibrium quasiparticles in a hybrid single-electron turnstile

Figure 3.11.: The influence of the parity effect on the current. (a) Theoretical predictions for
the current 〈I〉 with the parity effect included (black rectangles) and its value 〈I∗〉 obtained
from setting An = 1 (gray triangles). The simulations are compared with the experimental
data of Ref. [9] (magenta dots) for a operation frequency f = 2 × 10−4Γe−ph. (b) The
difference 〈∆I〉 = 〈I〉 − 〈I∗〉 for three different pumping frequencies f = 2, 2.7, and
5.4×10−4Γe−ph (solid, dashed, and dotted lines, respectively). (c) and (d) show the frequency
dependence of 〈I〉, 〈I∗〉 and 〈∆I〉. (Figure from [61])

gate-charge crosses the threshold of the transition rate ΓR2→1 which explains the
rapid increase of the current through the right lead which neutralizes the additional
excess charge on the island.

We conclude that the characteristic line-shape of the average current through the turn-
stile follows from (i) the particular dependence of the quasiparticle independent transition
rates on bias voltage and gate-charge and (ii) from the increase of forward and backward-
tunneling due to the presence of non-equilibrium quasiparticles.

3.2.4. Parity effect

In this paragraph we draw attention to parity that has been discussed for the equilibrium
situation in section 2.2. Remember that in this case the presence of an additional unpaired
quasiparticle on the superconducting island led to a finite current plateau which is 2e-
periodic in gate voltage [see Fig. 2.5].

In the case of the driven single-electron turnstile we find that the number of quasiparticles
decreases with operation frequency f [see Fig. 3.9(a)]. For a characteristic frequency the
injection of quasiparticles is compensated by their recombination and single-quasiparticle
physics becomes important. In order to resolve the contribution of the parity effect to
the average current, we first solve the master-equation (3.23) together with the kinetic
equation (3.43) by setting An = 1. The result is presented in Fig. 3.11(a) by the gray
triangular dots. The disagreement with the experimental data indicates an additional cur-
rent contribution. This can be accounted for by using the parity dependence ofAn, which
allows a much better fit of the experimental data (black rectangular dots). The difference
between exact current 〈I〉 and its value 〈I∗〉 derived under the assumption that An = 1,
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i.e. 〈∆I〉 = 〈I〉 − 〈I∗〉, is presented in Fig. (3.11)(b) for three different frequencies. With
decreasing frequency the parity effect first develops at small gate-amplitudes. In panels
(c) and (d) the frequency dependence of the current is presented.

In analogy to the equilibrium experiments, where the quasiparticle number is controlled
by temperature and a crossover to the parity effect is observed below a characteristic
temperature T ∗ [see Fig. 2.4] we find such a transition at a frequency f ∗ ∼ 4κ, which
corresponds to the recombination rate of two quasiparticles.

59





Part II.

Topological superconductivity from
magnetic adatoms on top of

superconductors

61





4. Basics: Topological
superconductivity

The second part of this thesis discusses aspects of topological superconductivity. More
precisely we investigate the possibility to engineer a topological superconductor (TSC) by
positioning adatoms on a superconducting surface. A minimal model for a TSC would be
a p-wave superconductor with spin-triplet paring. In such a superconductor quasiparticle-
excitations are combinations of electrons and holes and the quasiparticle excitation oper-
ator is given by

γ†k = ukc
†
k + vkc−k. (4.1)

Here, for the sake of simplicity, we only considered fully spin-polarized operators, c†k,
which create electrons with momentum k. Charge-conjugation symmetry implies that
creating a quasiparticle with energy Ek by the operator γ†k(Ek), is equivalent to creating a
hole with the energy −Ek by the operator γ−k(−Ek). If we consider a gap closing at the
inversion symmetric point k = 0, i.e. E0 = 0, we obtain the relation

γ†0 = γ0, (4.2)

which is the defining condition for a Majorana operator. In fact, it turns out that clos-
ings of the excitation-gap between particle and hole bands are intimately related to the
emergence of zero-energy states in real space. Each of these states decomposes into two
fractions, which appear at the edges of a finite system and can be described by Majorana
operators, e.g., γ1 and γ2. Together they constitute an ordinary quasiparticle excitation
d = γ1 + iγ2. Although Majorana operators fulfill the fermionic commutator relations,
they are by no means ordinary fermions. Nevertheless it has become established in the
condensed matter community to call these excitations Majorana fermions.

In the following section we will provide a short introduction to the field of topologi-
cal phases in condensed matter. For a more elaborate discussion we refer the reader to
Refs. [77, 78]. We will start with the main concepts of topology in bandstructure theory
and discuss the simplest low-dimensional examples of topological insulators and super-
conductors. Furthermore, we will explain the emergence of zero-energy states and Majo-
rana fermions in these systems. Later, in chapter 5, we will discuss two alternative ways
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Figure 4.1.: Two-dimensional surfaces in three-dimensional space can be topologically clas-
sified by their genus g, which essentially counts the number of holes in the three-dimensional
object.

how to realize Majorana fermions from collinear magnetic chains on top of conventional
superconductors. This will constitute the second main part of this thesis.

4.1. Topology in condensed matter
In mathematics topology is the study of manifolds and mappings between them. A map-
ping is called homotopic if geometric objects can be continuously deformed into each
other. Two-dimensional surfaces in a three-dimensional space, for instance, can be topo-
logically classified by their genus, g, which essentially counts the number of holes in the
three-dimensional object. Let us for instance consider the two objects in Fig. 4.1, a sphere
and a torus. The sphere has no holes corresponding to a genus g = 0. We call the map-
ping from the two-dimensional parameter-space to the three-dimensional configuration
space topologically trivial. On the other hand, the torus has one hole and therefore genus
of g = 1. This object is topologically distinct from the sphere and we call it topologi-
cally non-trivial. Mathematically the surface integral over the Gauss-curvature κ offers a
relation between the surface and its topological index g,

∮
dAκ = 4π(1− g). (4.3)

Obviously for the sphere κ equals 1/r2, where r is the radius of the sphere and the integral
(4.3) gives 4π. Two objects are called topologically equivalent when they can be contin-
uously deformed into one another without altering the number of holes. In condensed
matter there exists a similar classification scheme in the theory of band-insulators. In this
context gapped bandstructures are topologically equivalent if they can be continuously
deformed into one another without closing the energy gap. The underlying ingredient of
a bandstructure is a periodic lattice in real space. According to Bloch’s theorem [79] an
electron in a periodic potential has a wavefunction of the form

|ψnk〉 = eikr̂ |unk〉 , (4.4)

where the Bloch-functions 〈r|unk〉 have the periodicity of the lattice and are eigenfunc-
tions of the Bloch-Hamiltonian H(k) = exp(−ikr)H exp(ikr) with eigenvalues En(k)
and carry the band-index n. The information on whether the mapping from the Brillouin-
zone (BZ) to H(k) is topologically trivial or not, is hidden in the Bloch-functions |unk〉
which acquire a Berry-phase

γn =

∮
∂S
dk · Ank, (4.5)
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Figure 4.2.: Kramer’s degeneracy at the inversion symmetric points k = 0 and k = π/a
implies two scenarios for the edge state of an insulator: (a) The edge-dispersion intersects
at even number of points in-between 0 and π/a. This would be the topologically non-trivial
case, as the bands could be pushed below the Fermi-surface. (b) The edge-dispersion intersect
an odd number of times. The node can not vanish under any kind of smooth deformation of
the bandstructure. Thus in this case one expects the appearance of a zero-energy edge state.

with the Berry vector potential Ank = 〈unk| − i∇k|unk〉. Under a closed path the Bloch-
function remains single valued if the Berry phase is a multiple of 2πi. In two dimensions,
using Stokes theorem, Eq. (4.5) can be expressed by the Berry curvatureFnk = ∇k×Ank,
i.e.,

Nn =
1

2π

∫
S
d2k n̂ · Fnk. (4.6)

Nn is quantized and defines a topologicalZ-invariant. The prime example of a topological
non-trivial insulator is the integer quantum Hall effect (IQHE). By comparing Eq. (4.6)
with the Kubo-formula for the quantum Hall conductance

σxy =
e2

h

∑
n

1

2π

∫
BZ

d2k n̂ · Fn, (4.7)

one immediately finds that the conductance must be a multiple of the conductance quan-
tum e2/h, i.e. σxy = e2N /h with the topological invariantN =

∑
nNn. At the interface

of two topologically distinct materials the energy-gap has to be necessarily closed in order
to pass from one topological phase to the other. This unavoidably leads to a zero-energy
states at the interface. In the IQHE the number of these edge-modes is given by the Chern
number (4.6). The direct relation between bulk invariant and the appearance of zero en-
ergy edge states is an important concept in the classification of topological insulators and
superconductors and is termed bulk-boundary correspondence.

The quantum Hall insulator is a time-reversal (TR) symmetry breaking topological in-
sulator. However there also exist TR invariant topological insulators. TR symmetry is
represented by the anti-unitary operator

Θ = eiπJyK, (4.8)

with the total angular momentum Jy (~ = 1) and the complex conjugationK. For s-orbital
electrons the TR operator is given by Θ = iσyK. According to that Θ2 = −1, which has
the important implication that the band-structure at inversion-symmetric points in the BZ
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Figure 4.3.: Polyacetylene [C2H2]n: We define a two-atomic unit-cell which accounts for
different next-nearest neighbour hoppings induced by a Peierls’ instability.

(for one dimension k = 0 and π/a) exhibits a two-fold degeneracy, known as Kramer’s
theorem. If a state |ψ〉 would not be degenerate this would imply that Θ2 |ψ〉 = t2 |ψ〉
for some real constant t, which contradicts with t2 = −1. In the absence of spin-orbit
coupling (SOC) Kramer’s degeneracy is simply the degeneracy between spin-up and spin-
down bands, which persists even away from the inversion symmetric points. In contrast
with SOC the two spin-bands split away from inversion symmetric points. The latter
is illustrated in Fig. 4.2 which shows two possible scenarios of edge-state dispersions
between Kramer’s degenerate points in the BZ. In (a) the dispersions intersect the Fermi-
surface an even number of times. In the spirit of topological classification one could
argue that a smooth deformation of these bands could push them above the Fermi-level.
Consequently this would correspond to an ordinary insulator. However if the dispersions
intersect an odd number of times like in (b) a deformation of the bandstructure would at
least lead to one crossing and the existence of a zero energy bound state characterizing
a topological insulator. We conclude that edge modes are protected from opening a gap
by TR invariance if and only if their number is odd. This interpretation suggests that the
topological invariant reflects this even-odd distinction and should be of Z2-type.

According to Fu and Kane [80] this invariant may be related to the matrix Wmn(k) =
〈um(k)|Θ|un(−k)〉 which contains the TR operator Θ and is anti-symmetric at inver-
sion symmetric points, i.e. Wmn(k) = −Wnm(−k) (in 1 dimension for k = 0, π). A
skew-symmetric matrix has the property that one can define a Pfaffian which satisfies the
relation Pf2(W) = det(W). The topological Z2 invariant, e.g. for one dimension, is
given by

M =
Pf[W(0)]√
det[W(0)]

Pf[W(π)]√
det[W(π)]

, (4.9)

and changes sign when passing from a topological trivial to a non-trivial phase. Mind that
the Z2-invariance is a direct consequence of Kramer’s degeneracy which arises due to the
fact that Θ2 = −1.

However there could be also a case where the Hamiltonian assumes TR symmetry but
Θ2 = 1. In the following we will consider the prototype example of a topological insula-
tor in one dimension, namely polyacetylene [C2H2]n, which fulfills this condition and is
sketched in Fig. 4.3. This consideration will be conceptually similar to the discussion that
we will pursue in section 5.1.2. The Hamiltonian for this system reads [81],

H =
∑
n

t c†AncBn + t′ c†An+1cBn +H.c. (4.10)
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A Peierls’ instability leads to a finite difference in hopping amplitude δt = t − t′. In
momentum space the Hamiltonian can be written in the convenient form

H(k) = g(k) · σ, (4.11)

with σ being a Pseudo-spin which subscribes the two sublattices A and B and where the
vector g decomposes into gx(k) = t + t′ cos(k) and gy(k) = t′ sin(k) and gz = 0. The
energy spectrum can be readily calculated, giving

Ek = ±
√

2
√

(t+ t′ cos(k))2 + t′2 sin2(k). (4.12)

A gap closing appears only at inversion symmetric points k = 0, π for the particular
condition t = t′. Therefore one expects that the two phases δt > 0 and δt < 0 are topo-
logically distinct. The Berry functions can be readily obtained by defining the winding
angle ϕk via tan(ϕk) = gy(k)/gx(k), i.e.

|u±(k)〉 =
1√
2

(
±1
eiϕk

)
. (4.13)

The associated Berry vector potential is given byA± = 〈u±(k)| − i∂k|u±(k)〉 = ∂kϕk/2.
With this it is possible to define a topological Z invariant

N =
1

2π

∫ π

−π
dk ∂kϕk = − 1

2π

∫ π

−π
dk [ĝ(k)× ∂kĝ(k)] · ẑ. (4.14)

This invariant counts how often the normalized vector ĝ(k) = g(k)/|g(k)| winds around
the origin. In Fig. 4.4 we distinguish two scenarios:

1. For δt > 0 we find a winding of zero, which tells that the system is topologically
trivial. This can be understood by considering the extreme case t � t′, when the
energy-bands (4.12) are flat and ĝ(k) ≈ (1, 0, 0).

2. In the other extreme limit t� t′ we have ĝ(k) ≈ (cos(k), sin(k), 0), therefore the
vector ĝ winds ones around the origin yielding N = 1. More generally, because a
topological phase transition can only occur at δt = 0, the topological invariant has
to be one for δt < 0.

Mind that in the present case the TR operator is given by Θ = K and therefore Θ2 = 1.
Furthermore the HamiltonianH(k) assumes a charge-conjugation symmetry {Ξ, H} = 0,
represented by the operator Ξ = σzK. If both symmetries, time-reversal and charge-
conjugation, are present one can define a new symmetry, {Π, H} = 0, which is called
chiral symmetrya and represented by the unitary operator Π = ΞΘ = σz.

At this point it is reasonable to comment on the classification scheme of Hamiltonians
by their symmetry and dimensionality [82]. The symmetry class is determined by the
presence or absence of time-reversal, charge-conjugation and chiral symmetry. One can
distinguish the cases Θ2 = (0, ±1), Ξ2 = (0, ±1) and Π2 = (0, 1), where the zero
indicates the absence of the respective symmetry. This defines ten symmetry classes,
whose classification is specified by a Z, Z2 or none invariant, depending on the dimension.
We observe that in the case of polyacetylene Θ2 = Ξ2 = 1 such that polyacetylene falls
into class BDI which in 1D has a Z invariant as we have seen in Eq. (4.14).
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Figure 4.4.: Winding of the normalized vector ĝ in Eq. (4.11). There are two topologically
distinct phases determined by δt ≶ 0.

4.2. One-dimensional topological superconductors
Topological superconductors fall into the same classification scheme like topological in-
sulators. In this section we start with the basic example of a one-dimensional topological
superconductor, namely the spinless p-wave superconductor. We will see that this sys-
tem bears similarities with polyacetylene, which we have investigated earlier. This allows
for a direct classification of this system and for the exploration of the different topolog-
ical phases. In addition we discuss a very pedagogical illustration of the emergence of
Majorana fermions in coordinate space, known as Kitaev’s chain model. For the sake of
completeness we give an overview of some Majorana platforms that have been proposed
so far and which stimulated already a number of experiments. Thereafter we move on to
the discussion of how to realize a topological superconductor from magnetic atoms placed
on a conventional superconductor.

4.2.1. 1-D spinless p-wave superconductor
Let us consider a one-dimensional wire with spinless fermions. One could think of
fermions which are fully spin-polarized due to the presence of a strong TR breaking mag-
netic field. In momentum space the Hamiltonian for a simple nearest-neighbour hopping
model is given by

H =
1

2

∑
k

ψ†k
(
[2t cos(k)− µ]τz − 2∆p sin(k)τy

)
ψk, (4.15)

where we introduced the spinor ψ†k = (c†k, c−k) and the Pauli-matrices τi acting in particle-
hole space. Furthermore t is the nearest-neighbor hopping amplitude, µ the on-site chem-
ical potential and ∆p the p-wave pairing amplitude. Mind that the p-wave symmetry
manifests itself in the fact that ∆p sin(k) is odd under inversion. Because of the antisym-
metry of the fermion wavefunction the spin-component is triplet. The bulk-dispersion can
be readily calculated, giving

Ek = ±
√

[2t cos(k)− µ]2 + 4∆2
p sin2(k). (4.16)

We find that it has substantial similarity to the dispersion of polyacetylene given in Eq. (4.12).
Furthermore, the Hamiltonian can be written in the convenient form

H(k) = [2t cos(k)− µ]τz − 2∆p sin(k)τy = ĝ(k) · τ , (4.17)
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Figure 4.5.: Kitaev’s chain: A decomposition of fermion operators cn into Majorana operators
γn and γ̄n is performed. We consider two situations, (I) ∆p = t = 0 and µ 6= 0 and (II)
∆p = t 6= 0 and µ = 0. In the first case the chain is a conventional insulator and the Majorana-
operators on each lattice cite pair and give a conventional fermion cn = (γn + iγ̄n)/2. In
the second case on-site pairing is omitted, but fermion operators c̃n = (γn+1 + iγ̄n)/2 can
be defined, each such excitation contributing an on-site energy and pairing amplitude ∆p + t.
Furthermore the two Majorana fermion operators γ1 and γ̄N remain unpaired. The occupation
of the strongly delocalized fermion state with creation operator d† = (γ1−iγ̄N )/2 yields zero
energy.

with gy(k) = −2∆p sin(k) and gz(k) = [2t cos(k)− µ]. Just as in the case of polyacety-
lene we identify the TR symmetry Θ = K, the particle-hole symmetry Ξ = τxK and the
chiral symmetry Π = ΞΘ = τx with Θ2 = Ξ2 = Π2 = 1. Thus, the Hamiltonian (4.17)
falls into the symmetry class BDI which has a Z-invariant as defined in Eq. (4.14). Like
before we identify two topological phases, the topological trivial phase with the topolog-
ical invariant N = 0 for |µ| > 2t and the non-trivial phase for |µ| < 2t with N = 1. The
phase-transition occurs at µ| = 2t and coincides with the gap closing of the dispersion
(4.16) at k = 0.

In order to show that the topological non-trivial phase is related to the emergence of
Majorana zero energy states, let us consider the finite system of the one-dimensional p-
wave superconductor. On the real lattice the Hamiltonian (4.15) reads

H = −µ
N∑
n=1

c†ncn +
N−1∑
n=1

[
tc†n+1cn + ∆pcn+1cn +H.c.

]
. (4.18)

Here c†n creates an electron on site n. Now, we introduce the Majorana operators γn and
γ̄n, which fulfill the fermionic commutator relations {γn, γm} = δnm, {γ̄n, γ̄m} = δnm
and {γ̄n, γm} = 0. It is straightforward to show that the fermionic operators cn can be
expressed by the Majorana operators, i.e. cn = (γn + iγ̄n)/2, and obey the commutator
relations {cn, c†m} = δmn. Thus, the Hamiltonian can be expressed in terms of Majorana
operators,

H = −µ
2

N∑
n=1

(1− iγ̄nγn)− i

2

N−1∑
n=1

[
(∆p + t)γn+1γ̄n + (∆p − t)γ̄n+1γn

]
. (4.19)

Next, we may consider two limits, which are illustrated in Fig. 4.5:

(I) We set ∆p = t = 0 but with the chemical potential finite, providing

H = −µ
2

N∑
n=1

(1− iγ̄nγn). (4.20)
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Figure 4.6.: Wave-functions for the Kitaev chain: (a) ∆p = t and µ = 0 – As illustrated in
Fig. 4.5 (II) the two Majorana fermions are localized at single sites at the end of the chain.
(b) ∆p = t and µ = 1.8 t – The Majorana wavefunctions leak into the bulk and have a finite
overlap. The black lines show the analytical result of Eq. (4.24). (c) Finite energy associated
with the bound state presented in (b). Blue dots show the numerical result as a function of
chain-length, the red line is the analytical approximation (4.25).

Majorana fermions pair on-site and form a conventional fermion cn. Occupying this
state contributes an energy−µ. It is obvious that the Hamiltonian describes nothing
but a trivial insulator, in this case with a flat band. We might have expected this
already from our classification before, which tells that we are in a special limit of
the topologically trivial phase, |µ| > 2t.

(II) In the second limit we consider ∆p = t 6= 0 and µ = 0 which falls into the
topologically non-trivial phase, as |µ| < 2t,

H = −i∆p + t

2

N−1∑
n=1

γn+1γ̄n. (4.21)

The on-site pairing of Majorana operators is omitted, but we may likewise define
fermion-operators c̃n = (γn+1 + iγ̄n)/2. With this the Hamiltonian reads

H = −∆p + t

2

N−1∑
n=1

[
2c̃†nc̃n − 1

]
, (4.22)

i.e. the Hamiltonian describes a fermion lattice with on-site energy ∆p+t. Mind that
the Majorana operators γ1 and γN do not appear in the Hamiltonian. This means that
they are unpaired and have zero-energy. This simple example shows that Majorana
excitations in condensed matter appear by fractionalization of quasiparticles. In this
particular case we may define the fermion operator d = (γ1 + iγN)/2, which splits
into the two Majorana fractions γ1 = d+ d† and γN = (d− d†)/2i.

Away from the ideal situation (II) but still within the non-trivial topological phase, the
wavefunctions start to leak into the bulk. In Fig. 4.6(b) we show a situation which is
close to the topological phase transition (µ = 1.8 t). The Majorana wavefunctions are
exponentially suppressed in this case. To understand this behavior we take a look at
Eq. (4.17) and derive the bound state wavefunction. We solve the Bogolioubov de Gennes
equation H(k)φk = Ekφk for zero energy and near k = 0, where the gap closing appears.
First of all the condition Ek = 0 yields k ≈ ±i|µ − 2t|/2∆p. Furthermore, the particle-
hole amplitudes are governed by the equation{

[2t− µ] + i2∆p k τx}φk = 0, (4.23)
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which shows that φk are eigenfunctions of τx. On the lattice the wavefunction is deter-
mined by φn = exp(ikn)φk. Taking into account the appropriate boundary conditions we
obtain the left-sided and right-sided wavefunctions

φnL ≈
1√
β
e−β(n−1)

(
1
1

)
and φnR ≈

1√
β
eβ(n−N)

(
1
−1

)
(4.24)

with the normalization factor β = 2∆p/|µ − 2t|. The particle and hole components in
φnL and φnR have the same weight, this implies that each wave function corresponds to
a single Majorana fermion. In Fig. 4.6(b) the local density of states |φn,L|2 and |φn,R|2
are plotted by black lines. They are in good agreement with the numerical data-points.
Because the wavefunctions are not completely localized, the corresponding energy is not
exactly zero but determined by the finite overlap

ε = φ∗LHφR ≈
µ

2βN
e−β(N−1) +

∆p + t

2βN
e−βN . (4.25)

This analytical result is shown in Fig. 4.6(c) (red curve) together with the numerical result
(blue dots) as a function of chain-length N . We find that the wavefunction overlap and
accordingly the energy ε is exponentially suppressed with increasing length of the chain.

To summarize, by investigating the bulk properties of the one-dimensional p-wave su-
perconductor we determined the two distinct topological phases (trivial for |µ| > 2t and
non-trivial for |µ| < 2t). Moreover we considered two special cases, (I) a conventional
insulator and (II) Kitaev’s limit with Majorana modes localized to single sites at the end
of the lattice [see Fig. 4.5]. Away from this special limit the Majorana excitations have
wavefunctions which extend into the bulk region. Furthermore the corresponding energy
is finite but exponentially suppressed.

4.2.2. Realizations of 1-D topological superconductors
There exist plenty of proposals on how to engineer platforms that behave as p-wave su-
perconductors. The fundamental reason is the rareness of bulk p-wave superconductors
in nature. For instance, Sr2RuO4 appears to be a chiral p-wave superconductor. Even
if p-wave superconductivity would be confirmed in the strontium-ruthenates it would be
still difficult to engineer topological quantum computing devices, as these are strongly
correlated materials.

There has been great effort in developing hybrid devices with low energy excitations be-
have effectively like those of a p-wave superconductor. Implementations that have been
proposed in the past few years commonly rely on helical electronic states that arise from
some type of spin-momentum locking and are brought in proximity to a conventional s-
wave superconductor. It is easy to imagine that spin-momentum coupling induces p-wave
pairing apart from the s-wave pairing amplitude. One can distinguish between hybrid
systems of topological insulators and conventional superconductors, but also heterostruc-
tures involving Rashba spin-orbit [83] coupled semiconductors. The latter proposals stim-
ulated a series of experiments which presented first encouraging signatures of Majorana-
fermions. Other proposals rely on a superconductor in proximity to helical magnetism.

Semiconducting nanowires

First we will discuss a hybrid structure that has been widely discussed in the literature. It
consists of a semiconducting wire with intrinsic Rashba spin-orbit coupling [83] which is
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Figure 4.7.: Rashba spin-orbit coupled semiconducting wire in proximity to a bulk s-wave
superconductor. (a) The combination of spin-orbit coupling, superconductivity and magnetic
field renders a topologically non-trivial superconductor. (b) Figure from Mourik et al. [12]:
For illustrative reasons we added additional colors and arrows. The semiconducting wire (in-
dium antimonide) is indicated in orange. It is placed next a niobium titanium nitride supercon-
ductor (blue). In the presence of a strong magnetic field B the Majorana edge modes should
appear at the boundaries of the topological superconductor indicated by magenta arrows. A
normal metallic gold electrode probes the local density of states via a tunneling barrier (green
line). (c) Figure from Ref [12]: The respective dI/dV curves for increasing magnetic field
from bottom to top. A zero-bias peak appears, indicating a Majorana edge-mode.

positioned in proximity to a conventional s-wave superconductor (see Fig. 4.7). Due to
the proximity effect there will be a finite pairing amplitude ∆̃ induced in the wire. It turns
out that the application of a magnetic field B along the wire pushes this hybrid system
into a topologically non-trivial phase which harbors Majorana bound states at each end of
the wire. We describe this situation in terms of the Hamiltonian (~ = 1)

H(k) = ξkτz + αkσz − gµBBτzσx − ∆̃τyσy. (4.26)

Here ξk = k2/2m − µ is the electronic dispersion of the wire, ∆̃ is the proximity in-
duced gap, α is the spin-orbit coupling, g and µB are the gyromagnetic factor and the
Bohr-magneton respectively and B is the magnetic field applied in x-direction. We will
now illustrate the connection to the p-wave superconductor. As shown in Ref. [78] the
proximity induced gap as well as the spin-orbit coupling can be viewed as a perturbation
V = αkσz + ∆̃τyσy, such that H(k) = H0(k) + V . Following Schrieffer and Wolff [84]
we look for a unitary transformation H̃ = UHU † with U = exp(iS), such that terms lin-
ear in V are eliminated. This is true if we find an operator S which satisfies [S, H0] = iV
leading to [78]

H̃(k) ≈ H0(k) +
i

2
[S,V ] = ξ̃k τz − gµBB̃τzσx −∆yτx −∆zτxσx (4.27)

with the renormalized quantities ξ̃k =
[
1 + ∆̃2

2ξ2k

]
ξk, B̃ =

[
1 + α2k2

2g2µ2BB
2

]
B and the spin-

triplet pairing components ∆y = (∆̃α/2ξk) k and ∆z = (∆̃α/2gµBB) k. The magnetic
field polarizes the spins along the x-direction. Making it sufficiently strong will spin-
polarize the low energy excitations such that just one spin-component σ is important and
the Hamiltonian reads

Hσ(k) = [ξ̃k − gµBB̃σ]τz − 2[∆y + ∆zσ] k τx, (4.28)

After an additional rotation around the τz-axis it takes the form of the p-wave supercon-
ductor (4.15). The eigenenergies are given by

Eσ(k) = ±
√

[ξ̃k − gµBB̃σ]2 + 4[∆y + ∆zσ]2k2 (4.29)
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Figure 4.8.: Helical magnetic profile ~B(x) along a one-dimensional wire. The magnetic
profile generates an effective spin-orbit coupling in the rotated frame (see Eq. (4.31)).

The gap closing at k = 0 appears for the spin-down band provided that gµBB = µ +
∆̃2/2µ. From the discussion in section 4.2.1 we directly find that the topological non-
trivial phase occurs for gµBB > µ + ∆̃2/2µ. We observe that the spin-orbit coupling α
does not enter the criterion for the topological phase transition. However, it determines
the localization of the Majorana wavefunction. Consequently, materials with strong spin-
orbit are needed.

In Fig. 4.7(b) and (c) results from the pioneering experiment of Mourik et al. [12] are
presented. The setup consists of a indium antimonide nanowire with strong spin-orbit
coupling (α ≈ 0.2 eV) and a large g-factor (g ≈ 50). The proximity to the superconductor
niobium titanium nitride induced gap of ∆̃ ≈ 250µeV. The dI/dV -spectra clearly show
the appearance of a zero-bias peak with increasing magnetic field which the authors at-
tribute to a Majorana fermion. However, there also exist explanations for zero-bias peaks
in semiconducting devices other than Majorana physics. As such the interplay between
superconductivity and Kondo-physics in semiconducting dots has been discussed [85].

Helical magnetic order

Next, we discuss Majorana proposals that consider an inhomogeneous magnetic order that
is either intrinsically coexisting with superconductivity [86] or could be realized by plac-
ing nanomagnets [87] or magnetic atoms [88, 89, 90, 91, 92, 93, 94, 95] on the surface of
a conventional superconductor. In all these proposals the inhomogeneous magnetic order
generates an effective spin-orbit coupling which can be even larger than the intrinsic spin-
orbit coupling of semiconducting nanowires. In order to see the correspondence between
inhomogeneous magnetic field and spin-orbit coupling we take a look at Fig. 4.8 which
shows the helical magnetic profile ~B(x) = B[0, sin(x/R), cos(x/R)]. In the presence of
superconductivity the Hamiltonian for a one-dimensional wire reads

H(x) =

[
− 1

2m
∂2
x − µ

]
τz − gµBB

[
sin(x/R)σy + cos(x/R)τzσz

]
−∆τyσy (4.30)

It has been shown in Ref. [87] that the unitary transformation U = exp
(
− i x

2R
τzσx

)
yields the Hamiltonian

UHU † =

[
p2
x

2m
− µ+

1

8mR2

]
τz +

1

2mR
pxσx − gµBBτzσz −∆τyσy (4.31)
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Figure 4.9.: (a) One-dimensional chain of Fe on a Pb surface. The Fes’ magnetic moments
align ferromagnetically. (b) STM image of the Fe chain. (c) Local dI/dV curves at two
specific points, 1. at the end of the chain and 2. in the bulk. (Figures from Ref. [13] with
slight modifications)

with the momentum operator px = −i∂x. We find that Eq. 4.31 assumes the form of
the Rashba spin-orbit coupled wire (4.26) with spin-orbit coupling-strength α = 1/2mR.
The unitary transformation shows the correspondence between spin-orbit coupling and
helical magnetic order. It has been stressed that magnetic atoms on a superconducting
surface with spin-orbit coupling order in a spiral fashion. The fundamental reason leading
to this phenomenon is an inversion anisotropy in the substrate like spin-orbit coupling
which leads to an anisotropic RKKY superexchange and tilts the relative orientation of
magnetic moments [90, 91, 96]. We will discuss this aspect in more detail in section 5.2.1.

Very recently Majorana signatures have been observed in self-assembled one-dimensional
chains of Fe-atoms deposited on a Pb-surface (see Fig. 4.9(a)). The combination of a
ferromagnetic orientation of Fes’ magnetic moments, Rashba spin-orbit coupling induced
by the hybridization of the Fe d-orbitals and the Pb p-orbitals, and proximity induced
superconductivity leads to the emergence of zero energy states. The experimental data
on the local density of states is presented in Fig. 4.9 and shows (b) a scanning tunneling
microscope (STM) image of the Fe-chain and (c) the local density of states at two specific
points indicated in (b). Right at the end of the chain the data shows a zero bias peak which
is absent in the bulk. Therefore the spatially resolved signature provides great evidence
for a Majorana bound state.

4.2.3. Topological quantum-computing

From a fundamental point of view the realization of Majorana fermions in solid state
devices is already an exciting endeavor. They may be also used for quantum computation
processing. For further reading we refer to Refs. [78, 97, 98, 99]. Let us consider the
situation depicted in Fig. 4.5(II). In this case we may define a strongly delocalized fermion
d = (γ1 + iγ̄N)/2. The occupation of the state defines the parity of the degenerate ground
states |0〉 and |1〉 = d† |0〉. With the parity operator

P = 1− 2d†d = −iγ1γ̄N (4.32)

we observe that P |0〉 = |0〉 and P |1〉 = − |1〉. This means that the pair of Majorana
fermions forms a topological qubit with elementary states |0〉 and |1〉. Because the two
elementary states differ by quasiparticle parity, a coherent superposition is not possible.
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Figure 4.10.: (a) Braiding operation: Exchange of two Majorana fermions by a T-shaped
junction. The topological phase is represented by the white shaded area. (b) Top view of the
semiconductor setup shown in Fig. 4.7(a). Changing the gate potential moves the topological
phase-boundary and the respective position of the Majorana fermion.

However, if one can combine four Majorana fermions, γ1, ..., γ4, to form a logical qubit.
This qubit operates in the subspace of odd or even parity, e.g. for the latter the two states
were defined as |0̄〉 = |00〉 and |1̄〉 = |11〉. In this computational basis the three Pauli
matrices may be expressed by the four Majorana operators

σx = −iγ2γ3, σy = iγ1γ3, σz = −iγ1γ2. (4.33)

Braiding operations

The interesting property of the Majorana qubit is the fact that the exchange of Majo-
rana fermions is non-Abelian. In one-dimensional systems Majorana fermions can be
exchanged by considering T-junctions consisting of two perpendicular wires. Within the
four-step protocol depicted in Fig. 4.10(a) it is possible to exchange Majorana fermions
even without closing the gap of the topological non-trivial region (shown by the white
shaded area). How to move a Majorana from one point to another depends on the setup.
In semiconductor devices for instance an appropriate gating changes the chemical poten-
tial µ locally and moves the phase-boundary and the Majorana fermion with it. In the
following we will partly follow the discussion of Alicea et al.[97].

Let us assume that the exchange happens adiabatically. Up to a phase ϕ, which can be
associated with the superconducting phase of the horizontal wire, we can express the
Majorana fermions via fermionic operators (see section 4.2.1), i.e.

γ1 = eiϕ/2d†hL +H.c.,

γ2 = ei(ϕ−π)/2d†hR +H.c., (4.34)

where dhL / dhL denotes the most left / right fermion operator on the horizontal wire.
This corresponds to the initial situation (1) shown in Fig. 4.10(a) at the initial time t1.
Then adiabatically moving γ1 to the bottom end of the vertical wire does not influence the
second Majorana, i.e. γ2(t2) = γ2(t1), but the first Majorana is given by

γ1(t2) = s1

[
eiϕ̃/2d†vB +H.c.

]
, (4.35)

where dvB is the fermion operator at the bottom end of the vertical wire and ϕ̃ is the
superconducting phase associated with the second wire. During the adiabatic evolution
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the Majorana has acquired a phase-factor s1. A gauge transformation ϕ→ ϕ−Λ in (4.34)
shows that the only possible choice is Λ = 0, π, giving s1 = ±1. Then at the time-instant
t3 the second Majorana has changed ends at the horizontal wire, and is now given by

γ2(t3) = s2γ1(t1), (4.36)

up to a sign s2. In step (4) the Majorana γ1 is moved upwards to the right end of the
horizontal wire, giving

γ1(t4) = s′1s1γ2(t1) and γ2(t4) = s2γ1(t1). (4.37)

Now the braiding should not change the quasiparticle parity P = −iγ1(t1)γ2(t1) giving
the constrain s1s

′
1s2 = −1. Without loss of generality we choose s2 = −1 such that

(4.37) defines the braiding operation

γ1 → γ2,

γ2 → −γ1. (4.38)

The unitary operator which fulfills the relation γi → U12 γi U †12 is given by

U12 =
1√
2

(1 + γ1γ2) = exp

(
i
π

4
σz

)
(4.39)

which corresponds to a π/2-rotation of the logical qubit {|00〉 , |11〉} around the z-axis.
Similarly one can define braiding operations which mix the two logical states, i.e.

U23 |00〉 =
1√
2

(1 + γ2γ3) |00〉 =
1√
2

(|00〉+ i |11〉). (4.40)

We observe that the two operations U12 and U23 do not commute with each other. We
rather obtain [U12,U23] = γ1γ3 = −iσy, which constitutes the non-Abelian nature of
braiding operations. Braiding of Majorana fermions is a topologically protected opera-
tion, meaning that it is inert against environmental decoherence. However, concerning
single qubit operations the braiding operation exclusively generates π/2 rotations in the
Hilbert space which is not sufficient if it comes to universal quantum computing. One way
to circumvent this issue is the abolishment of the topological protection or the coupling
of the Majorana qubit to other solid state qubits.

Topological protection

The Majorana qubit is said to be topologically protected, meaning that bit-flip or phase-
shift errors due to environmental coupling can not occur unless it leads to a coupling of
the Majorana fermions. In fact, the Majorana qubit is inert against any local perturbation.
Nonetheless there are still sources of decoherence which are difficult to avoid. First of
all, if Majorana wavefunctions have a finite overlap this leads to a level-splitting (4.25)
corresponding to the coupling of the two Majorana states,

H = −iεγ1γ2 = εσz. (4.41)

Nonetheless this coupling is exponentially suppressed allowing for a compensation of
this error by appropriately adapting the setup, e.g. increasing the system size or chang-
ing the parameters (like gate potential µ in the semiconductor proposals) accordingly.
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Furthermore metallic structures of low dimensions and small size have a large Coulomb
interaction. If the superconductor is isolated from its electromagnetic environment, the
charging energy e2/2C gives rise to a non-local Coulomb coupling

H = −i e
2

2C
γ1γ2 =

e2

2C
σz. (4.42)

This means that even without an overlap of the Majorana wavefunctions there can be an
interaction among them. In any case Eqs. (4.41) and (4.42) give an idea how to lift the
topological protection. This is useful if one wants to perform topological unprotected
quantum computing. Another decoherence source is the quasiparticle-poisoning of the
superconductor. In the case of the Majorana qubit it is of particular interest because
quasiparticles may change the parity subspace of the qubit and thus destroy its topo-
logical protection [100]. Furthermore, non-adiabatic manipulations of Majorana qubits,
that might be necessary for quantum information processing, lead to decoherence as well
[101].

77





5. Majorana fermions in chains of
magnetic adatoms

In the previous sections we mentioned several alternatives to engineer a one-dimensional
p-wave superconductor. In these realizations the main ingredient needed to induce spin-
triplet pairing was some kind of spin-momentum locking. The latter either originates
intrinsically or due to helical magnetic fields. There exists a broad discussion in the
literature about establishing helical magnets in proximity to a superconductor either, by
using nanomagnets [87] or magnetic adatoms that are deposited in a spiral fashion [88,
89, 90, 91, 92, 93, 94, 95].

Indeed recent experiments with scanning tunneling microscopes (STM) have demon-
strated that magnetic adatoms can be positioned in chains with either spiral [102] or
collinear (ferro- or antiferromagnetic) orientation of spins [14]. Even more recently STM
experiments on atomic Fe chains on Pb provided the first evidence for Majorana edge
states in adatom chains [13].

Following the discussion of section 4.2.2, it is evident that a collinear magnetic order in
combination with spin orbit coupling or a helical magnetic order may lead to zero energy
Majorana edge states. However, it is not straightforward to see how a spin-momentum
locking can be induced if the orientation of magnetic adatoms is collinear and if the
substrate itself does not exhibit spin-orbit coupling. In section 5.1 we will present an
alternative setup which relies on the combined application of a magnetic field and a su-
percurrent. In the presence of an antiferromagnetic background of atomic moments, these
fields create an effective locking between spin and current, analogous to spin-orbit cou-
pling. Following Kitaev’s decomposition in section 4.2.1 we find that this system indeed
constitutes a topological superconductor which harbors Majorana zero energy states with
distinct wavefunctions and spin-textures.

In section 5.2 we consider collinear chains on a substrate that itself has a Rashba-type of
spin-orbit coupling. We discuss under which circumstances the collinear orientation of
spins may be realized, albeit the substrate’s spin-orbit coupling favors a spiral magnetic
order. We will see that the crystal field of the substrate may select an easy axis along which
the spins tend to align. Of course, this competes with the anisotropic exchange mentioned
before and we will investigate this competition. Later in this section we distinguish the
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80 5. Majorana fermions in chains of magnetic adatoms

Figure 5.1.: Magnetic adatoms on a superconducting substrate: (a) A single magnetic adatom
leads to intra-gap Shiba states. (b) In the case of many atoms the associated wavefunctions
overlap and form Shiba bands.

different topological phases, amongst which there will be phases which appear to have
multiple Majorana fermions.

Before we start with the main discussion, let us shortly recapitulate the effect of magnetic
atoms in a superconducting host. A single magnetic atom on a superconducting surface
leads to quasiparticle state which lies energetically within the superconducting gap and
is particle-hole symmetric, a so called Shiba state (see Fig. 5.1(a)). The bound state
wavefunction assumes the form [32]

φ(r) ∼ sin(kF r)

kF r
e−r/ξ, (5.1)

where ξ is the coherence length of the superconductor and kF is the Fermi-momentum.
The wavefunction is localized around the magnetic atom and has the energy

ε = ±∆
1− (πνFJS)2

1 + (πνFJS)2
, (5.2)

where νF is the density of states of the superconductor in the normal phase and J is the
magnetic exchange between the atomic spin S and the spin of the conduction electrons
(see Eq. (1.30)). In the case of many magnetic atoms the subgap-excitations form bands.
This becomes clear from the picture in Fig. 5.1(b). The bound state wavefunctions, lo-
calized at different adatom sites, overlap and hybridize, leading to a band-structure in the
limit of long chains. In the following sections we will investigate the topological proper-
ties of exactly these Shiba-bands.

5.1. Topological Shiba states in antiferromagnetic chains
with applied external fields

Recently it was demonstrated that single magnetic atoms [42] or small atomic clusters
[41] deposited on a metallic surface tend to align their spin S along an axis which is
selected by the underlying crystal field of the metallic substrate [see Fig. 5.2(a)]. The
two degenerate ground states of these systems are the m = ±S states. The lifetime of
these states reaches the order of seconds for iron-clusters [41] and up to minutes for a
single holmium atom on top of a platinum surface [42]. Now imagine putting several
of these spins in a row. In Ref. [14] it was experimentally demonstrated that in this
case the RKKY (Rudermann-Kittel-Kasuya-Yosida) superexchange interaction stabilizes
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Figure 5.2.: (a) The substrate crystal field selects an easy axis along which the atoms’ mag-
netic moments tend to align. (b) The antiferromagnetic order is stabilized by the RKKY-
interaction. (c) Antiferromagnetic chain on top of a superconductor. The simultaneous appli-
cation of a supercurrent J and a Zeeman-field B turns the preexisting topological unprotected
Shiba bands topologically non-trivial.

either a ferromagnetic of antiferromagnetic order of spins, depending on the spacing be-
tween them.

Starting from the experimental observation, we raise the question whether we can estab-
lish a topological superconductor from an antiferromagnetic profile of magnetic atoms
without involving spin-orbit coupling in the substrate [see Fig. 5.2(c)]. In section 5.1.1
we introduce the model which is based on a chain of classical spins arranged in antifer-
romagnetic fashion on top of a conventional superconductor. We start with a mapping of
our model to Kitaev’s chain model in the limit of short superconducting coherence length.
Later, in section 5.1.3, we investigate the more general case and try to make a connection
to actual experimental parameters.

5.1.1. Model
We consider a superconductor with classical magnetic moments located at positions Ri

(i = 1, ..., N). The corresponding Hamiltonian is given by

H = Hsc +HJ. (5.3)

Here the first term describes the superconducting substrate, i.e.

Hsc =
1

2

∑
k

ψ†k[ξkτz −∆τyσy]ψk. (5.4)

The spinor ψ†k = (c†k↑, c
†
k↓, c−k↑, c−k↓) contains the operators c†kσ which creates an electron

in the state with momentum k and spin σ and the energy ξk = |k|2/2m − µ (~ = 1).
Furthermore ∆ is the excitation gap of the bulk superconductor. The second term,

HJ =
J

2

N∑
n=1

∑
kk′

e−i(k−k
′)·Rn ψ†k[Sn · σ̃]ψk′ , (5.5)

describes the exchange interaction between conduction electrons and atomic spins Sn.
Here we introduced the spin-operator σ̃ = (τzσx, σy, τzσz). Stimulated by the experi-
ments [14] we assume an antiferromagnetic order oriented along an easy axis which is
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82 5. Majorana fermions in chains of magnetic adatoms

chosen along the x-direction [see Fig. 5.2(c)], i.e. Sn = (−1)n S x̂. Thus, we neglect the
quantum-mechanical nature of the spins and consider them as a classical magnetic back-
ground. This is justified as we show later in section 5.2.1, where we analyze the stability
of the antiferromagnetic order against quantum-fluctuations and find that it can be stabi-
lized by the crystal field anisotropy. Evenmore the magnetic order is robust also against
collective flips which have been observed experimentally [103].

In order to obtain the energy spectrum ofH we solve the Bogolioubov de Gennes equation
[32]

∑
k′

[
δk,k′ − Ĝk(ε)J

∑
i

e−i(k−k
′)·Rn [Sn · σ̃]

]
φk′ = 0 . (5.6)

Here the spinor φk = (uk↑, uk↓, vk↑, vk↓)
T contains the particle and hole components

u and v. Furthermore Ĝk(ε) = (ε − HS)−1 is the Gor’kov-Nambu Green’s function.
The two external fields, magnetic field and supercurrent, are depicted in Fig. 5.2(c) and
enter via the substitution ξk → ξk−J/2τz + µBBσz. Mind that the supercurrent, J , is in
units of momentum. The associated velocity of Cooper pairs is given by vs = |J |/2m
corresponding to a current of Is = ensvs. Here ns is the density of the superconducting
condensate.

Generally the magnetic field and the supercurrent are not independent. However, con-
sidering the limit of a thin superconducting film and an in-plane applied magnetic field
the coupling to the orbital degrees of freedom is suppressed over the Zeeman coupling
(Pauli-limit). If both fields are small, i.e. µBB � ∆ and |J | � 1/ξ � kF , we are able
to linearize the Green’s-function Gk(ε), yielding

Ĝk(ε) =
1

ε2 − ξ2
k −∆2

[
ε−∆τyσy − µBBτzσz +

1

2m
kF · J

]
. (5.7)

Solving Eq. (5.6) together with (5.7) turns out to be complicated if one takes into account
the modification of the superconducting order parameter in the bulk superconductor. More
precisely, this would require a self-consistent and spatially resolved treatment of ∆. In
fact, for a single impurity it has been shown in Ref. [34] that the superconducting gap,
although slightly suppressed close to the impurity site, remains finite even close to the
quantum-phase-transition πνFJS = 1. Neglecting the self-consistent treatment of the
superconducting gap due to the above reasoning is a widely used approximation which
provides qualitatively good results [93, 94, 104]. Furthermore it provides the technical
advantage to trace out the continuum degrees of freedom reducing the system to a one-
dimensional model of Shiba states.

Starting from the Green’s function (5.7) we can retrieve the Fourier components Ĝn(ε) =∑
k e

ik·RnĜk(ε). For a metal it is well validated to perform a quasiclassical expansion
ξk/vF � kF (here vF is the Fermi-velocity) and thus linearize the dispersion around the
Fermi-surface. By that the sum over momenta can be expressed in terms of the integral

Ĝn(ε) = νF

∫ 1

−1

d cos(θ)

2

∫ ∞
−∞

dξk e
ikF an cos(θ)eiξkan cos(θ)/vF Ĝk(ε). (5.8)
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Here νF is the density of states in the normal state, cos(θ) = k·Rn
|k||Rn| and Rn = ẑ an. The

atomic displacement is given by a. Furthermore n = 1, ..., N denotes the position of the
atom. For n = 0 the integral can be readily calculated, recovering the result of Eq. (1.28),
i.e.

Ĝ0(ε) = −πνF
ε−∆τyσy − µBBτzσz√

∆2 − ε2
. (5.9)

For n 6= 0 we obtain [105]

Ĝn(ε) ≈ −πνF
[
ε−∆τyσy − µBBτzσz√

∆2 − ε2
an + τzbn +

|J |kF
2m

cn√
∆2 − ε2

]
, (5.10)

with the combinations

an = e−
a|n|
ξ

sin(kFa|n|)
kFa|n|

,

bn = e−
a|n|
ξ

cos(kFa|n|)
kFa|n|

,

cn = isgn(n) e−
a|n|
ξ

sin(kFa|n|)− kFa|n| cos(kFa|n|)
(kFan)2

, (5.11)

where ξ is the coherence length of the superconductor. At this point, Eq. (5.6) reduces to
the one-dimensional BdG equation

N∑
n=1

[δnl −Gn−l(ε)]φl = 0 , (5.12)

with φl =
∑
k e

ik·Rlφk. In the following sections we will derive the low-energy Shiba
states from this equation. More precisely we consider Shiba states which lie deep inside
the gap, i.e. ε � ∆. This limit allows to linearize the BdG equation in ε/∆ yielding the
generalized eigenvalue problem

N∑
l=1

[
δnl(−1)n∆

πνFJS
τzσz − an−l(∆τyσy − µBBτzσz) + bn−l∆τz + cn−l

|J |kF
2m

]
φl

= ε

N∑
l=1

an−lφl. (5.13)

Eq. (5.13) can be solved numerically. In section 5.1.3 we will do this for realistic mate-
rial parameters. Before that let us consider the limit of short superconducting coherence
length ξ � a. Although this may be an unrealistic case for a conventional metallic super-
conductor, this limit offers great inside into the topological properties of the system.

5.1.2. Short coherence length – mapping to Kitaev’s chain model
In the limit of short coherence length the coefficients an, bn and cn are exponentially
suppressed on the length-scale of coherence length ξ. Accordingly couplings to higher
than nearest neighbors may be neglected, yielding the BdG-equation

[−(−1)nMτzσx −∆τyσy + µBBτzσz] Φn + [tτz + itJ ] Φn+1 + [tτz − itJ ] Φn−1 = εΦn,
(5.14)
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84 5. Majorana fermions in chains of magnetic adatoms

with M = −∆/πνFJS, t = b1∆ and tJ = ic1|J |kF/2m. Furthermore Φn =
∑

l Lnlφl
with the Cholesky decomposition an−l = [(LL†)−1]nl

1. The simplified BdG equation
(5.14) describes an on-site magnetic exchange energy M which is alternating in sign, on-
site superconductivity ∆ and nearest neighbor hopping with strength t. Furthermore the
time-reversal breaking fields B and J add as a on-site term and as a nearest neighbor
hopping amplitude tJ respectively.

Infinite chain and topological classification

The one-dimensional system (5.14) can be topologically classified if we consider the bulk
properties of an infinitely long chain. To this end we go to momentum space where the
corresponding Hamiltonian is given by Hk = H0

k + Vk. We distinguish between the
unperturbed Hamiltonian

H0
k = −Mτzρxσx −∆τyσy + 2t sin(ka)τzρz (5.15)

and the perturbation by the external fieldsB and J ,

Vk = −2tJ cos(ka)ρz + µBBτzσz. (5.16)

The additional Pauli matrices ρi account for the antiferromagnetic order and act on the
extended spinor

Φk = (uk+Q/2,↑, uk+Q/2,↓, uk−Q/2,↑, uk−Q/2,↓, vk+Q/2,↑, vk+Q/2,↓, vk−Q/2,↑, vk−Q/2,↓)
T .

(5.17)

The relative shift in momenta by the wave-vector Q = π/a reflects the underlying anti-
ferromagnetic order. The momenta k are restricted to the reduced Brillouin zone (RBZ)
k ∈ (−π/2a, π/2a].

First, we consider the topologically unprotected Shiba-spectrum in the limit of vanishing
control-fields, i.e. Vk = 0. We start with the Hamiltonian (5.15) and apply the unitary
transformation

U = exp
(
i
π

4
τzσz

)
exp

(
i
π

4
τyρy

)
exp

(
i
π

4
σx(1 + τz)

)
. (5.18)

The Hamiltonian that we obtain is block-diagonal, i.e. U †H0
kU =

∑
σρ(1 + σσz)(1 +

ρρz)H
0
ρσ(k)/4 and contains the blocks

H0
ρσ(k) = ĝρσ(k) · τ . (5.19)

Here the g-vector is given by ĝρσ(k) = [0, (ρM −∆)σ, 2tρ sin(ka)]. The corresponding
Shiba energy-dispersions are

Eρσ(k) = ±
√

(ρM −∆)2 + 4t2 sin2(ka). (5.20)

For ρ = 1 and M = ∆ the bands show a gap closing at k = 0. This gap closing might
be associated with a topological phase-transition. To check whether this is the case we

1The Cholesky decomposition of a tridiagonal matrix Anl = an−l = δnl + a1δn,l+1 + a1δn,l−1 with
a1 � 1 is given by A ≈ (1 + Λa/2)(1 + Λa/2) with Λa

nl = a1δn,l+1 + a1δn,l−1. According to that
L = 1 − Λa/2. With N = (−1)nδnl, Λb

nl = b1δn,l+1 + b1δn,l−1 and Λc
nl = c1δn,l+1 − c1δn,l−1 we

obtain in linear order of a1, b1 and c1: L†NL ≈ N , L†ΛbL ≈ Λb and L†ΛcL ≈ Λc.

84



5.1. Topological Shiba states in antiferromagnetic chains with applied external fields 85

have to see that Eq. (5.19) is very similar to Eq. (4.17). Like in section 4.2.1 we can
assign each block Hamiltonian Hρσ to the symmetry class BDI which has the topological
invariant [see (4.14)]

Nρσ =
1

2π

∫
BZ

dk

[
ĝρσ(k)× ∂ĝρσ(k)

∂k

]
x

. (5.21)

It follows immediately that the invariant (5.21) is zero. Therefore we are in the non-trivial
topological phase. Next, we will show that the situation is different when we switch on the
control-fieldsB and J which enter as a perturbation Vk. In the spirit of a Schrieffer-Wolff
transformation H̃k = eiSkHke

−iSk ≈ H0
k + i[Sk, Vk]/2 we find an operator

Sk = −tJ cos(ka)

M
τzρyσx +

µBB

2M
ρxσy +

t tJ sin(2ka)

M∆
τyρxσz −

µBB t sin(ka)

M∆
τxρy

(5.22)

which necessarily fulfills the condition [Sk, H0
k ] = iVk. Since only changes close to the

inversion symmetric point k = 0 change the topological properties, we consider k to
be small. Because of this we may neglect the last two terms in Eq. (5.22) because they
are smaller by one order in the expansion parameters {tJ , µBB}/{∆, M} and k. Up to
second order in tJ , µBB as well as k, the low-energy Hamiltonian is given by

H̃k = −∆τyσy − M̃τzρxσx + 2t sin(ka)τzρz − Λ cos(ka)ρyσy . (5.23)

The combinations M̃ and Λ both depend on the external fields,

M̃ =

[
M +

[µBB]2 + 4t2J cos2(ka)

2M

]
and Λ =

2µBBtJ
M

. (5.24)

The Hamiltonian (5.23) assumes a time-reversal symmetry Θ = iρyσyK′, i.e. [Θ, H̃k] =
0. Here K′ defines the complex conjugation, which however does not affect the sign
of the antiferromagnetic wavevector Q. Together with the charge-conjugation symmetry
Ξ = τxρxK′, i.e. {Ξ, H̃k} = 0, the Hamiltonian also has a chiral symmetry Π = ΘΞ =
τxρzσy. Furthermore there exist two unitary symmetries U1 = τyρy and U2 = τzρzσx,
i.e. [Ui, H̃k] = 0, with which we can define additional generalized time-reversal, charge-
conjugation and chiral symmetries, i.e. Θ′ = UΘ, Ξi = UiΞ, and Πi = UiΠ. Table 5.1
summarizes the different symmetries. According to that the Hamiltonian falls into the
topological class ⊕4

n=1BDI [106].

Θ Ξ Π Θ2 Ξ2 Π2

iρyσyK′ τxρxK′ τxρzσy 1 1 1
iτyρyK′ −iτzρyσxK′ τzρxσy 1 1 1
iτzρxσyK′ iτyρzK′ −τyσz 1 1 1

Table 5.1.: Symmetry classification of (5.23). K′ defines the complex conjugation, which
does not act on the antiferromagnetic wavevector Q.

The additional symmetries allow for a block-diagonalizing the Hamiltonian by the unitary
transformation (5.18). As before U †HkU =

∑
σρ(1 + σσz)(1 + ρρz)ĝρσ(k) · τ/4 with

ĝρσ(k) = [0, (ρM̃ −∆)σ + Λ cos(ka), 2tρ sin(ka)]. (5.25)
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We immediately see that this vector has a finite winding Nρσ [(5.21)] and therefore indi-
cates a transition into the topologically non-trivial phase for

|Λ| > |M̃ ∓∆|. (5.26)

There are some similarities and differences to the nanowire-proposals presented in sec-
tion 4.2.2. In both cases a time-reversal breaking magnetic field is applied. In the case
of the nanowire the Zeeman-field has to be rather large in order to exceed the proximity
induced gap. However, in our case the superconducting gap is compensated by the intrin-
sic magnetic order and there is no requirement for large external fields. Furthermore the
combined presence of Zeeman-field and supercurrent leads to a staggered spin-current
coupling proportional to Λ (see Eq. (5.23)), similar to the spin-orbit coupling in semi-
conducting nanowires. It is staggered because it is off-diagonal in ρ-space leading to an
alternating dependence in real space.

Kitaev’s limit – well localized Majorana states

Due to the bulk-boundary correspondence we expect that the topological properties be-
come manifest in the case of the finite size chain. From section 4.2.1 we know that there
is a convenient way to illustrate that the zero energy edge state in the topological non-
trivial phase is composed of two well separated Majorana edge states. Now we extend the
decomposition of lattice electrons into Majorana fermions to the spinful case. By express-
ing the Hamiltonian (5.23) by electronic field operators Ψ†n = (ψ†n↑, ψ

†
n↓, ψn↑, ψn↓) on the

lattice sites n = 1...N , we obtain

H̃ =
1

2

N∑
n=1

Ψ†n[−(−1)nM̃τzσx −∆τyσy]Ψn +
1

2

N−1∑
n=1

Ψ†n[2tτz − (−1)nΛσy]Ψn+1.

(5.27)

As a next step we introduce the Majorana operators γnσ ≡ ψnσ + ψ†nσ and γ̄nσ ≡ (ψnσ −
ψ†nσ)/i. For explanatory reasons we write the full matrix expressions

H̃ =
i

4

N∑
n=1


γn↑
γn↓
γ̄n↑
γ̄n↓


T


0 0 0 ∆ + (−1)nM̃

0 0 −∆ + (−1)nM̃ 0

0 ∆− (−1)nM̃ 0 0

−∆− (−1)nM̃ 0 0 0



γn↑
γn↓
γ̄n↑
γ̄n↓



+
i

4

N−1∑
n=1


γn↑
γn↓
γ̄n↑
γ̄n↓


T

0 −(−1)nΛ 2t 0
(−1)nΛ 0 0 2t
−2t 0 0 −(−1)nΛ

0 −2t (−1)nΛ 0



γn+1↑
γn+1↓
γ̄n+1↑
γ̄n+1↓

 . (5.28)

In Fig. 5.3(a) we illustrate that each lattice site decomposes into four Majorana fermions.
For simplicity we consider a chain consisting of three lattice-sites. Remember the course
of action we took in section 4.2.1:

• First we decoupled the Majorana operators locally by choosing the chemical poten-
tial to be zero. In the case at hand we make the appropriate choice M̃ = ∆ which
cancels out several terms in the off-diagonal of (5.28) but does not decouple all of
the Majorana fermions locally. Specifically, γn↑ and γ̄n↓ are decoupled if n is odd
and γn↓ and γ̄n↑ if n is even (see Fig. 5.3).
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Figure 5.3.: Kitaev’s decomposition [see Eq. (5.28)]: (a) Each lattice electron decomposes
into four Majorana operators. For ∆ = M̃ and n = odd the Majorana operators γn↑ and γ̄n↓
remain locally un-paired, whereas for even sites γn↓ and γ̄n↑ are un-paired. (b) We reduce to
the low-energy subspace of locally un-paired Majorana operators and introduce new operators
γn,A and γn,B (see text). In this basis, for 2t = Λ, the Kitaev-limit is achieved: The Majorana
operators γ1A and γ3B are true zero energy states and appear at the ends of the chain. (c)
Electronic spin-polarization of the Majorana edge modes. The rightmost Majorana bound
state is eigenstate of σy, either with eigenvalue +1 or −1 depending on the parity of number
of sites, N .

• It turns out that within this low energy subspace spanned by the Majorana operators
{γodd,↑, γ̄odd,↓, γeven,↓, γ̄even,↑} the nearest neighbor coupling is given by

H̃sub =
i

4

∑
m

(
γ2m−1↑
γ̄2m−1↓

)T (−Λ −t
t Λ

)(
γ2m↓
γ̄2m↑

)
+
i

4

∑
m

(
γ2m↓
γ̄2m↑

)T (−Λ −t
t Λ

)(
γ2m+1↑
γ̄2m+1↓

)
. (5.29)

For the specific choice, Λ = 2t, we find the familiar form

H̃sub = − i
2

Λ
N−1∑
n=1

γn,Bγn+1,A, (5.30)

Eq. (5.30) looks very similar to the Kitaev limit (4.21) that we inferred for a spinless
p-wave superconductor. However, here the Majorana operators are combinations of
spin-up and spin-down operators, i.e.

γ2m−1,A =
(
γ2m−1,↑ + γ̄2m−1,↓

)
/
√

2,

γ2m−1,B =
(
γ2m−1,↑ − γ̄2m−1,↓

)
/
√

2,

γ2m,A =
(
γ2m,↓ + γ̄2m,↑

)
/
√

2,

γ2m,B =
(
γ2m,↓ − γ̄2m,↑

)
/
√

2. (5.31)

The Majorana operators γ1A and γNB do not appear in the Hamiltonian (5.30), thus
they must have zero energy.

It turns out that the electronic part of the Majorana wavefunctions are eigenstates of the
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88 5. Majorana fermions in chains of magnetic adatoms

Figure 5.4.: (a) Topological phase-diagram: The ground state wavefunction of a finite chain
(N = 160) is plotted in color scale as a function of current tJ and magnetic field B. The
analytical result for the topological phase-transition (5.26) is shown by the magenta line.
(b) Cut along the yellow line in (a): The two lowest positive eigenenergies are plotted as a
function of tJ . (c) Wavefunctions corresponding to the red (I) and green (II) point in (a) for an
even (N = 60) and odd (N = 61) number of sites. (d) The sy spin-polarization corresponding
to the wavefunctions shown in panel (c). [parameters used in this figure: M = 0.99∆ and
t = 0.1∆]

sy spin-operator. For instance

γodd,A =
γodd,↑ + γ̄odd,↓√

2
=

(ψodd,↑ − iψodd,↓) + (ψ†odd,↑ + iψ†odd,↓)√
2

= ψodd,→ + ψ†odd,→.

(5.32)

Here the fermion operator ψ†odd,� = (ψodd,↑ − iψodd,↓)/
√

2 creates an electron which is
spin-polarized along the y-direction. We find that the electronic part of γodd,A and γeven,B

is an eigenvector to σy with eigenvalue +1, whereas γeven,A and γodd,B have the eigen-
value −1. This is an important observation, as it tells that the spin-polarization of the
rightmost Majorana γN,B is different for the cases that N is even or odd (see Fig. 5.3(c)).
This characteristic feature could serve as an spectroscopic signature and help identifying
the emergence of Majorana excitations.

Bulk-boundary correspondence

In the previous paragraphs we identified the topological phase-transition which appears
for |Λ| > |∆ − M̃ | and ∆, M̃ > 0. Furthermore we analyzed the Kitaev limit, M̃ = ∆
and 2t = Λ for which we found that the Majorana fermions are spin-polarized and that
the polarization differs depending on whether they appear at even or odd sites. In order to
confirm these results we perform a numerical solution of the BdG equation (5.14). In the
top-panel of Fig. 5.4(a) we show the ground state energy of a chain with N = 160 atoms
as a function of current tJ and magnetic field B. The previously extracted condition for
the topological phase transition (5.26), which is equivalent to

µBB =
∣∣∣√2M |∆−M | − 2tJ

∣∣∣ , (5.33)
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5.1. Topological Shiba states in antiferromagnetic chains with applied external fields 89

follows the magenta line. First of all we observe that this condition coincides with the
emergence of a zero energy ground state. Within the blue-colored region the system is in
the non-trivial topological phase. The yellow cut shows the evolution of the ground state
(g) and the first excited state (e) as a function of supercurrent tJ : The ground state energy
goes to zero whereas the first excited energy opens a gap. This excitation gap leads to
a protection of the Majorana wavefunction, because the exponential suppression of the
wavefunctions increases with the bulk-excitation gap [compare situations (I) and (II) in
Fig. 5.4(b)]. There are two interesting features the wavefunctions seem to obey:

(i) The electronic components of the Majorana wavefunctions constitute eigenstates
of σy [see Fig. 5.4(c)]. Adding a single site switches the spin-polarization of the
right Majorana fermions similar to Kitaev’s limit discussed previously. In order to
understand this behavior we follow section 4.2.1 and derive an analytical approx-
imation for the envelope of the wavefunction. To this end we solve the equation
τy(ĝρσ · τ )Φkρσ = 0 with ĝρσ from Eq. (5.25) close to point k = 0, i.e.{

(ρM̃ −∆)σ + Λ + i2tρ ka τx

}
Φkρσ = 0. (5.34)

The real-space solutions are given by

Φnρσ = exp(ikn)Φkρσ =
1√
βρσ

e∓βρσn |±〉τx (5.35)

with the inverse decay-length βρσ = [(ρM̃ − ∆)σ + Λ]/2tρ. Furthermore, |±〉τx
are eigenfunctions of τx. For ρ = σ = 1 the envelope of (5.35) closely follows the
numerical result in Fig. 5.4(b) (black dashed line). The Majorana wavefunctions
Φkρσ are eigenfunctions of the chiral operator Π′ = τxρzσz. In the unrotated frame
this operator is given by Π = UΠ′U † = τxρzσy (see Table 5.1). According to this
the spin-components are eigenfunctions of σy. This is the result of the Kitaev limit
as well as of the numerical diagonalization in Fig. 5.4(c).

(ii) A second observation is that the wavefunctions are constrained to be zero at every
second site. This implies that adding a single site also switches the occupation of
even sites to odd sites and vise versa. Comparing the BdG equation (5.14) with its
momentum representation (5.15) one immediately sees that the operator ρz corre-
sponds to the translational operator taψn = ψn+1. The corresponding eigenstates
have the property taψn = λψn with λ = ±1. Thus the eigenfunctions are either
constant or alternating, i.e. ψ±n = (±1)n. Furthermore, we found that the Hamil-
tonian (5.15) has another chiral symmetry Π1 = τzρxσy (see Table. 5.1). Here the
Pauli-matrix ρx reflect the alternating antiferromagnetic order. The corresponding
eigenstates fulfill the relation (−1)nψ±n = λ±ψ

±
n with λ± = ±1. According to that

the wavefunctions must vanish at every second site as observed in Fig. 5.4(b).

5.1.3. Long coherence length
The limit of short coherence length offered an transparent way for a qualitative analysis
of the underlying mechanism turning the formerly unprotected Shiba bands topologically
non-trivial. Now we consider the realistic case of coherence lengths, ξ, which are larger
than the spacing of adatoms in STM experiments [14]. Typical coherence length are listed
in Table 5.2. Hence, an accurate description should include higher neighbor couplings
rather than just nearest neighbor coupling in the generalized eigenvalue problem (5.13).
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90 5. Majorana fermions in chains of magnetic adatoms

∆ [meV] EF [eV] λF [nm] ξ [nm]
Pb 1.33 9.47 0.79 83
Al 0.18-0.21 11.7 0.71 1600
Nb 1.55 5.32 1.06 38

Table 5.2.: Parameters for superconducting gap ∆, Fermi-energy EF , Fermi-wavelength λF
and coherence length ξ adopted from Ref. [107, 108, 109].

Topological Z2-invariant

First we consider the limit of an infinitely long chain. In momentum space the BdG
equation (5.13) becomes diagonal, i.e.[
−Mτzρxσx − α̂k(∆τyσy − µBBτzσz) + β̂k∆τz + γ̂k

|J |kF
2m

]
φk = εkα̂k φk. (5.36)

The operators α̂k, β̂k and γ̂k are given by

α̂k =
∑
n

e−ikan(iρz)
n an = αek − αok ρz

β̂k =
∑
n

e−ikan(iρz)
n bn = βek − βok ρz,

γ̂k = −i
∑
n

e−ikan(iρz)
n cn = γek − γok ρz. (5.37)

A Cholesky decomposition of the right-hand site of Eq. 5.36, i.e. α̂k = (LkL†k)−1 together
with the transformation Φk = Lkφk leads to the effective Schrödinger-equation HkΦk =
εkΦk with the Hamiltonian

Hk = −mk τzρxσx −∆ τyσy + tk τzρz + µk τz + µBB τzσz + jk ρz + pk. (5.38)

The respective coefficients are give by

mk =
M√
Dk

,
tk
∆

= −α
e
kβ

o
k − αokβek
Dk

,
jk
∆

= −α
e
kγ

o
k − αokγek
Dk

,

µk
∆

= −α
e
kβ

e
k − αokβok
Dk

,
pk
∆

= −α
e
kγ

e
k − αokγok
Dk

. (5.39)

withDk = (αek)
2−(αok)

2. By comparing the Hamiltonian (5.38) with the nearest neighbor
approximation (5.15) one identifies the antiferromagnetic exchange energymk, the kinetic
energy tk as well as the supercurrent contribution jk. The additional terms µk and pk
correspond to even-neighbor kinetic energy and supercurrent contributions respectively.

The full Hamiltonian falls into the topological class D since it is only particle-hole sym-
metric, i.e. {Hk,Ξ} = 0 with the charge-conjugation operator Ξ = τxρxK′ andK′ defined
in Table. 5.1. According to Ref. [80] the topological invariant of a class D topological su-
perconductor in one dimension is a Z2 invariant. Following Kitaev [110] this invariant
can be expressed in terms of the Pfaffian, i.e.

M = sgn
[
Pf(Hk=0) Pf(Hk=Q/2)

]
. (5.40)
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5.1. Topological Shiba states in antiferromagnetic chains with applied external fields 91

Figure 5.5.: Topological Z2-invariant: Dependence on atomic spacing a as well as (a) mag-
netic exchange energy J (ξ/a = 20π) and (b) coherence length ξ (πνFJS = 0.99). [param-
eters used in this figure: µBB = 0.05∆ and kF |J |/2m = 0.5 ∆]

Note however that the Pfaffian is evaluated at k = π/2a instead of k = π/a, as we have to
consider the reduced Brillouin zone. It turns out that in our case the Pfaffian only changes
sign at k = 0 . This is not surprising since this is the point where the gap closing occurs
in the case of the nearest-neighbor approximation. After some algebra we find

M = sgn [Pf(Hk=0)] = sgn
[
(A− jk=0)2 − (µBB)2

]
, (5.41)

where A2 = ∆2 − m2
k=0 + µ2

k=0. Therefore the topological phase-transition happens at
µBB = |A − jk=0|, which is equivalent to the condition (5.33) that we derived for the
limit of short coherence length. If the magnetic exchange energy mk=0 is large enough
in order to compensate the superconducting gap, then the external fields can be small.
For simulations we used a magnetic field B = 0.05 ∆/µB and a supercurrent-velocity
vs = |J |/2m = 0.5∆/kF . In Fig. 5.5 the dependence of the topological invariantM on
(a) magnetic exchange energy J and (b) coherence length ξ is shown. The sign-change of
the invariant indicates a topological phase-transition. Depending on the atomic spacing a,
the invariantM opens a window, in which the system is topologically non-trivial (white
area). It can be broadened by increasing the current or the magnetic field.

Bulk-boundary correspondence

Following the bulk-boundary correspondence we may expect a Majorana fermion to ap-
pear in the topological non-trivial phase which is defined by a negative sign of M. In
Fig. 5.6 the topological invariant as well as the two lowest positive energies of the finite
chain are shown. We find that the predicted topological phase-transition coincides with
the emergence of a zero-energy bound state.

In Fig. 5.7 the Majorana wavefunctions γn,A and γn,B as defined in the previous section
as well as their spin-polarizations are plotted. Interestingly we observe the same features
as in the short coherence length limit, i.e. (i) the wavefunctions vanish on either even or
odd sites. By adding a single atom the whole spectral weight of the Majorana γn,B shifts
by one lattice site. (ii) The same is true for the spin-polarization, which depends on the
parity of the number of atoms in the chain. In the previous section we attributed these fea-
tures to the presence of particular chiral symmetries. Strictly speaking the Hamiltonian
(5.38) does not have these symmetries. However, since the external fields B and J are
so small this symmetry remains approximately intact and these interesting spectroscopic
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92 5. Majorana fermions in chains of magnetic adatoms

Figure 5.6.: (a) Topological invariantM depending on current |J | and magnetic field B. (b)
Two lowest positive energies, ground state (g) and first excited (e), as well as the topological
invariant M along the cut in panel (a). The topological phase transition coincides with the
appearance of a zero energy state.

Figure 5.7.: Majorana wavefunctions as well as the corresponding spin-polarization 〈sy〉 for
N = 150 and N = 151 atoms. External fields correspond to the red point indicated in
Fig. 5.6(a).

signatures still survive. The Majorana wavefunctions are exponentially suppressed within
the bulk, in contrast to the power-law behavior observed in helical Shiba chains [94]. This
can be seen in Fig. 5.8(a) and (b), where we investigate the dependence of the two lowest
positive energies. With increasing the length of the chain the ground state energy is low-
ered. In Fig. 5.8(c) the corresponding wavefunctions for N = 50 and N = 150 atoms are
presented. Their comparison shows that the spectral weight of each end-state is extended
over roughly 20 atom-sites.

Experimental realizability

In order to increase the window of the topological non-trivial phase and make it exper-
imentally accessible, both the coherence length and the superconducting gap should be
small so to increase the maximum current and decrease the necessary magnetic field.

Let us consider the superconductor Pb in order to evaluate the experimental realizability.
Pb has a critical magnetic field of B⊥c ∼ 0.1 T, when applied perpendicular to the plane.
On the other hand magnetic fields applied parallel to the surface can be even larger. In
Ref. [111] in-plane magnetic fields of the order of B‖c ∼ 10 T have been achieved. In our
simulation we used B = 0.05 ∆/µB, which corresponds to a planar field of the order of
∼ 1 T.
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 93

Figure 5.8.: (a) Two lowest positive eigenenergies (ground state in red and first excited state in
black) for different chain-lengths N depending on supercurrent |J |. (b) Ground-state energy
depending onN for the particular points indicated in panel (a). (c) Wavefunctions forN = 50
and N = 150 atom sites. [additional parameters used in this figure: µBB = 0.05∆ and
πνFJS = 0.99.]

Regarding the supercurrent we used a velocity of vs = |J |/2m = 0.5 ∆/kF . It corre-
sponds to a current I = ensvs which shall be compared to the Ginsburg-Landau result
for the maximum critical current Id ∼ 2ens/3

√
3mξ . This means that the maximum

critical momentum has to be compared to the coherence length of the superconductor, i.e.
Jc ≈ 1/ξ. According to that we used a current corresponding to J ∼ 0.1 Jc in our simu-
lations. In thin Pb structures currents of the order of ten percent of the depairing current
have been achieved in the lab [112]. Even larger currents, close to the depairing current,
have been observed in other materials like Nb [113] which has a smaller coherence length.

Furthermore with regard to Fig. 5.5 the window of topologically non-trivial phase corre-
sponds to an atomic displacement of δa ∼ 0.1πk−1

F . This requires an accuracy of Å in
atomic deposition, which is certainly possible [14]. Regarding the length of atomic chains
we found that the Majorana wavefunctions are extended over a few tens of atomic sites
[see Fig. 5.8(c)]. Up to date the realization of ferromagnetic and antiferromagnetic chains
only of about ten atoms has been communicated [14] but longer chains are certainly acces-
sible [103]. Recent experiments have shown that even longer chains with self-assembled
ferromagnetic order can be produced [13].

In conclusion the setup appears to be experimentally accessible, albeit technically very
challenging. Parameters like adatom spacing, supercurrent and magnetic field can be
used to control the topological phase transition. Furthermore state-of-the-art scanning
tunneling techniques would allow for the detection of the parity dependent switching of
the local density of states as well as the spin-texture which shall be associated with the
Majorana states.

5.2. Topological Shiba states in collinear chains with spin-
orbit coupling

Recently there has been great efforts to engineer a topological superconductor device
relying on magnetic adatoms deposited on top of a conventional superconductor by scan-
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94 5. Majorana fermions in chains of magnetic adatoms

ning tunneling microscopy (STM) techniques. According to recent results [13], Majorana
fermions (MFs) seem to emerge, while the spin-polarized measurement indicates a ferro-
magnetic (FM) orientation of the atomic spins. However, this type of ordering leads to
Majorana fermions, only if spin-orbit coupling (SOC) is involved (see section 4.2.2). The
latter could either arise intrinsically, i.e. be a property of the superconductor itself or it
could be due to a Rashba type of spin-orbit coupling [83] that arises from the broken inver-
sion associated with the surface. In fact, both are plausible scenarios for Pb which owes
already an intrinsic spin-orbit coupling. Even more, it has been shown that the Rashba
spin-orbit coupling in Pb quantum well structures can be considerably large and tunable
[114, 115, 116, 117]. The momentum splitting associated with the spin-orbit coupling can
even reach an order of δk ∼ 0.05 kF , where kF is the Fermi-momentum (~ = 1).

Very recently theoretical progress has been put forward in this direction: in Ref. [118] the
authors consider a ferromagnetic metallic wire on top of a superconductor with intrinsic
spin-orbit coupling. On the other hand Ref. [119] discusses magnetic atoms placed in
a ferromagnetic fashion on a superconducting surface with Rashba spin-orbit coupling.
Therefore both proposals treat very different regimes. In the first proposal the wire is
metallic by itself, whereas the second proposal relies on the emergence of Shiba-bound
states in the superconducting substrate that effectively behave like a one-dimensional wire.

Following the previous sections and very similar to the proposal in Ref. [119], we in-
vestigate the topological properties of Shiba bands that arise from collinear spin-chains
on top of a superconducting surface with Rashba spin-orbit coupling. First, we infer the
energetically favored magnetic ordering for the parameter space relevant for current exper-
iments. By assuming identical adatoms, owing a fixed magnetic moment S, we explore
the competition of ferromagnetic, antiferromagnetic and spiral ordering. The magnetic
atoms interact via a Ruderman-Kittel-Kasuya-Yosida (RKKY) superexchange interaction
[18, 19, 20], which is mediated by the electrons of the superconducting substrate. Due to
the presence of spin-orbit coupling, the resulting superexchange includes an anisotropic
term, more precisely a Dzyaloshinsky-Moriya (DM) contribution. This interaction favors
spiral ordering of spins. On the other hand, ferromagnetic and antiferromagnetic orders
are stabilized by the crystal field anisotropy mentioned earlier, which favors spins to align
parallel to an easy axis (see Fig. 5.9). By taking into account the various interactions,
we extract the resulting phase diagram and find that the collinear orders are established
if the Ising anisotropy of the crystal field dominates over the Dzyaloshinsky-Moriya in-
teraction. Furthermore we investigate the stability of the collinear order against quantum
and thermal fluctuations.

Later on in this section we discuss the topological properties of Shiba-bands arising from
either ferromagnetic or antiferromagnetic (AFM) atomic chains. The symmetry properties
of these systems gives rise to a rich phase diagram of Majorana fermion phases with 0,
1, or 2 MFs per chain edge. One can access the three phases by changing the adatom
distance, the strength of the spin-orbit coupling and the value of the magnetic moment.
The phases with two Majorana fermions per chain edge are topologically protected by
chiral symmetry. By identifying the relevant gap closings in the Shiba bandstructure,
responsible for all the topological phase transitions, we provide insight for manipulating
and tailoring the Majorana phases.

5.2.1. Magnetic phases
In this section we discuss the ordering of magnetic atoms on top of a Rashba spin-orbit
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 95

Figure 5.9.: (a) Top view of a chain of adatoms placed on top of a superconducting surface
with Rashba spin-orbit coupling. (b) Side view of the hybrid structure. Crystal field effects
violate spin rotational symmetry and favor an easy spin axis for the magnetic ordering (here
the ẑ direction). On the other hand, spin-orbit coupling induces a Dzyaloshinsky-Moriya
(DM) interaction. When the spin anisotropy dominates over the DM interaction, the adatoms
order in a ferromagnetic (FM) or antiferromagnetic (AFM) fashion, depending on the chain
constant a. (Figure from Ref. [120])

coupled metallic surface. The RKKY superexchange mediated by the substrate favors a
spiral order. However, in the presence of an Ising anisotropy both, FM and AFM orders,
can be stabilized and are stable against quantum and thermal fluctuations.

RKKY interaction for a Rashba spin-orbit coupled metal

We start with the Hamiltonian of a two-dimensional metallic substrate with Rashba SOC:

Hmetal =
∑
k

ψ†k hk ψk , (5.42)

where hk = ξk + α(k × ẑ) · σ is a 2 × 2 matrix in spin-space and ψ†k = (c†k↑, c
†
k↓) is

the corresponding spinor. Furthermore, c†kσ creates an electron with momentum k and
spin σ. The quadratic electronic dispersion, ξk = k2/2m − µ, can be linearized around
the Fermi-momentum (kF =

√
2mµ), i.e. ξk = vF (k − kF ), where k = |k| and vF is

the Fermi-velocity. Accordingly the effective momentum splitting δk corresponds to a
SOC strength α = vF δk/kF . As depicted in Fig. 5.10, the Hamiltonian hk can be readily
diagonalized via a π/2-rotation about the k̂-axis:

ei
π
4
k̂·σhk e

−i π
4
k̂·σ = ξk + αkσz , (5.43)

where k̂ = k/k. The respective eigenenergies are given by ξkλ = ξk+λαk ≈ vF (k−kλ),
with kλ ≈ kF (1 − αλ/vF ), corresponding to the two helicity bands λ = ±1. We define
the Matsubara Green’s function in the helicity subspace: gλ(k, iω) = (iω − ξkλ)

−1 and
obtain

(iω − ξk − αkσz)−1 =
∑
λ=±

1 + λσz
2

gλ(k, iω) . (5.44)
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Figure 5.10.: Rotation about the k̂-axis by an angle θ = π/2.

According to above result, the electronic Green’s function is given by

Gk(iω) =
∑
λ=±

1 + λe−i
π
4
k̂·σσz e

i
π
4
k̂·σ

2
gλ(k, iω)

=
∑
λ=±

1 + λ(k̂ × ẑ) · σ
2

gλ(k, iω) . (5.45)

Now, we consider classical spins Si with magnitude |Si| = S, placed at positions Ri =
iax̂, with i = 1, ..., N . In addition, we assume that the interaction between the adatoms
is driven by an exchange interaction mediated by the conduction electrons of the sub-
strate. The coupling between adatoms and conduction electrons can be parametrized by
an exchange energy J (see Eq. (5.5)). Given that J is a small coupling constant and that
the local modifications of the electronic spectrum in the substrate are negligible, we can
follow a standard one-loop expansion and obtain an effective spin-spin interaction. The
so called RKKY interaction reads [18, 19, 20]

HRKKY = −J
2

2

∑
ij

χαβij S
α
i S

β
j . (5.46)

The spin-spin susceptibility can be derived using the Green’s function given in Eq. (5.45):

χαβij = −T
∑
ω

Trσ [σαG(Ri −Rj, iω)σβG(Rj −Ri, iω)] , (5.47)

where G(R, iω) =
∫

dk
(2π)2

eik·RGk(iω). Using the result in Eq. (5.45) we apply a quasi-
classical expansion ξk � vFkF [120] and arrive at the well known result [121]

HRKKY = −m
(
JkF
π

)2∑
ij

sin(2kF |rij|)
(2kF rij)2

(5.48)

×
{

cos(2mαrij)Si · Sj + [1− cos(2mαrij)]S
y
i S

y
j + sin(2mαrij) (Si × Sj)y

}
,

where νF = m/2π is the density of states at the Fermi-level for each spin-band and
rij ≡ (i − j)a. Eq. (5.48) holds in the limit kFa � 1. For vanishing SOC, we recover
the usual spin rotationally invariant Heisenberg interaction, proportional to Si · Sj ,

JRKKY(r) = −m
(
JkF
π

)2
sin(2kF |r|)

(2kF r)2
. (5.49)
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This implies a ferromagnetic interaction between neighboring spins if JRKKY < 0 and a
ferromagnetic interaction if JRKKY > 0. On the other hand, a finite SOC produces both
an Ising interaction Syi S

y
j and a DM interaction (Si × Sj)y. By taking into account that

the rotation of a classical spin, Sj , by an angle θij = 2mαrij with respect to Si is given
by

Sj(θij) ≡ cos(θij)Sj + sin(θij) (ŷ × Sj) , (5.50)

we may rewrite Eq. (5.48) compactly as follows [121]:

HRKKY =
∑
ij

JRKKY(rij) Si · Sj(θij). (5.51)

This implies that the SOC would generally establish a spiral configuration, with a tilting
angle θi+1,i = 2maα between neighboring spins (see Fig. 5.11). However, crystal field
effects (CFEs) of the substrate may violate spin rotational invariance so that the magnetic
moment of adatoms tends to point along the axis perpendicular to the surface (easy axis).
This anisotropy gives rise to an additional term appearing in the total spin-Hamiltonian,
which depends on the microscopic details and generally assumes a rather complicated
form. However on phenomenological grounds we will consider the simplest term allowed,
which has the form

HCF = −D
2

∑
i

(Szi )2 , (D > 0). (5.52)

It accounts for the broken spin-rotational invariance and emerges from a coupling of spin
S with the angular momentum L of the deposited atom, i.e. Hs−o = λL · S [122].
If |g〉 is the ground state multiplet of the atom and |e〉 the first excited state, then D ∼
λ2| 〈g|Lz|e〉 |2/Ege 6= 0, where Ege is the energy difference between ground state and
first excited state. When the atom is placed on a high-symmetry point of the surface the
matrix-elements of the other angular momentum components Lx and Ly may vanish.

In STM experiments the nearest neighbor exchange energy as well as the crystal field
anisotropy, D, can be measured. The next neighbor RKKY interaction of various metals
is of the order [14, 123]

|JRKKY(a)| ≤ |Jmax(a)| ≡ m

(
JkF
π

)2
1

(2kFa)2
∼ 0.1 meV . (5.53)

Furthermore the anisotropyD has been determined in Ref. [14] to be approximately given
by ∼ 1 meV or even larger [123]. According to that the chosen parameter-space for the
calculations of the subsequent paragraphs should cover D/Jmax(a) . 10.

Classical magnetic ground state

In this paragraph, we discuss the possible magnetic phases (see Fig. 5.12), arising from
the competition of spin-orbit coupling and crystal field effects. Whereas SOC favors a
spiral ordering the latter may stabilize a FM or AFM ordering depending on the adatomic
spacing. For the beginning we treat the spins classically, thus assuming that |Si| = S with
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98 5. Majorana fermions in chains of magnetic adatoms

Figure 5.11.: Possible scenarios for the classical magnetic ground state: spiral (SP) with
a tilting angle θi,i+1 between neighboring spins, ferromagnetic (FM) and antiferromagnetic
(AFM) ordering parallel to an easy axis. (Figure from Ref. [120])

a fixed magnitude S. In the classical limit: S → ∞ whereas J → 0, so that JS remains
finite. Later we will discuss the stability of the classical ground state against quantum and
thermal fluctuations.

There are various ways to determine the classical ground state of the Hamiltonian Hcl =
HCF + HRKKY. In this section we pursue a rather qualitative discussion and we prefer
to apply a trial configuration Si(ϑ) = S cos(ϑi)ẑ − S sin(ϑi)x̂ with a tilting angle of
θi,i+1 = ϑ between neighboring spins. This particular ordering can be motivated by the
fact that (i) CFEs energetically favor a magnetization along the easy axis (z-axis) and (ii)
the DM interaction mixes the z and x components of spins, such that the spins tend to lie
in the xz-plane. Under these conditions, the ground state is defined by the optimal tilting
angle ϑ, which minimizes the classical Hamiltonian:

Hcl(ϑ) = −DS
2

2

∑
i

cos2(ϑi) +
∑
ij

JRKKY(rij)S
2 cos[(2mα− ϑ/a)rij] .(5.54)

We minimize this Hamiltonian numerically with respect to ϑ for an infinite chain. In
Fig. 5.12 we see that, depending on the relation between (i) exchange energy, JS, (ii)
crystal field anisotropy, D, (iii) spin-orbit coupling, αkF , and (iv) adatom spacing, a,
the classical ground state assumes a ferromagnetic (ϑFM = 0, 2π), antiferromagnetic
(ϑAFM = π) or spiral order (ϑSP 6= ϑFM,AFM). The stronger the spin-orbit coupling, the
stronger the CF anisotropy has to be in order to compensate the tendency of the system to
form a spiral.

The transition between various phases is of first order. In order to understand their origin
we discuss the phase-transitions in the following:

1. Increasing the atomic spacing the order can switch from FM to AFM and vise versa.
This can be seen from the spatial dependence of the RKKY interaction (5.49).

2. In addition to that a transition between these phases can be achieved by increasing
the Rashba spin-orbit coupling, α, which happens for the following reason: for
the parameters α = 0 and kFa/π = 5.27 the classical order is ferromagnetic [see
Fig. 5.12(b)], i.e. ϑFM = 0. For finite spin-orbit-coupling the nearest neighbor
RKKY interaction in (5.54) is multiplied by a factor cos(2mαa), which changes its
sign when mα/kFa = acos(0)/(2kFa). This corresponds exactly to the transition
from FM to AFM observed in Fig. 5.12(b).
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 99

Figure 5.12.: Phase diagrams for the classical magnetic ground state: The tilting angle
ϑ defines the FM (ϑFM = 0, 2π), the AFM (ϑAFM = π) and the spiral configuration
(ϑSP 6= ϑFM,AFM). (a) ϑ as a function of atomic spacing, a, and crystal field anisotropy,
D. The presented diagrams were calculated for two values of the Rashba spin-orbit coupling
strength α. (b) ϑ depending on spin-orbit coupling, α and anisotropy D. Black lines show the
analytical result for the phase-transition, D∗, in (5.55). (Figure from Ref. [120] with slight
modifications)

3. In order to understand the transition between spiral and collinear magnetic order
we refer to Eq. (5.54). For an infinitely long chain the first term vanishes, unless
the tilting angle ϑ is given by 0 or π. According to that the energy in the spiral
phase is minimized by an angle ϑSP = 2mαa. We obtain the condition for the
phase-transition between collinear and spiral configuration by comparing the cor-
responding classical energy scales, i.e. Hcl(ϑFM,AFM) = Hcl(ϑSP), yielding the
critical value

D∗FM,AFM = 2
∑
δ

JRKKY(rδ)[cos(2mαaδ − ϑFM,AFMδ)− cos(ϑFM,AFMδ)].

(5.55)

HereD∗FM,AFM indicates the transition between spiral and, either FM or AFM order.
Furthermore, we sum over neighbors δ in Eq. (5.55). In Fig. 5.12(b) we compare
the analytical result of Eq. (5.55) (black line) with the numerical minimization.

In Fig. 5.12 the crystal field anisotropy, D, is displayed in units of m(JkF/π)2, while the
RKKY interaction is of the order Jmax(a) ∼ 6 − 8 × 10−4m(JkF/π)2. Therefore our
calculations cover the parameter-space D/Jmax(a) . 15 consistent with the experimental
situation discussed previously. We conclude that a sufficient crystal field anisotropy D
favors a collinear magnetic order over the spiral magnetic order which is induced by the
finite spin-orbit coupling α.

Thermal and quantum fluctuations

In this part we will investigate the stability of the collinear ferromagnetic (FM) and antifer-
romagnetic (AFM) phases against thermal and quantum fluctuations. Under the assump-
tion that the classical ground state coincides with the real ground state of the spin-system
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100 5. Majorana fermions in chains of magnetic adatoms

one can employ a Holstein-Primakoff transformation, i.e. a bosonization of spins, in order
to derive the corresponding quasiparticle excitations. To this end we introduce the bosonic
operators bi and b†i with [bi, b

†
j] = δij . Here i and j refer to the adatom sites. In the limit

of large spin S and up to second order in the operators bi and b†i the Holstein-Primakoff-
transformation reads [124]

Sxj = (±1)j
√
S/2 (b†j + bj) , Syj = i

√
S/2 (b†j − bj) , Szj = (±1)j(S − b†jbj) .(5.56)

In addition, ± corresponds to the FM (+) and the AFM (−) cases, respectively. We
immediately find that the spin fulfills the commutator relations

[Sηi , S
ν
j ] = i δij εδηνS

δ
j . (5.57)

At this point we use the transformation (5.56) and separate the HamiltonianH = HRKKY+
HCF in orders H(m) of the operators bi and b†i . The classical ground state energy is given
by

H(0) = −NDS
2

2
+
∑
ij

JRKKY(ri−j)(±1)i−jS2 cos(2mαrij) (5.58)

The linear term H(1) vanishes, whereas the bilinear term is given by

H(2) =
S

2

∑
ij

JRKKY(rij)
[
(±1)i−j cos(2mαrij)− 1

](
b†ib
†
j + bibj

)
(5.59)

+
S

2

∑
ij

JRKKY(rij)
[
(±1)i−j cos(2mαrij) + 1

](
b†ibj + b†jbi

)
− S

∑
ij

JRKKY(rij) (±1)i−j cos(2mαrij)
(
b†ibi + b†jbj

)
+

D

2
(2S − 1)

∑
i

b†ibi .

The Hamiltonian can be readily diagonalized in momentum space. To this end we intro-
duce the Fourier components

γ
(1)
k =

D

2

(
S − 1

2

)
+
S

2

∑
j

eikj JRKKY(rj)
[
(±1)i−j cos(2mαrj) + 1

]
− S

∑
j

JRKKY(rj) (±1)i−j cos(2mαrj),

γ
(2)
k =

S

2

∑
j

eikj JRKKY(rj)
[
(±1)i−j cos(2mαrj)− 1

]
, (5.60)

such that the Hamiltonian assumes the form

H(2) =
∑
k

[
γ

(1)
k

(
b†kbk + b†−kb−k

)
+ γ

(2)
k

(
b†kb
†
−k + bkb−k

)]
. (5.61)

In order to diagonalizeH(2) a Bogoliubov transformation bk = ukβk−vkβ†−k is performed
with uk = cosh(ηk), vk = sinh(ηk) and tanh(2ηk) = γ

(2)
k /γ

(1)
k , yielding
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 101

Figure 5.13.: Sublattice magnetization measured from its ground state value, ∆S (S = 15/2),
as a function of anisotropy D for different temperatures T and spin-orbit coupling α for both,
AFM and the FM configuration. The dashed lines indicate the transition into the spiral phase.
(Figure from Ref. [120])

H(2) =
∑
k

ωkβ
†
kβk. (5.62)

Here the dispersions of spin-waves are given by ωk =
√[

γ
(1)
k

]2 − [γ(2)
k

]2. We investigate
the stability of the FM/AFM order by calculating the amount of sub-lattice magnetization,
i.e.

M± = − 1

N

N∑
j=1

(±1)j 〈Szj 〉 = S − 1

N

∑
k

〈b†kbk〉 .

Using the Bogoliubov operators and defining the Bose-distribution nk = 〈β†kβk〉 we arrive
at the sublattice magnetization measured from its ground state value,

∆S = S −M =
1

N

∑
k

nku
2
k + (1 + nk)v

2
k , (5.63)

where we have assumed that sgn(〈Sz1〉) = 1. In Fig. 5.13 we show ∆S for different
temperatures T and spin-orbit couplings α as a function of crystal field anisotropy D. For
the atomic spin we use S = 15/2 which has been observed for a cluster of five iron atoms
[41]. Furthermore, we display various temperatures correspond to the temperature range
T ∼ 0 − 1K, in accordance to the experimental value (5.53) and an atomic spacing of
kFa/π = 5.5− 6.5 .

For T = α = D = 0 the AFM sublattice magnetization diverges, thus the magnetic
order is destroyed. This is due to non-vanishing quantum-fluctuations which manifests
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102 5. Majorana fermions in chains of magnetic adatoms

in a non-vanishing vk 6= 0. On the other hand, ∆S vanishes for the FM configuration
because vk = 0. For finite temperature but still α = D = 0 both, FM and AFM orders,
are destroyed. The Ising anisotropy D leads to a pinning of the spin-direction along the
easy-axis. This effectively induces an excitation gap in the spin-waves’ dispersion ωk.
Consequently the ∆S remains finite and small for the experimental parameters of D that
have been discussed before. Increasing the spin-orbit coupling weakly, modifies the AFM
sublattice magnetization, in the FM case however it leads to finite quantum-fluctuations
and a divergent deviation ∆S at the classical phase boundary to the spiral phase.

We want to remind the thoughtful reader that the Mermin-Wagner theorem can not be ap-
plied in our case. It states that continuous symmetries can not be spontaneously broken at
finite temperature in systems of low dimensions (d ≤ 2) and with short-range interactions.
Since in the case at hand the isotropy is broken by crystal field effects the theorem is not
applicable anymore. In fact, we observe that the FM and AFM order are stable against
fluctuations.

5.2.2. Rashba spin-orbit coupled superconductor
In a conventional superconductor spin orbit coupling has stringent consequences on su-
perconducting correlations. More precisely, it induces spin-triplet pairing amplitudes very
similar to the case of nanowires on top of a s-wave superconductor which has been dis-
cussed in section 4.2.2. In the presence of Rashba spin-orbit coupling and s-wave super-
conductivity the Hamiltonian of of a two-dimensional metal is given by [125]

Hsc =
1

2

∑
k

ψ†k [ξkτz + ατz(k × ẑ) · σ̃ −∆τyσy]︸ ︷︷ ︸
hk

ψk (5.64)

where the Pauli-matrices, τ , are defined in particle-hole space andψ†k = (c†k↑, c
†
k↓, c−k↑, c−k↓)

is the corresponding spinor. Following the procedure of the previous section we perform
a rotation to a basis in which the Hamiltonian (5.64) is diagonal in the spin-indices , i.e.

ei
π
4
k̂·σ̃ hke

−i π
4
k̂·σ̃ = ξkτz + αkσz −∆τyσy .

Mind that in particle-hole representation the spin-operator is given by σ̃ = (τzσx, σy, τzσz).
Within this basis the Gor’kov Nambu Green’s function can be readily calculated. We ob-
tain

Ĝk(iω) = e−i
π
4
k̂·σ̃[iω − ξkτz − αkσz + ∆τyσy

]−1
ei
π
4
k̂·σ̃

=
∑
λ=±

1 + λ(k̂ × ẑ) · σ̃
2

iω + ξkλτz −∆τyσy
(iω)2 −∆2 − ξ2

kλ

. (5.65)

Here ∆ is a s-wave order parameter, which is choosen to be real. The presence of the
Rashba SOC induces triplet pairing correlations in the anomalous parts of the Gor’kov
Nambu Green’s function, i.e.

∆(k̂ × ẑ) · σ̃ τyσy = ∆ (sinϕkτxσz − cosϕkτy) ,

where tanϕk = ky/kx. For systems with spin-orbit interaction but purely local pairing
interaction, like electron-phonon interaction, only the singlet order parameter component
has to be treated in a self-consistent fashion in terms of the BCS gap-equation [126]. The
triplet order parameter is identically zero, but triplet pairing correlations appear due to
Rashba SOC.
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 103

RKKY interaction

Previously we discussed the RKKY interaction mediated by a normal conducting metal
with Rashba SOC. Technically the RKKY interaction (5.47) can be calculated as in the
normal state but with the electronic Green’s function replaced by the Gor’kov Nambu
Green’s function and the spin replaced by the operator σ̃/2 = (τzσx, σy, τzσz)/2. How-
ever, the static susceptibility is only weakly modified in the superconducting state. This is
simply because the energy integration in (5.47) is merely depending on high energies ω,
i.e. ∆� ω . vF/r.

This is true as far as continuum quasiparticle excitations are concerned, for which the
perturbative treatment in (5.47) is a valid approximation. However, sub-gap Shiba states
that are a direct consequence of magnetic adatoms contribute an additional term to the
effective superexchange. In spite of the fact that the number of Shiba states is relatively
small (compared to the number of the bulk accessible states) it has been recently shown
[104] that their contribution to the RKKY interaction can become important and favors an
AFM ordering. The Shiba contribution dominates if the condition kF r > ξ/r is fulfilled
which is true for the material parameters (Al) used in this reference and the atomic spacing
that has been assumed (r ∼ 100 nm). Here, however, we assume an adatom spacing of
the order of 1 nm and a coherence length of ξ ∼ 80 nm (Pb). According to that we obtain
kF r < ξ/r, which means that Shiba states do not lead to significant modifications of the
results found previously for a normal metallic substrate.

5.2.3. Shiba states from chains with collinear magnetic order

We assume that a classical collinear magnetic order Sn = (±1)nSτzσz has been realized,
where (+) and (−) correspond to the FM and AFM order respectively. The magnetic
atoms align along a chain in x-direction with their respective position given byRn = nax̂.
Analogous to section 5.1.1 we derive the Shiba states from the BdG equation (5.6) but with
the Green’s function Ĝk replaced by (5.65). With this the BdG equation can be recast in
the form ∑

j

[
Viδij − ViĜ(rijx̂, ε)Vj

]
φj = 0 , (5.66)

where Vi = JS(±1)iτzσz is the local magnetization, Ĝ(rijx̂, ε) =
∑
k e

ikxrijĜk(ε) is the
Green’s-function in real space and rij = |i− j|a. We assume that neighboring atoms are
well separated, i.e. kFa � 1 and in addition to that we consider energies deep inside
the gap, i.e. ε � ∆. To this end we perform both, an expansion in energy ε/∆ and
in couplings to higher order neighbors. Then the Green’s-function in the quasiclassical
approximation ξk/vF � kF can be written in the convenient form

Ĝ(0, ε) ≈ −πνF (ε/∆− τyσy) ,

Ĝ(rx̂, 0) ≈ πνF

√
2

πkF |r|
e−|r|/ξeimαr σy

[
τz sin(kF |r| − π

4
) + τyσy cos(kF |r| − π

4
)
]
.

(5.67)

The solution of Eq. (5.66) determines the energies and wavefunctions of the Shiba midgap
states. It can be expressed in terms of an effective Schrödinger equation

∑
j Hijφj = εφi
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104 5. Majorana fermions in chains of magnetic adatoms

with

Hij = δij

[
∆

πνFJS
(±1)iτzσz −∆ τyσy

]
− Ĝ(−rijx̂, 0)

∆

πνF
(5.68)

The first term accounts for local magnetic exchange as well as s-wave superconductivity,
whereas the the second term couples nearest and higher order neighbors. In particular we
identify a kinetic energy proportional to τz, spin-orbit coupling τzσy, a triplet pairing am-
plitude τy and an s-wave component τyσy. Mind that we have neglected a self-consistent
treatment of the superconducting gap for the same reasoning discussed in section 5.1.1.

Symmetries

In the absence of magnetic order the hybrid structure depicted in Fig. 5.9 holds a C2v

point-group symmetry. According to that it is invariant under the reflection operation σyz
on the yz-plane, the reflection σxz on the xz-plane and the π-rotation around the z-axis
C2. Within our spinor-formalism the operators are given by σxz = iσy, σyz = iτzσxI
and C2 = iτzσzI , where I x = −x is the inversion operation of the x-component.
The presence of either magnetic order breaks the usual time-reversal symmetry opera-
tion T = iσyK, because T †τzσzT = −τzσz. Likewise it breaks the reflection symme-
tries, i.e. σ†yzτzσzσyz = −τzσz and σ†xzτzσzσxz = −τzσz. This however means that the
operator Θ = σxzT = K commutes with the Hamiltonian and constitutes an effective
time-reversal symmetry. Together with this the inherent particle-hole symmetry Ξ = τxK
gives rise to the chiral symmetry Π = τx. Because Θ2 = Ξ2 = Π2 = 1 the system
falls into the BDI symmetry class which implies a topological Z invariant. In fact we will
observe topological phases with an integer number of Majorana fermions. In the particu-
lar case we identify phases with 0, 1 and 2 Majorana states at each end of the atomic chain.

5.2.4. Topological superconductivity in ferromagnetic chains

We begin with the ferromagnetic chain and transform the Hamiltonian (5.68) to momen-
tum space spanned by the Brillouin zone (BZ) k ∈ (−π/a, π/a],

Hk = tkτz − vkτzσy + (∆ +Dk)τyσy − dkτy −M τzσz . (5.69)

Here we introduced M = ∆/πνFJS and the Fourier components

tk =
∞∑
n=1

∆

2πνF
Tr
[
τzĜ(nax̂, 0)

]
cos(kan),

vk =
∞∑
n=1

∆

2πνF
Tr
[
τzσyĜ(nax̂, 0)

]
sin(kan),

Dk =
∞∑
n=1

∆

2πνF
Tr
[
τyσyĜ(nax̂, 0)

]
cos(kan),

dk =
∞∑
n=1

∆

2πνF
Tr
[
τyĜ(nax̂, 0)

]
sin(nka). (5.70)
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Figure 5.14.: The Z topological invariant as defined in Eq. (5.72), for varying adatom spacing
a and (a) magnetic exchange energy JS (α = 0.01 vF ) or (b) normalized SOC strength α
(πνFJS = 0.85). In both cases, we find topological phases harboring 1 or 2 MFs per chain
edge. (Figure from Ref. [120])

The first term, tk, corresponds to the kinetic energy, vk to spin-orbit coupling,Dk to a mo-
mentum dependent s-wave pairing correlation and dk to a triplet pairing amplitude. The
Hamiltonian is very similar to the nanowire with proximity induced superconductivity
(4.26). The only difference is the appearance of a triplet component of the supercon-
ducting gap, which however does not change the symmetries of the system. Due to the
presence of chiral symmetry, Π = τx, the Hamiltonian can be block off-diagonalized by
the unitary transformation U = (τx + τz)/

√
2, i.e.

H ′k = UHkU
† =

(
0 Ak
A†k 0

)
. (5.71)

Here the upper block is given by Ak = tk− idk−Mσz− [vk− i(∆ +Dk)]σy. It obeys the
relationAk = A∗−k and is therefore purely real at the inversion-symmetric points k = 0, π.
Since det(H ′k) = det(Ak)det(A−k) an gap closing can only occur if the determinant of
Ak vanishes. In general zk = det(Ak) = |det(Ak)| exp(iθk) is a complex number with
the winding angle θk. It has been shown [127] that the topological invariant can be written
by the winding number

N =
1

2π

∫ π/a

−π/a
dk
dθk
dk

. (5.72)

In Fig. 5.14 we show the winding number as a function of the adatom spacing a, magnetic
exchange energy JS and SOC strength α. Phases with zero, one or two MFs per edge
are accessible. We additionally observe that the phase diagram exhibits MF bound states
even for very small values of spin orbit coupling α. This is reasonable from the discus-
sion of the nanowire model in section 4.2.2. There α did not enter the criterion for the
topological phase transition but rather determined the exponential decay of the edge-state
wavefunctions. In our case the topological phase transition happens when det(Ak) = 0,
which yields the following relations,

vk(∆ +Dk)− tkdk = 0 , (5.73)
t2k + (∆ +Dk)2 −M2 − d2

k − v2
k = 0. (5.74)

The first relation is immediately fulfilled for the inversion symmetric points k = 0 and
k = π/a, because vk and dk are odd under inversion, i.e. vk=0,π/a = dk=0,π = 0. It might
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Figure 5.15.: (a) The winding number N of (5.72) depending on magnetic exchange energy
JS along the green line in Fig. 5.14(a). (b) Gap closings of the energy dispersions εk, occuring
exactly at the phase transition points I and II. The transition (II) N = 2→ N = 1 arises due
to a gap closing at the inversion symmetric momentum k = 0. Instead, the transition (I)
N = 0 → N = 2 arises from gap closings at the non-inversion-symmetric points ±k∗.
(Figures from Ref. [120])

be true for non-inversion symmetric points ±k∗ as well. For instance, considering nearest
neighbor couplings only, i.e. tk = t1 cos(ka), vk = v1 sin(ka), Dk = D1 cos(ka) and
dk = d1 sin(ka) yields the condition

k∗a = ±acos

[
v1∆

(d1t1 − v1D2)

]
. (5.75)

At this point it might be reasonable to repeat our discussion from the very beginning: Ma-
jorana fermions in a topological superconductor are related to the quasiparticle operators
dk = ukck + vkc

†
−k, where c†k and ck are creation and annihilation operators of spinless

fermions2. It is immediately obvious that under the condition uk = vk and k = 0, π/a the
operators dk behave like Majorana operators, i.e. d0 = d†0. This is true for non-inversion
symmetric points as well. In this case we may define combinations

γ1 = dk∗ + d−k∗ (5.76)
γ2 = i(dk∗ − d−k∗) (5.77)

which are Majorana operator as well as they fulfill the condition γi = γ†i under the
particle-hole symmetry dk∗ = d†−k∗ . Due to the fact that each MF consists is associ-
ated to two fermions at momenta ±k∗ we may expect the appearance of four Majorana
fermions, two per end of the one-dimensional system.

Furthermore, at k = 0, π/a the second relation (5.74) yields the conditionM2 = t2k=0,π/a+

(∆ +Dk=0,π/a)
2, akin to the criterion found for the nanowire models. A similar condition

can be found for the non-inversion symmetric points ±k∗ by plugging them into (5.74).

In Fig. 5.15 (a) the numerically evaluated winding number N is shown, along the green
cut in Fig. 5.14 (a). We observe two transitions indicated by (I) and (II):

(I) N = 0→ 2: As discussed in the last paragraph the first transition coincides with the
gap closing at non-inversion symmetric points ±k∗. This can be seen in Fig. 5.15
(b) where the lowest energy-bands are shown.

2for illustrative reasons we neglect the spin for a moment
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Figure 5.16.: The two lowest positive eigenenergies in red and black for two different lengths
of the chain (N = 130 and N = 2000). The transitions (I) and (II) of Fig. 5.15 are indicated.
Note that in order to obtain well localized MF bound states and validate the bulk-boundary
correspondence predictions, quite long chains are required. (Figures from Ref. [120])

(II) N = 2→ 1: The second transition can be attributed to a gap closing at k = 0 (see
Fig. 5.15 (b)), involving only one instead of two Majorana fermions.

In the spirit of the bulk-boundary correspondence we check our predictions by solving the
BdG equation (5.66) together with (5.67). In Fig. 5.16 we show the two lowest positive
eigenvalues, the ground state energy (g) and the energy of the first excited state (e), as a
function of exchange energy J . Furthermore we indicate the transitions (I) and (II) by red
and green dotted lines. As expected the winding numberN corresponds to the number of
zero energy edge-states. Nonetheless, in the N = 2 phase truly-zero bound states only
appear for very long chains. This has to be contrasted with the region where N = 1.
There, the zero energy bound state seems to be stabilized already for shorter lengths of
the chain.

In Fig. 5.17 the wavefunctions of the left and right Majorana fermions in the one and two
Majorana phase are shown. In the one Majorana phase the wavefunctions are strongly
localized. In the two Majorana phase the wavefunctions leak into the bulk. Furthermore
they show an oscillatory behavior that is associated with the wave vector ±k∗. More
precisely, since the MF wavefunctions should be real they oscillate with cos(k∗aj) and
sin(k∗aj). This explains the oscillating behavior shown in Fig. 5.17(b) and (c).

5.2.5. Topological superconductivity in antiferromagnetic chains

The present paragraph follows closely the analysis carried out for the FM chain. First we
transform (5.68) to momentum space yielding the Schrödinger equation

H0
kφk +HMφk+Q = εφk, (5.78)

with H0
k = Hk = tkτz − vkτzσy + (∆ +Dk)τyσy− dkτy and HM = M τzσz. Futhermore,

Q = π/a is the antiferromagnetic wavevector and φk = (uk↑, uk↓, vk↑, vk↓)
T is the spinor

containing the particle and hole components. In constrast to the ferromagnetic chain
the antiferromagnetic order holds a discrete transilational invariance by two lattice sites.
Thus, the reduced Brillouin zone (RBZ) extends from k = −π/2a to k = π/2a and the
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108 5. Majorana fermions in chains of magnetic adatoms

Figure 5.17.: Wavefunctions corresponding to Fig. 5.16 for the ground state (g) and the first
excited state (e). The left and right Majorana edge modes are labeled by (L) and (R) respec-
tively. (a) The MF wavefunction within the 1MF phase is strongly localized. (b) The wave
functions inside the 2MF phase leak into the bulk and oscillate with an inverse wavelength k∗
(see close-up of the wavefunctions in (c)). (Figure from Ref. [120])

BdG equation (5.1) reads(
H0
k−Q/2 Mτzσz

Mτzσz H0
k+Q/2

)(
φk−Q/2
φk+Q/2

)
= ε

(
φk−Q/2
φk+Q/2

)
. (5.79)

By introducing the Pauli matrices ρi, which act in the antiferromagnetic subspace, we may
write the Hamiltonian as

Hk = H0
k,+ +H0

k,−ρz +Mτzρxσz . (5.80)

Here we introduced the combinationsAk,± = (Ak−Q/2±Ak+Q/2)/2. With the appropriate
coefficients in Eq. (5.69) we directly retrieve the explicit form of the Hamiltonian,

Hk = tk,+τz + tk,−τzρz − vk,+τzσy − vk,−τzρzσy
+ (∆ +Dk,+)τyσy +Dk,−τyρzσy − dk,+τy − dk,−τyρz
−Mτzρxσz . (5.81)

We already know that the Hamiltonian is purely real and therefore commutes with the
effective time reversal symmetry operator Θ = K. In the reduced BZ we have to in-
troduce the operator K′ which does not act on the wavevector Q but on k and is given
by K = ρxK′. Furthermore we find that the Hamiltonian commutes with the operator
O = ρzσy which constitutes another symmetry of the system. It consist of translation
by one lattice site, ρz, and a spin-flip operation, σy, leaves the antiferromagnetic order
invariant. Accordingly we may introduce the additional operator Θ′ = iOΘ = ρyσyK′.
Similarly we find another chiral symmetry Π′ = τxρzσy in addition to the chiral operator
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 109

Figure 5.18.: The Z topological invariant (winding number) as defined in Eq. (5.86), for vary-
ing adatom spacing a and (a) magnetic exchange energy JS (α = 0.03 vF ) or (b) normalized
SOC strength α (πνFJS = 0.85). In both cases, we find topological phases harboring 1 or 2
MFs per chain edge. (Figure from Ref. [120])

Π = τx which we declared previously. In summary we have Θ2 = Θ′2 = Π2 = Π′2 = 1,
which defines the BDI⊕ BDI symmetry class. Furthermore this shows that the Hamilto-
nian (5.81) can be block-diagonalized by a unitary transformation

U =
ρy + ρz√

2

ρzσz + σy√
2

e−i
π
4
σy , (5.82)

which yields UHkU
† = 1

2

∑
σ(1 + σσz)⊗Hkσ, with the blocks

Hkσ = (tk,+ − σvk,−)τz + (tk,− − σvk,+)τzρy +Mτzρz

+ [σ(∆ +Dk,+)− dk,−]τyρy + (σDk,− − dk,+)τy . (5.83)

For each spin-subspace, spin-up and spin-down, the Hamiltonian assumes the form of
the ferromagnetic Shiba model (5.69) but with the spin operators σi replaced by the Pauli
matrices ρi operating in the AFM subspace. According to that we may identify the various
corresponding contributions:

• kinetic energy: tk → tk,+ − σvk,− ,

• spin-orbit coupling: vk → σvk,+ − tk,−,

• magnetic exchange: M →M ,

• singlet superconductivity: ∆ +Dk → σ(∆ +Dk,+)− dk,−,

• triplet superconductivity: dk → dk,+ − σDk,−.

Because of this correspondence we may follow the previous analysis and define a topo-
logical invariant for each block (5.83). First, we block off-diagonalize the Hamiltonian
Hkσ, i.e.

H ′kσ = UHkσU
† =

(
0 Akσ
A†kσ 0

)
, (5.84)
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110 5. Majorana fermions in chains of magnetic adatoms

Figure 5.19.: (a) The topological invariant N along cut 1 in Fig. 5.19. (b) The band-gap
closings associated with the transitions I and III. The inset in (a) illustrates that the two minima
of the spin-down band merge at III into a gap closing at k = 0. (Figures from Ref. [120])

by the unitary transformation U = (τx + τz)/
√

2. A gap closing occurs if the deter-
minant det(Hk) =

∏
σ det(Akσ)[det(Akσ)]∗ becomes zero. For each block det(Akσ) =

|det(Akσ)| exp(iθkσ) is a complex number with the angle θkσ. We may define the complex
number

zk =
∏
σ

|det(Akσ)| exp(iθkσ) = exp

(
i
∑
σ

θkσ

)∏
σ

|det(Akσ)| (5.85)

which has the complex angle θk =
∑

σ θkσ. Similar to (5.72) the topological invariant can
be defined by

N =
1

π

∫ π/2a

−π/2a
dk

dθk
dk

. (5.86)

In Fig. 5.18 the winding number is plotted depending on adatom spacing a, magnetic
exchange energy JS and spin orbit coupling α. We find that like in the FM case, phases
with zero, one or two Majorana fermions are accessible. Furthermore a finite spin-orbit
coupling is needed in order to pass into the topological non-trivial phase. This is in stark
contrast to the FM chain where the spin-orbit coupling can be small. Furthermore, the 2
MF phase opens up for increasing spin-orbit coupling, in contrast to the FM case where it
was nearly independent on spin-orbit coupling.

In order to investigate the various transitions between phases with different topological
invariants we consider the two cuts (green line) in Fig. 5.18.

1. The topological invariant for the first cut is presented in Fig. 5.19(a). The tran-
sitions I and III in panel (a) can be attributed to closings of the bands εkσ which
are eigenvalues of (5.83) (see panel (b)). Similarly to the FM case the transition
(I) N = 0 → 2 is associated with closings at non-inversion symmetric momenta
±k∗. In the inset of (a) we illustrate that the minima of the responsible spin-down
band opens a gap within the region (II) and move towards k = 0 where the gap
closing leads to the transition (III) N = 2 → 1. For a chain with finite length
the lowest positive eigenvalues of (5.68) are presented in Fig. 5.20. The emergence
of true zero modes in the two Majorana phase is only stabilized by relatively long
chains, whereas the one Majorana phase is distinct already for short length of the
chain. In accordance with this we assert that – like in the FM case – the Majorana
wavefunction of the one MF phase is strongly localized. In the 2MF phase the gap
closings at ±k∗ imprint on the oscillating behavior of the MF wavefunctions (see
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 111

Figure 5.20.: The two lowest positive eigenenergies in red and black for two different lengths
of the chain (N = 250 and N = 1500). The transitions (I) and (III) of Fig. 5.19 are indicated.
Note that in order to obtain well localized MF bound states and validate the bulk-boundary
correspondence predictions, quite long chains are required. (Figures from Ref. [120] with
slight modifications)

Fig. 5.20(a)-(c)). The latter are extended over the bulk region on a length-scale of
500 atoms. This makes it difficult for an experimental realization.

2. The situation is different for the second cut in Fig. 5.18. This time the transitions
between different MF phases exclusively arise from band-touchings at k = 0 [see
Fig. 5.22(a) and (c)]. They coincide with the appearance of either one, zero and
two zero energy modes in the finite system, as depicted in panel (b). The two MF
phase is stable, already for shorter chain-lengths. The corresponding wavefunctions
in the two MF phase are shown in Fig. 5.23 (a). Their oscillatory behavior can
be deduced from the band-minima of the dispersions. In Fig. 5.23 (b) we show
the wave function of the right ground state edge-state deep inside the 2MF phase
(dark-blue) and close to the transition (II) (light-blue). A band mimium at k = 0
corresponds to the point Q/2 in the original BZ. This leads to an oscillation of the
wavefunction on the length-scale of adatom spacing. On the other hand the band
minima move away from this point when passing into the 2MF phase. This leads to
a corresponding oscillation on a larger length-scale. In contrast to the two scenarios
discussed before the Majorana wavefunctions can be localized already for shorter
chains.
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112 5. Majorana fermions in chains of magnetic adatoms

Figure 5.21.: Wavefunctions corresponding to Fig. 5.20 for the ground state (g) and the first
excited state (e). The left and right Majorana edge modes are labeled by (L) and (R) respec-
tively. (a) The MF wavefunction within the 1MF phase is strongly localized. (b) The wave
functions inside the 2MF phase which leak into the bulk and oscillate with an inverse wave-
length k∗ (see close-up of the wavefunctions in (c)). (Figure from Ref. [120] with close-up
(c) added)

Figure 5.22.: (a) Winding number along the second cut in Fig. 5.18. (b) The transitions (I-
III) coincide with the emergence of zero, one and two zero modes. (c) The corresponding
band-touchings occur at the inversion-symmetric point k = 0. (Figure from Ref. [120])
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5.2. Topological Shiba states in collinear chains with spin-orbit coupling 113

Figure 5.23.: Wavefunctions corresponding to Fig. 5.20 for the ground state (g) and the first
excited state (e) within the 2MF phase of Fig. 5.22. The oscillatory behavior originates from
the band-mimima of the energetically lowest band, which do not always coincide with k = 0.
(Figures from Ref. [120])
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114 5. Majorana fermions in chains of magnetic adatoms

Figure 5.24.: New quantum computing perspectives: A logical Majorana qubit on a single
chain.

Figure 5.25.: (a) The coupling of γ2 and γ3 is realized by a locally applied magnetic field
(By = 0.02 ∆/µB). The first excited state has the energy ε. (b) A change in Rashba spin-
orbit coupling moves the phase boundaries of the 1 and 2 MF phases. For specific adatom
spacing a we can switch between these phases by applying electric fields.

5.3. Outlook: Manipulation of a Majorana logical qubit
on a single chain

In the previous chapters we presented two alternative ways to engineer a topological su-
perconductor using collinear magnetic adatom chains on top of conventional supercon-
ductors. We discussed directions on how to access different topological phases using
external fields. For instance, in the setup presented in chapter 5.1 the application of a
supercurrent and a magnetic field has been a necessarily criterion to realize a TSC. In
the previous chapter 5.2 phases with different numbers of Majorana fermions have be ob-
tained by, e.g., changing the effective Rashba spin orbit coupling. The latter can be tuned
by applying electric fields.

In this short chapter we want to discuss perspectives on how to exploit these external
control knobs in order to manipulate a Majorana qubit on a single adatom chain and use
it for quantum computation processing. In the following we will present a very general
idea which, however, requires further research in order to fully develop this approach.
As discussed in section 4.2.3 a logical qubit can be formed by four Majorana operators
γ1, ..., γ4, two of which make up a delocalized fermionic state, i.e., d = γ1 + iγ2 and
c = γ3 + iγ4. In the basis of the two logical states |0̄〉 ≡ |00〉 and |1̄〉 ≡ |11〉 = c†d† |00〉
we can define the Pauli-matrices

σx = −iγ2γ3, σy = iγ1γ3, σz = −iγ1γ2 . (5.87)

The four Majorana end-states emerge in the two-Majorana phase (see Fig. 5.22). In the
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5.3. Outlook: Manipulation of a Majorana logical qubit on a single chain 115

Figure 5.26.: (a) Charging effects can couple Majorana operators (b) Superconducting phase-
gradient modifies the tunnel-coupling between Majorana fermions.

following we will consider the schematic picture in Fig. 5.24. In order to perform non -
topological quantum computation, different Majorana operators have to be coupled:

• A magnetic field y-direction, that is applied locally at the right-hand side of the
adatom chain, breaks the chiral symmetry which protects the 2MF phase. The
hybridization of the Majorana fermions γ2 and γ3 leads to a finite energy ε (see
Fig. 5.25(a)). For a weak magnetic field the effective low energy Hamiltonian reads

H = −iε γ2γ3 = ε σx. (5.88)

Once the logical qubit is initialized in one of the logical qubit states |0̄〉 or |1̄〉
(see section 4.2.3), which are eigenstates of σz with eigenvalues ±1, the coupling
(5.88) leads to a rotation around the σx-axis with the characteristic frequency ε.
This realizes superpositions of the qubit states. However, mind that the Majorana
fermions on the left-hand side lose their topological protection and may be coupled
by local perturbations.

• Electric fields are able to control the effective Rashba spin-orbit coupling. Fig. 5.25
(b) shows the energies of the ground state and first excited state for two different
values of spin-orbit coupling. We find that for certain adatom spacing, a, a change
in spin-orbit coupling leads to transitions between the phases with one or two MFs
per edge. In this case, in order to pass from one topological phase into the other, the
topological protection has to be lifted only right at the phase transtition. In contrast
to the case discussed before the remaining Majorana edge states in the 1MF phase
are still protected against local perturbatiions.

• Charging effects can couple the Majorana operators γ1, ..., γ4 (see Fig. 5.26 (a)).
If the adatom chain is put onto a mesoscopic superconductor the occupation with
an additional electronic charge costs an extra energy EC = e2/2C. Here C is the
capacity of the superconductor. The coupling reads

H = EC(d†d+ c†c− ng)2 , (5.89)

where the gate-charge, ng, controls the number of excess charges.

• A superconducting phase-gradient applied modifies the tunnel-coupling (see Eq.
(4.25)) by a phase dependent term [78, 128], e.g.,

H ∼ iε cos
(ϕ

2

)
γ1γ2 . (5.90)

In section 5.1 we have shown that Majorana phases are indeed accessible by ap-
plying a supercurrent. Furthermore, it has been demonstrated that Majorana states
arising from helical atomic chains can be as well manipulated by a supercurrent
[129].
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116 5. Majorana fermions in chains of magnetic adatoms

These few examples demonstrate how a Majorana qubit may be manipulated using exter-
nal fields. At the same time this provides additional ideas on how to couple a Majorana
qubit to other solid state qubits.
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Conclusion

The influence of quasiparticle poisoning on the properties of superconducting devices
like the coherence of Josephson qubits [2, 3, 4, 5, 6], the current-voltage characteristics of
Josephson arrays [130], and the accuracy of single-electron turnstiles [7, 8, 9] is an intense
field of research. Very recently it has been demonstrated that an efficient quasiparticle-
trapping minimizes the negative impact on the functionality of these devices [8, 28]. Fur-
thermore it has been shown that tunneling of quasiparticles in Josephson-qubits can be co-
herently suppressed [4]. In addition, it is important to understand the underlying physics
that leads to a non-equilibrium population of quasiparticles in superconducting electronic
devices. In order to experimentally quantify the impact of quasiparticles, a controllable
injection source and simultaneous measurement of the experimentally accessible quantity
is required. Recently an on-chip injection of quasiparticles has been realized in supercon-
ducting qubits by a spatially separated but nearby quasiparticle source [3]. In comparison
hybrid single-electron turnstiles have the advantage that the quasiparticle injection is an
inherent part of single-charge tunneling. This also facilitates the accessibility from a the-
oretical point of view considerably.

In the first part of this thesis we presented a detailed study of the non-equilibrium quasi-
particle dynamics in a hybrid normal-metal – superconductor – normal-metal single-
electron turnstile, which is driven by a DC bias voltage and an AC pumping gate voltage.
In chapter 3 we derived, starting from microscopic theory, a set of coupled equations that
on one hand describe the tunneling of single-electron charges and on the other the time-
evolution of the non-equilibrium quasiparticles distribution in the small superconducting
island. Additionally, we derived a simplified kinetic equation which only depends on
the total number of quasiparticles instead of their energy-dependent distribution function.
Furthermore we demonstrated how the presence of non-equilibrium quasiparticles modi-
fies the single-electron current through this device. Recent experiments by Maisi et al.[9],
that were targeted to probe the dynamics of quasiparticles, confirm the validity of our
model for a wide range of turnstile operation rates.

We observed that, within the turnstile protocol, the injected quasiparticles relax either due
to electron-phonon interaction or due to quasiparticle escape into the normal conducting
leads. Quasiparticle recombination is the dominant relaxation channel at high frequencies,
whereas at low frequencies the electron-phonon interaction plays a minor role. In the
latter limit single quasiparticle effects become important. In particular we identified the
emergence of the parity effect with decreasing operation frequency. This is very similar to
the equilibrium situation of superconducting SETs, where the parity effect appears with
decreasing electronic temperature [11, 48, 49, 50].

We expect that our model will provide a deeper understanding of the dynamics of quasi-
particles also in other systems like superconducting qubits where the repetition rates are
comparable with typical turnstile frequencies [131].
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118 5. Conclusion

The second part of the thesis is devoted to topological superconductivity and Majorana
fermions in condensed matter systems. The quest for Majorana fermions in solid state
devices has led to a great diversity of theoretical proposals. Among these we discussed
heterostructures involving semiconducting nanowires, helical magnetic fields and mag-
netic adatoms (see chapter 4). The basic ingredient appearing in all these devices is a
spin-momentum locking. In proximity to conventional s-wave superconductors these sys-
tems develop effective p-wave superconductivity leading to the emergence of zero energy
Majorana bound states. The latter appear due to non-trivial topological properties of the
system and are protected by symmetry.

In chapter 5 we presented two alternative Majorana fermion platforms that rely on mag-
netic adatoms deposited on a superconducting surface. In the first model we discussed
the possibility of generating an effective coupling of spin and momentum by applying
external control fields, without involving any kind of intrinsic spin-orbit coupling. This
can be realized by imposing a Zeeman field in combination with a supercurrent along a
one-dimensional chain of antiferromagnetically ordered magnetic adatoms. The emergent
Majorana fermions feature a characteristic local density with spectral weight suppressed
at every second site. Furthermore, the Majorana states have a specific spin-polarization, a
signature that can be measured with spin-sensitive STM probes. Adding a single adatom
to the chain switches the polarization. This even-odd effect is associated with the partic-
ular symmetry of the Majorana wavefunctions.

The second model relies on collinear types of magnetic order in the presence of Rashba
spin-orbit coupling and complies with the experimental situation of Ref. [13]. We stud-
ied the stability of ferromagnetic and antiferromagnetic orders and conclude that a crystal
field anisotropy of the metallic substrate supports phases with collinear magnetic order.
Furthermore we studied the emergence of Majorana fermions in this setup and identified
rich phase-diagrams with several Majorana bound-states at the edges of the atomic wire.
Finally, in chapter 5.3, we discussed perspectives on how to realize and manipulate a
logical Majorana qubit on a single adatom chain. In the topological phase with two Majo-
rana excitations per edge certain Majorana operators can be coupled by applying external
fields, e.g., magnetic and electric fields or a supercurrent. Furthermore, if the adatom
chain is put on a mesoscopic superconductor the charging energy provides an additional
control knob to manipulate the Majorana qubit. In addition to that, we believe that these
types of interactions provide possibilities to couple the Majorana qubit also to other solid
state quantum information devices.
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