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a b s t r a c t 

Simulation of beryllium cracking under action of multiple severe surface heatings has been performed 

using the PEGASUS-3D code and verified by experiments in the JUDITH 1 facility. Analysis of the results 

has revealed beryllium thermo conductivity degradation under action of repetitive pulsed heat load due 

to accumulation of the cracks in the surface layer. Thermo conductivity degradation is found to be at 

least 4 times after 100 pulses in JUDITH 1 facility. An analytical model for the Be cracking threshold 

under action of arbitrary heat pulses has been developed. 

© 2016 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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1. Introduction 

Beryllium is foreseen as the reference armour material for the

first wall in ITER because of its high thermal conductivity and low

atomic number Z. Special high heat load tests performed with Be

have proven its applicability for normal operation of ITER. How-

ever, its behaviour during off-normal events like disruptions, mit-

igated disruptions, and ELMs, when the heat flux to the armour

increases by orders of magnitude, still needs accurate evaluation. 

Disruptions are unavoidable crashes of the tokamak discharges,

which deposit the plasma energy and the poloidal magnetic field

energy onto the plasma facing components of the tokamak vacuum

vessel. Disruptions happen regularly in modern tokamaks, but the

first wall damage due to the disruptions is negligible because of

moderate energy content in the hot core of these tokamaks. How-

ever, an unmitigated disruption in the future tokamak ITER will

probably damage the first wall of its vacuum vessel, causing sig-

nificant melting and even vaporization. This is why a special dis-

ruption mitigation system (DMS) has been proposed for ITER. DMS

prevents direct contact of the hot core plasma with the Be ar-

mour, thus mitigating the armour damage, but it increases radi-

ation heat load to the wall. Nevertheless, the radiation heat flux

can cause cracking of the armour or even surface melting [1, 2] .

Severe and deep melting of Be armour should be avoided, but

smaller ITER events, without melting or with shallow melting and

re-solidification of a few microns, could be tolerable. 
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Beryllium cracking and melting under action of ITER-like tran-

ients have been investigated experimentally [3–7] . However, un-

erstanding of the cracking mechanism and its consequences for

e armour lifetime are not investigated at all. This paper mainly

evoted for investigation of the mechanisms and influence of

racking on Be properties as well as for experimental validation

f the results obtained. Special series of experiments on Be speci-

ens which apply high heat loads at the surface generated by an

lectron beam have been performed in the JUDITH 1 facility. The

arameters of heat loading in JUDITH 1 have been chosen to sim-

late ITER first wall armour loading during mitigated disruptions

nd ELMs. Analysis of the crack pattern on the surface and pen-

tration of the crack into the bulk has been done. Investigation

f the Be armour cracking simulating the conditions of JUDITH 1

xperiments has been performed using the PEGASUS-3D code [8–

2] . Comparison of the experimental and the simulation results has

een performed for validation of the PEGASUS-3D simulations and

or prediction of Be cracking under ITER conditions using this code.

. Simulation of transient loads on Be in the JUDITH 1 facility 

The experimental simulation of the thermal shocks has been

erformed in the electron beam facility JUDITH 1 (Juelich Diver-

or Test Facility in the Hot Cells) [13] . All tested samples were pol-

shed with 1 μm diamond suspension to guarantee a well-defined

ristine initial state before the testing. The electron beam has full

idth at half maximum (FWHM) of ∼ 1 mm and is swept over

he loaded area of the samples with frequencies of 40 kHz and

1 kHz in the y and z directions along the surface, respectively.

he samples were kept at room temperature during the thermal
nder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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Fig. 1. Be samples surface after irradiation in JUDITH. The surface melting starts at 

90 0 MW/m 

2 , after 10 0 pulses of 1 ms duration (upper panel). At 800 MW/m 

2 , after 

100 pulses Be shows cracks only (lower panel). 

fl  

s  

c

3

c

 

P  

p  

h  

b  

e  

h  

l  

t  

fi  

i  

p  

g

 

t  

r  

p  
hock exposure. The pulse duration for all applied thermal shock

ulses was 1 ms, which is the minimum possible pulse duration

f JUDITH 1. Furthermore, power densities of up to 900 MW/m 

2 

ere applied, taking into account the size of the loaded area and

he electron absorption coefficient of beryllium 0.99, determined

y Monte-Carlo simulations. The acceleration voltage was 120 kV.

he loading frequency of 0.5 Hz was sufficiently low to enable a

omplete cool-down of the samples to the equilibrium room tem-

erature between two thermal shock pulses. On different samples,

ulse numbers of 1, 10, 100, and 10 0 0 were applied. 

Subsequently, the exposed samples were investigated by means

f scanning electron microscopy and laser profilometry. Follow-

ng the non-destructive analysis methods, the samples were cut

erpendicular to the loaded area with a diamond saw and

round/polished down to the centre of the loaded area and chem-

cally etched. This metallographic cross sectioning revealed the ex-

ent of damages and cracks from the loaded surface down into the

ulk material. 

A series of experiments have been performed applying 100

ulses of 1 ms duration with the power densities of 20 0, 40 0, 50 0,

0 0, 70 0, 80 0, 90 0 MW/m 

2 . These experiments have revealed that

he targets surface melting starts at 90 0 MW/m 

2 . At 80 0 MW/m 

2 

e target shows cracks only. Separate cracks arise at 400 MW/m 

2 ,

hile at 200 MW/m 

2 the cracks are absent at the sample surface.

oading with increasing power densities 500 800 MW/m 

2 resulted

n increasing the number of cracks and the crack average width. 

Second series of experiments have been performed applying 1,

0, 100 and 1000 pulses with the power density of 900 MW/m 

2 

f 1 ms duration to different target spots. The results of these ex-

eriments have shown that no cracks appear after 1 pulse. After

0 pulses the cracks appears at the corners and in the centre of

he Be target with average width of W ∼ 5 7 μm and average dis-

ance between the cracks of D ∼ 200 400 μm. The results of the

xperiments are illustrated in Figs. 1 –3. 

. Numerical simulation of the JUDITH 1 experimental results 

.1. Simulation of power deposition from JUDITH 1 electron beam in 

e 

The volumetric energy depositions by electrons accelerated in

UDITH 1 facility into Be target has been calculated by the Monte

arlo code ENDEP. The Monte Carlo model describing propaga-

ion of charged particles inside materials is based mainly on the

air collisions approximation. Long distance electron-electron in-

eractions are taken into account statistically in frame of multiple-

cattering model. The following processes are included in the

onte Carlo model: 1) electron-electron scattering, 2) electron-

lectron collisions (long distance), 3) electron-nuclear scattering,

) Bremsstrahlung, 5) Compton scattering, 6) Auge processes,

) photo ionization and recombination, 8) electron and photon

valanche simulations. Most features of the Monte Carlo model are

escribed in detail in [14] . The result of the simulation is shown

n Fig. 4 . According to the simulation, all the heating power is de-

osited inside the surface layer of ∼110 μm, the distribution maxi-

um is at 64 μm. 

For the numerical simulations of the JUDITH 1 experiments

ith power deposition onto the samples of 1 cm thickness placed

n metallic plates exposed by 120 keV electron beam in scanning

ode are considered. The pulse duration τ has been set to 1 ms;

he loaded surface was limited to 4 × 4 mm. The fast electron beam

canning regime with frequencies f y = 40 kHz and f z = 31 kHz has

een simulated using the MEMOS code [15] . The electron beam

ower has exponential profile with FWHM of 1 mm. Resulting

ower deposition pattern and the scanning beam trajectory are

hown in Fig. 5 . Averaged over 1 ms space distribution for the heat
ux from the JUDITH 1 electron beam looks uniform enough in-

ide the 4 × 4 mm spot to use uniform power deposition for the

racking simulation in PEGASUS-3D code. 

.2. Simulation of the experimental results using the PEGASUS-3D 

ode 

Simulation of the JUDITH 1 experimental results with the

EGASUS-3D code has been performed using the temperature de-

endent thermo-physical parameters from [16,17] . The simulations

ave revealed that surface melting should start at the electron

eam power density equal to 1100 MW/m 

2 in contrast with the

xperimental observation of surface melting at 900 MW/m 

2 . Some

ints for resolving this contradiction have been found in the melt

ayer pattern at the Be sample surface. One can see from Fig. 1 that

he melt spots arise at the corners of the irradiated region. The

rst explanation for the effect could be inhomogeneity of the heat-

ng by the scanning electron beam. However, simulation of the

ower deposition onto Be plate (Chapter 3.1) has confirmed rather

ood homogeneity of the time averaged heat flux, see Fig. 5. 

Further simulations have revealed that averaging of the elec-

ron beam heat flux over time intervals, smaller than 1 ms, shows

ather large peaks on the heating flux distribution. For exam-

le, Fig. 6 illustrates the heat flux averaged over sequential time
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Fig. 2. Cracking of Be target under exposure at 900 MW/m 

2 pulses of 1 ms duration: no cracks after 1 pulse (upper left panel). After 10 pulses the cracks appears at the 

corners and in the centre with average width of W ∼57 μm and average distance between the cracks of D ∼20 040 0 μm. View from top on the cracks at the sample surface 

(upper right), close view on the surface cracks (lower left) and the cross section through the cracked sample (lower right). 
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intervals of 0.2 ms. The ratio of the heat flux maxima (at the

corners) to the flux minimum reaches up to two times. This large

time variation has been taken into account in the PEGASUS-3D

simulations. For example, real time dependence of the heat flux

at the corner position (y = 1 mm, z = 1 mm), where melting starts

is much more irregular then the flux at the intermediate position

(y = 1 mm, z = 2 mm), where no melting exist at the average heat

flux of 900 MW/m 

2 , see Fig. 7. 

Simulation of the Be sample heating using the real time depen-

dence for the heat flux at the corner, shown in Fig. 7 have resulted

in maximum surface temperature of 1380 K, which is much lower

than the Be melting temperature 1560 K. The only way to explain

the melting of the Be at the corners of the irradiated spot is to as-

sume degradation of its thermo conductivity due to accumulation

of cracks inside Be sample under the heated surface. The effect of

thermo conductivity degradation has been investigated earlier for

the fine grain graphites in [18] . Using numerical simulations with

PEGASUS-3D code, it has been shown in this paper that the effec-

tive thermo conductivity of a sample with cracks can degrade up to

one order of the magnitude with increasing the density of cracks in

the bulk material. Experimental demonstration of the cracks influ-

ence on the thermo conductivity has been detected in the plasma

gun experiments [19] . The thermo conductivity in the thin surface
ayer of the sample with cracks has been found to be at least 4

imes lower than the thermo conductivity of virgin material. The

racks in the surface layer and hence the degradation of thermo

onductivity appeared after multiple surface heating with plasma

hots in the plasma gun. 

Assuming the same mechanism of the thermo conductivity

egradation for Be one may conclude that melting of the sample

urface at 900 MW/m 

2 has been determined by accumulation of

racks under the sample surface during 100 shots in the JUDITH 1

acility. A parametric study of heating the Be sample with degraded

hermo conductivity has revealed that, assuming the degradation

oefficient is of 0.25, one can explain the experimental results. In

his case the Be sample melts at the corners and does not melt in

etween, as it has been observed in experiment. 

For verification of these deductions, a dedicated series of addi-

ional experiment has been performed in the JUDITH 1 facility. In

hese experiments virgin Be target has been loaded with 1 and 10

ulses of power density in the range 10 0 0 130 0 MW/m 

2 . In these

xperiments the first traces of the virgin Be melting have been

ound at 1300 MW/m 

2 after 1 shot. This finding confirms that the

hermo-physical data for the virgin Be without cracks, used in the

imulations are in reasonable agreement with experiment. After 10

hots Be melts at all the power densities in the range. 
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Fig. 3. Be target cracking under action of 100 pulses of 1 ms duration in JUDITH 1 facility. The cracks are indicated with arrows. Separate cracks arises at 400 MW/m 

2 , and 

develop with growing heat load, while at 200 MW/m 

2 the cracks are absent at the sample surface. 
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.3. Cracking threshold for Be 

Tungsten cracking under influence of severe heating by type I

LMs in ITER has already been investigated using the PEGASUS-3D

ode [20] . Tungsten and beryllium have similar cracking properties

ue to the fact, that thermal expansion coefficients for both are

arge enough to produce thermo stress value much larger than the

ield stress, when heated to temperatures, comparable with the

elting temperature. This cause plastic deformation of the heated

urface, which in turn lead to cracks formation. The cracking mech-

nism, which will be described below is general for all ductile met-

ls, so it would be reasonable to apply it to beryllium. The cracks

rise in thin heated surface layer due to tensile stress. The mecha-

ism of the tensile stress generation is as follows. 

During surface heating the stress developed in thin surface

ayer of solid target is compressive due to thermal expansion un-

er action of heating. If compression during the heating is elas-

ic then, during cooling down, the compressive stress fully relaxes

nd deformation is absent, so cracks do not appear. However, if the

ompressive thermo stress exceeds the yield strength during heat-

ng, then the surface layer is plastically deformed: it compressed

long the surface and expanded in perpendicular direction. Dur-

ng cooling down of the plastically deformed layer the compres-

ive stress relaxed at the temperature, higher than the initial tem-

erature due to the plastic deformation. Then, during further cool-
ng down, a tensile stress is developed in the plastically deformed

urface layer due to its interaction with the undistorted bulk ma-

erial. If this tensile stress exceeds the tensile strength, then the

rack is generated at the surface. Summarizing, one can say, that

he main mechanism of tungsten cracking is compressive plastic

eformation of the tungsten surface under action of compressive

hermo stress followed by development of tensile stress inside the

eformed surface layer in the course of the cooling down after the

eating pulse. The cracks at the heated tungsten surface are pro-

uced by the tensile stress at the end of cooling down phase after

he heating stops. 

Assuming the same cracking mechanism for Be one can roughly

stimate the cracking threshold from simplified 1D model with

tatic boundary conditions using thermo-physical properties of

eryllium. First of all, one should note that cracking of Be due to

hort severe surface heating close to the cracking threshold starts

fter several (possibly several thousands) pulses. If the heat flux

s above the cracking threshold then Be surface is heated to the

emperature, which provides the compressive stress σ , higher than

he yield stress σ y . This stress plastically deforms the surface layer

o some value of deformation ε p , which depends on the heating

ower. After cooling to intermediate temperature, when the sur-

ace stress relaxed σ = 0, the residual deformation is ε = ε p . Dur-

ng further cooling down a tensile residual stress is developed in

he heated surface layer, which approximately equal to σ r = −εE, E
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Fig. 4. Power deposition inside the Be target from electron beam in the JUDITH 1 

facility with 120 keV electrons energy. The distribution is normalized by condition ∫ ∞ 
0 Q v ol (x ) dx = 1 . The target surface corresponds to x = 0. The Q vol (x) maximum is 

at x = 0.064 mm. 

Fig. 5. Averaged over 1 ms space distribution for the heat flux from the JUDITH 

1 electron beam (left panel) and the scanning beam trajectory at 0.2 ms and 1 ms 

(right panel). Scanning is with frequencies of 40 kHz and 31 kHz along the y- and 

the z-axis correspondingly. The starting point is y = 0, z = 0, scanning duration 

τ = 1 ms, irradiated area is 4 × 4 mm. 
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is the Young’s modulus. For accurate calculation of the stress, act-

ing in the surface layer one should solve the equilibrium equations

of Elasticity Theory, which is quite challenging. But for our cal-

culations this approximate analytical estimation is enough. At the

next pulse for start of the plastic deformation one should ensure

stress of σ ≥ σ y + σ r , even if we do not take into consideration the

cold working. After n pulses the plastic deformation is ε = n ε p , the

residual tensile stress is σ r = −n εE . Again, for the next plastic de-

formation one should ensure the stress of σ ≥ σ y + σ r . If, at some

n , this residual stress exceeds the tensile strength σ u of Be then it

cracks. So, to accumulate the plastic deformation, which provides

cracking, one should ensure the thermostress of σ = σ y + σ u . From

this condition one can estimate the threshold temperature T for
th 
he start of cracking: 

 th − T 0 ∼= 

σy ( T th ) + σu ( T th ) 

E ( T th ) α( T th ) 

Substituting the thermo-physical parameters of Be one can

nd that T th −T 0 ≈ 200 K. This value is noticeably lower than the

emperature rise of 494 K, simulated with the PEGASUS-3D code

or the shots of 400 MW/m 

2 , where cracking has been found in

he experiment and even lower than 256 K rise, calculated for

00 MW/m 

2 pulses, where cracking is not experimentally detected

fter 100 pulses. The threshold power density value for Be crack-

ng in the JUDITH 1 facility, calculated with the PEGASUS-3D code,

orresponds to ∼160 MW/m 

2 . This contradiction is similar to the

ontradiction between calculated and measured tungsten cracking

hreshold values, investigated earlier [21] . For tungsten the crack-

ng threshold has also been estimated to be 3 times smaller than

he value, registered in experiments with few hundred shots, but

ater on this small threshold value has been found in experiment

ith 1 million shots, applied to the tungsten surface [21,22] . One

hould expect similar effect for Be, but the estimated threshold

alue should be verified by experiment. 

. Conclusions 

Simulation of beryllium cracking under action of multiple se-

ere surfaces heating has been performed using the PEGASUS-3D

ode and verified by the dedicated series of experiments in the

UDITH 1 electron beam facility. Several series of experiments have

een performed in the JUDITH 1 facility for verification of the

umerical simulation results and for verification of the thermo-

hysical properties used. 

Analysis of the experimental results and their comparison

ith the simulations has been performed. The simulations have

redicted surface melting start at the power density equal to

100 MW/m 

2 in contrast with the experimental observation of sur-

ace melting at 900 MW/m 

2 . Analysis of this contradiction has re-

ealed that the heat flux in JUDITH 1 facility considerably differ

rom uniform and constant in time due to the electron beam scan-

ing. However, using the real heat flux with scanning for simula-

ions did not eliminate this contradiction though decreased the dif-

erence. Further analysis has revealed that the experimental results

estify for the beryllium thermo conductivity degradation under

ction of repetitive pulsed heat load. Degradation of the thermo

onductivity at least 4 times after 100 pulses of 900 MW/m 

2 has

een found. 

Summarizing, one can explain, that Be cracking starts at cor-

ers of the loaded spot due to inhomogeneity and time variabil-

ty of heating by electron beam scanning. Besides, measured value

f the melting threshold can be explained by thermo conductivity

egradation due to accumulation of the cracks in the surface layer.

hermo conductivity degradation under action of repetitive ELMs

nfluences Be armour lifetime, so it will be studied in details in

uture investigations. 

An analytical model for the Be cracking threshold under action

f arbitrary heat pulses has been developed. The model predicts

hat the surface cracking under the JUDITH 1 conditions should

tart at the threshold power density value of ∼160 MW/m 

2 . The

hreshold power density value, measured in the JUDITH 1 facil-

ty after 100 pulses is between 200 MW/m 

2 and 400 MW/m 

2 . The

odel predicts that the calculated threshold value should be mea-

ured in experiment with increased number of pulses. The experi-

ent on verification of the calculated cracking threshold for Be is

lanned. 
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Fig. 6. Space distribution for the heat flux from the JUDITH 1 electron beam averaged over sequential time intervals of 0.2 ms. The averaging time intervals are indicated 

above the corresponding plots. The ratio of the heat flux maxima (at the corners) and the flux minimum reaches up to two times (see the plot for averaging interval 

0.4 – 0.6 ms). 

Fig. 7. Time dependence for the JUDITH 1 electron beam heat flux at two positions 

inside the heated spot of 4 × 4 mm. Upper panel corresponds to the corner posi- 

tion (y = 1 mm, z = 1 mm), where melting starts; lower panel – to the intermediate 

position (y = 1 mm, z = 2 mm), where no melting exist at the average heat flux of 

900 MW/m 

2 . Shown are relative heat fluxes, reduced on the average heat flux. The 

insert shows time dependence of the heat flux at the corner during first 0.013 ms 

with better time resolution. 
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