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Abstract

The present work deals with thermomechanical and fracture mechanical contact prob-
lems in the context of isogeometric analysis. In particular, a novel formulation of the
thermomechanical system based on a Hellinger-Reissner type variational principle is in-
troduced, whereas a phase-field approach is focused for the fracture mechanical system
using a newly defined anisotropic split of the principal invariants. To improve accuracy
and convergence, a phase-field model of fourth order is considered requiring an at least
C1-continues discretization throughout the domain. An isogeometric framework is ad-
dressed for the spatial discretization subject to hierarchical refinements to resolve local
features. The corresponding discrete contact formulations are based on a variationally
consistent mortar contact approach adapted for non-uniform rational B-spline discretized
and hierarchical refined contact surfaces. For a proper energy transfer between the me-
chanical and the thermal field, newly defined triple mortar integrals are introduced as well.
The capabilities of the proposed framework are demonstrated within numerous numerical
examples.

Keywords: Isogeometric analysis, thermomechanics, fracture mechanics, phase-field ap-
proach, mortar contact





Kurzfassung

Die vorliegende Arbeit befasst sich mit thermomechanischen und bruchmechanischen Kon-
taktproblemen im Rahmen der isogeometrischen Analyse. Dabei wird eine neuartige, auf
dem Hellinger-Reissner Variationsprinzip basierende Formulierung für das thermomech-
anische System eingeführt, während für das bruchmechanische System ein Phasenfeld
Ansatz zusammen mit einer neu definierten anisotropen Zerlegung der Invarianten ver-
wendet wird. Zur Verbesserung der Genauigkeit und der Konvergenz, wird ein Mod-
ell vierter Ordnung für das Phasenfeld herangezogen, welches eine global mindestens
C1-stetige räumliche Diskretisierung erfordert. Unter anderem wird daher auf das iso-
geometrische Konzept zurückgegriffen, welches durch einen hierarchischen Ansatz zur
lokalen Verfeinerung ergänzt wird. Die entsprechenden diskreten Kontaktformulierun-
gen basieren auf einem variationell konsistenten Mortar Kontaktansatz, angepasst für
NURBS diskretisierte und hierarchisch verfeinerte Kontaktflächen. Des Weiteren werden
für einen ordnungsgemäßen Energietransfer zwischen dem mechanischen und dem ther-
mischen Feld neu definierte dreifach Mortar Integrale eingeführt. Die Leistungsfähigkeit
des vorgeschlagenen Gesamtansatzes wird durch eine Vielzahl von numerischen Beispielen
demonstriert.

Schlüsselwörter: Isogeometrische Analyse, Thermomechanik, Bruchmechanik, Phasen-
feld Ansatz, Mortar Kontakt
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1 Introduction

Over recent decades, the demand for computational simulations and their complexity have
been increased. On the other hand, the dramatically rising computational power allows for
more and more realistic simulations of complex machine parts or of biological systems,
to name only a few applications. In particular, large deformations and displacements
along with thermomechanical or electromechanical effects are often considered within
this context. Moreover, computational contact methods accounting for the multiphysical
character of complex industrial applications are most crucial nowadays for the numerical
analysis of entire technical designs. New challenges arise due to actual developments
in the field of fracture mechanics, which are in a natural way part of a comprehensive
analysis of contact and impact problems and have to be included within a corresponding
numerical framework.

For the numerical simulations using a finite element framework, efficient, accurate and ro-
bust discretization methods, which fulfill the respective continuity requirements of the un-
derlying mathematical problem are necessary. In a nutshell, isogeometric analysis (IGA)
using non-uniform rational B-spline (NURBS) based shape functions is able to account
for higher order models and provides an exact representation of computer aided design
(CAD) geometries. It is often emphasized that CAD data can be directly transferred
into finite element analyzes (FEA) to define the computational mesh. This is not true
in general since the respective requirements are often not the same. To be specific, lo-
cal refinement procedures are necessary to resolve locally sharp gradients or other local
areas of interest within large-scale three dimensional systems without violating the given
continuity requirements.

1.1 State of the art and objectives

In the present work we aim at an isogeometric framework for thermomechanical as well
as fracture mechanical large deformation contact problems1.

1.1.1 Isogeometric analysis

Assuming the existence of a specific weak form defined in a domain, Galerkin type meth-
ods based on shape functions with global support have already been applied to simple

1 The work summarizes several articles [3, 27, 42, 44, 43] which have been published by the author.
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geometries more than half a century ago. Subdividing the considered domain into a finite
set of non-overlapping elements as proposed by Courant [21] and later on by Turner et
al. [94] allows for the use of shape functions with local support in each element and thus,
for a simple approximative representation of complex geometries. Such finite element
approximations found numerous applications in various disciplines, although it comes at
the cost of reduced continuity across the element boundaries. About a decade ago T.
Hughes [49, 20, 19] introduced NURBS as finite element basis functions with the aim to
gain control on continuity requirements in design and to maintain the geometrical exact
representation of complex engineering structures (see also Cottrell et al. [18] for a com-
prehensive review of the concept). He coined the term isogeometric analysis which we
will continue to use for all NURBS based finite element methods.

B-splines and NURBS have local support but are not restricted to a single finite element.
In the multivariate case they have a tensor product structure, which turn into major
drawbacks for the construction of local refinement procedures. In order to solve these
mesh subdivision problems T-splines have been introduced in the IGA to break the tensor
product structure of the spline base, see Bazilevs et al. [9]. Because additional knots are
inserted into the structure, the arising T-junctions can be considered as the IGA version of
hanging nodes of standard FEA. As shown in Scott et al. [83] such refinement algorithms
improve the quality of approximation but become very complex in three dimensional
domains. Additionally, restriction on the polynomial degree, on the linear dependence of
T-spline blending functions and on the locality of the refinement are known.

An alternative to the element based mesh subdivision procedures provides the hierarchical
superposition of shape functions. Such refinement methods are long known from high-
order FEA, see, e.g. the work of Szabò & Babuška [89], and for B-splines they have already
been introduced by Forsey & Bartels [30]. But only recently such refinements have been
applied within the framework of IGA, see, e.g. Vuong et al. [95] and Evans et al. [29].
The basic idea behind a hierarchical refinement is simple: B-spline and NURBS basis
functions are replaced on the refined level by a linear combination of scaled and copied
versions of themselves, i.e. the refinement concept relies on a subdivision of the under-
lying B-spline and NURBS functions. This procedure maintains the global properties in
terms of smoothness and continuity of the unrefined mesh at the cost of a non-trivial
implementation. Extensions to the multivariate case are possible. Although the general
concept of hierarchical refinement is straightforward, in detail the realizations within the
FEA differ.

Here, we deal with a novel hierarchical scheme which provides an efficient refinement for
arbitrary one, two and three dimensional B-spline and NURBS bases and additionally
preserves the partition of unity property of the finite element basis functions and the
smooth transitions to the original mesh for every degree of continuity, see Hesch et al.
[44].
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1.1.2 Large strain thermoelasticity

Thermoelastic material models have been investigated over the past decades, see Reese
and Govindjee [79] and Miehe [63] among many others. A comprehensive survey can be
found in textbooks like Malvern [60]. In Holzapfel and Simo [47] the research on rubber
elasticity has been extended to a class of entropic elastic materials, written entirely in the
material configuration.

Based on the original ideas proposed by Schröder et al. [81], a novel formulation for large
strain polyconvex elasticity was recently introduced in Bonet et al. [10]. Within the for-
mulation conjugate stresses to an extended kinematic set, i.e. the deformation gradient,
its co-factor and its Jacobian determinant, are introduced to define a generalized convex
complementary energy function and a corresponding complementary energy principle of
the Hellinger–Reissner type, where the conjugate stresses along with the deformed geome-
try are primal variables. See also Washizu [97] for a Hu-Washizu type of mixed variational
principle.

Within the present work we extend the formulation introduced in Bonet et al. [10] to
large strain thermoelasticity. Therein, the set of primal variables is supplemented by the
absolute temperature of the system. The thermal field itself is directly coupled with the
conjugate stress to the Jacobian determinant, whereas the dependence to the deformation
is only given via the definition of the heat conduction. In the context of thermoelasticity
such a formulation has not been addressed so far, at least to the best knowledge of the
author. For the numerical simulations, the deformed geometry and the temperature are
discretized using the isogeometric concept, whereas discontinuous linear and constant
interpolations of the stresses allow for a condensation procedure to reduce the global
system.

1.1.3 Phase field approach to fracture

The numerical prediction of fracture patterns play an important role in engineering design.
To determine the actual fracture pattern, Griffith and Irwin [34, 51] formulated a most
general concept for brittle fracture models by assuming that the material fails locally
upon the attainment of a specific fracture energy regarding a critical energy release rate.
Due to the complexity of the evolving fracture surfaces in three dimensional solids, the
evaluation of appropriate interface conditions is a most challenging task within a finite
element framework.

Since a straightforward minimization of the fracture energy is not feasible, more gener-
alized numerical formulations have been introduced to avoid the algorithmic tracking of
discontinuities within the solid. In particular, phase-field methods provide a most general
framework to formulate variational fracture models based on energy functionals embed-
ded within a global minimizer. In contrast to classical discontinuous methods, such as
interface element formulations [16, 71, 72] or local enrichment strategies [86, 35], phase-
field methods as formulated by Francfort and Marigo [31] introduce a non-local diffusive
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crack zone on the finite element mesh. Embedded within a continuum mechanical frame-
work as proposed by Miehe et al. [66], the order parameter of the phase-field allows to
characterizes the current state of fracture within an arbitrary shaped three dimensional
solid.

For large strain problems, the hyperelastic material model is degenerated by the phase-
field. Independent of the current state of fracture, the model has to satisfy certain con-
vexity criteria in order to guarantee the existence of minimizers, see [61]. One of the most
important and well-established criteria is the polyconvexity criteria in the sense of Ball
[8]. This concept has been adapted to a large variety of applications, see [36, 81, 70].

We introduce a new formulation based on an anisotropic split of the principle invariants,
which satisfies the polyconvexity criteria for the mechanical field independent of the cur-
rent state of fracture. This is of major importance, since we can avoid the application
of trust region and similar optimization tools, see Hesch et al. [43]. Eventually, we apply
a fourth-order model of the phase-field as well, which requires an at least C1-continuous
spatial discretization, see also Borden et al. [12] and Weinberg and Hesch [98]. Combined
with the introduced formulation on principle invariants for finite strains, this most general
methodology is expected to improve the accuracy and the convergence of the numerical
solution in finite elasticity.

1.1.4 Contact mechanics

From an engineering point of view contact mechanics has a long history, but just in recent
decades the non-linear contact constraints was directly incorporated within numerical sim-
ulations. Several contact formulations have been investigated, see, e.g. Nackenhorst [68]
and Suwannachit [88] for rolling contact problems using an arbitrary Lagrangian Eulerian
formulation and Franke et al. [32] for large deformation frictional contact problems uti-
lizing an augmentation technique. Formulations for thermomechanical frictional contact
and impact problems have been investigated and analyzed in, e.g. Zavarise et al. [103],
Strömberg et al. [87], Saracibar [1] and Laursen [56]. Contact problems for IGA have been
addressed in a series of papers throughout the past years, see De Lorenzis et al. [25, 26]
and Temizer et al. [92, 90, 93]. In these works, a knot-to-surface (KTS) method has
been developed and extended to mortar based contact formulations, see also Temizer and
Hesch [91] for frictionless mortar based contact formulations in the context of hierarchical
refinements. Matzen et al. [62] have proposed a collocation based approach, analogous to
the well-known node-to-surface (NTS) method. See also Kim and Youn [54] for a mortar
approach and Lu [58] for an alternative contact treatment.

Mortar formulations in the context of IGA domain decomposition problems have been
presented in Hesch and Betsch [41]. In the present work, we extend the ideas devel-
oped therein to thermomechanical contact in order to achieve a variationally consistent
mortar formulation for the discrete, hierarchical refined contact interface. In particular,
the mortar projections will be calculated via a newly developed segmentation procedure
of the surface intersections, see Puso et al. [78] for a discussion about different spatial
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integration schemes. For the thermal contributions, triple mortar integrals will be in-
troduced to accurately capture the frictional dissipation contribution to the contact heat
flux and to establish a correct thermal interaction among the contacting surfaces, see
Dittmann et al. [27]. See also Hüeber and Wohlmuth [48] for mortar methods applied to
thermoelasticity.

The mortar contact formulation for thermomechanical problems can be adapted to phase-
field fracture problems in a straightforward manner, since the contact surface does not
interfere with the phase-field boundary. The application of contact algorithms to phase-
field fracture problems has been addressed for the first time in Hesch et al. [42], at least
to the knowledge of the authors.

1.2 Organization of the work

The outline of the work is as follows. The concept of IGA along with a hierarchical
refinement procedure based on spline subdivision is outlined in chapter 2. Large strain
thermoelasticity including a Hellinger-Reissner type variational principle is addressed in
chapter 3, whereas in chapter 4 a large strain phase-field approach to fracture mechanics
is presented. In chapter 5 we deal with thermomechanical as well as fracture mechanical
contact problems. Representative examples are provided at the end of each of these
chapters. Finally, conclusions are drawn in chapter 6.





2 Isogeometric concept

In this chapter we provide an introduction of the isogeometric concept for general FEA.
In particular, we employ NURBS (see Piegl and Tiller [75] for an efficient construction)
as basis functions for the spatial discretization within a finite element framework (see
also Cottrell et al. [18]). This allows us to control the continuity of the finite element
approximation and to provide an exact geometrical representation based on CAD data.
Moreover, a hierarchical approach based on spline subdivision is introduced to enable local
refinements which are vital to resolve local features within large scale three dimensional
simulations, see, e.g. Hesch et al. [42, 44]. Local refinement procedures in the context of
IGA are subject to current research projects (see, e.g. [9, 96, 80, 83, 13]), where the present
approach maintains the continuity of the unrefined spline bases as well as the partition
of unity and can be applied to arbitrary B-spline and NURBS based approximations.
Eventually, a transient Kuramoto-Sivashinsky problem (see [73, 100, 33, 3]) is considered
to demonstrate the capabilities of the hierarchical refinement scheme. This transient
partial differential equation of fourth order allows us to investigate the consistency as
well as the convergence of the proposed refinement scheme, cf. Hesch et al. [44].

2.1 Basics

Starting with the univariate case in this section we demonstrate the recursive construction
of B-spline basis functions and outline the most important properties of B-spline bases for
FEA, see also Hughes et al. [49], among many others. The extension to multivariate B-
spline bases relies on the tensor product of univariate bases, and therefore all properties are
also valid in the multivariate case. Moreover, we introduce NURBS as rational functions
of B-splines and deduce the corresponding derivatives.

2.1.1 Univariate B-splines

We consider a univariate B-spline basis of polynomial degree p defined by the knot vector
Ξ = [ξ1, ξ2, . . . , ξn+p+1], where n is the number of B-spline basis functions. Assuming that
Ξ is a non-decreasing set of coordinates in the parameter space, i.e. ξi ≤ ξi+1, the recursive
definition of a single univariate B-spline is given as follows1

Bi
p(ξ) =

ξ − ξi
ξi+p − ξi

Bi
p−1(ξ) +

ξi+p+1 − ξ

ξi+p+1 − ξi+1
Bi+1

p−1(ξ), (2.1)

1 In case of repeated knots we need to define 0
0 := 0 for the recursion.
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beginning with

Bi
0(ξ) =

{
1 if ξi ≤ ξ < ξi+1

0 otherwise
. (2.2)

Each B-spline Bi
p is a piecewise positive polynomial with support on [ξi, ξi+p+1). In addi-

tion, we introduce a modified knot vector Ξ̃ = [ξ̃1, . . . , ξ̃ñ+1] without any repetitions and
specify the knot multiplicity mj related to ξ̃j as its corresponding number of repetitions in
Ξ, cf. Brivadis et al. [14]. Now, the partition B̃j = [ξ̃j, ξ̃j+1) yields the jth element of the
mesh in the parametric interval B̃ = [ξ̃1, ξ̃ñ+1), where ñ denotes the number of elements.

C−1C−1 C0 C1 C2

0
0 1 2 3 4

1

Figure 2.1: Continuity of a cubic B-spline basis (p = 3) defined by the knot vector
Ξ = [0, 0, 0, 0, 1, 1, 1, 2, 2, 3, 4, 4, 4, 4] and Ξ̃ = [0, 1, 2, 3, 4], respectively.

As shown in Figure 2.1, B-splines are C∞-continuous within the elements, whereas Cp−mj -
continuity2 occurs at ξ̃j. Note that in general a B-spline basis is not interpolatory, only if
the inter element continuity is less than C1, i.e. the knot multiplicity is higher than p−1,
the basis becomes interpolatory at the corresponding knot. Concerning FEA a B-spline
basis satisfies two additional important properties, which are:

• Partition of unity
∑

i

Bi(ξ) ≡ 1

• Linear independence
∑

i

Bi(ξ)ci ≡ 0 ⇔ ci = 0

Please note that the former requirement can be relaxed at the cost of introducing a
subsequent normalization scheme (see, e.g. Temizer & Hesch [91]), whereas the latter one
is proved in De Boor [24]. The knot vector used in Figure 2.1 is referred to be open, since
the knot multiplicity related to the first and last knot in Ξ̃ is equal to p + 1. For the
application of a non-open knot vector, e.g. a uniform knot vector, we need to consider
that ξ̃1 < ξp+1 and ξ̃ñ+1 > ξn+1, respectively, since a set of B-splines constitutes a valid

2 Cm-continuity of the approximation spaces relates to solution functions u which are at least u ∈
Hm+1(B), where Hm+1(B) is the Sobolev space of square integrable functions with m + 1 square
integrable derivatives.
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basis only on B̃b = [ξp+1, ξn+1. This is evident in Figure 2.2, where the full set of p + 1
B-splines which have non-zero values is not available outside the interval [ξp+1, ξn+1), and
therefore the partition of unity is not fulfilled.

0
0 111 2 3 4 5 6 7 8 9 10 12 13 14 15 16

0.2

0.4

0.6

0.8

1.0

1.2

B̃b

Figure 2.2: Quadratic B-spline basis (p = 2) defined by a uniform knot vector Ξ = Ξ̃.
The red line represents the sum of B-spline basis functions.

Note that the outlined properties of univariate B-spline basis functions are also valid for
multivariate B-spline basis functions as well as for NURBS basis functions.

Derivatives

The derivatives of B-splines may be expressed in an efficient way by utilizing B-splines of
lower order. We obtain the first derivative of the ith B-spline basis function with

d

dξ
Bi

p(ξ) =
p

ξi+p − ξi
Bi

p−1(ξ)−
p

ξi+p+1 − ξi+1

Bi+1
p−1(ξ) (2.3)

and consequently the kth derivative with

dk

dξk
Bi

p(ξ) =
p

ξi+p − ξi

(
dk−1

dξk−1
Bi

p−1(ξ)

)

− p

ξi+p+1 − ξi+1

(
dk−1

dξk−1
Bi+1

p−1(ξ)

)

, (2.4)

see Cottrell et al. [18] for an expression purely in terms of lower order functions.

2.1.2 Multivariate B-splines

With the definition of a univariate B-spline basis at hand we can create a multivariate
B-spline basis of degree p = [p1, . . . , pd] and dimension d ∈ {2, 3}. To be specific, the
multivariate basis is defined by the dyadic product Ξ = Ξ1 ⊗ . . .⊗ Ξd of univariate knot
vectors Ξl, where l ∈ {1, . . . , d} denotes the direction in the parameter space. Next, we
apply the dyadic product to the modified knot vectors Ξ̃l, so that the partition B̃j =
[ξ̃1j1, ξ̃

1
j1+1) × . . .× [ξ̃djd, ξ̃

d
jd+1) forms an element of the mesh in the parametric domain B̃.
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Eventually, a multivariate B-spline is given by3

BA = Bi
p(ξ) =

d∏

l=1

Bil
pl
(ξl), (2.5)

with the multi index i = [i1, . . . , id] and supp(BA) = [ξ1i1, ξ
1
i1+p1+1) × . . . × [ξdid, ξ

d
id+pd+1),

see Figure 2.3 for illustration.
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3 , ξ
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ξ112, ξ
1
13, ξ
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15
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2
2 , ξ
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3 , ξ
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4

ξ25

ξ26

ξ27

ξ28

ξ29
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12, ξ
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13, ξ

2
14

B
[4,10]
2

B
[11,10]
2

B
[5,5]
2
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2

Figure 2.3: Illustration of the multi index and the support of single cubic B-spline basis
functions in 2D. The mesh in the parameter space is given by the dyadic
product of modified knot vectors Ξ̃ = [ξ̃11 , . . . , ξ̃

1
9 ]⊗ [ξ̃21 , . . . , ξ̃

2
8 ].

Derivatives

The partial derivative of the Ath multivariate B-spline with respect to ξl reads

∂BA

∂ξl
=

∂

∂ξl
Bi

p(ξ) =
∂

∂ξl
Bil

pl
(ξl)

d∏

l̂=1
l̂ �=l

B
i
l̂
p
l̂
(ξ l̂). (2.6)

Higher order derivatives can be obtained in a straightforward manner by using (2.4)
instead of (2.3).

3 The index A denotes the global basis function number. Its assignment to the multi index i can be
found in Cottrell et al. [18].
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2.1.3 NURBS

Multivariate NURBS are constructed as rational functions of multivariate B-spline func-
tions4

RA = Ri
p(ξ) =

d∏

l=1

Bil
pl
(ξl)wi

∑

j

d∏

l=1

Bjl
pl(ξ

l)wj

, (2.7)

where the denominator is referred to as the weight function and wi denotes positive
NURBS weights. Note that if each weight has the same value, i.e. wi/

∑

j B
j
p(ξ)wj = 1 ∀ ξ,

we will obtain again the original B-spline. Thus, B-splines can be considered as a special
case of NURBS.

Derivatives

The partial derivative of RA with respect to ξl can be obtained in a straightforward
manner by applying the quotient rule

∂RA

∂ξl
=

∑

B

BBwB
∂BA

∂ξl
− BA

∑

B

∂BB

∂ξl
wB

(
∑

B

BBwB

)2 wA. (2.8)

Moreover, the corresponding derivative of order k is given by

∂kRA

∂ξlk
=

∂kBA

∂ξlk
wA −

k∑

m=1

(
k

m

)

∂k−mRA

∂ξlk−m

∑

B

∂mBB

∂ξlm
wB

∑

B

BBwB
. (2.9)

2.2 Hierarchical refinement of B-splines

In the following we provide a proposal to an intuitive, efficient and most general con-
struction of hierarchical refinements. Moreover, an illustrative example clarifies the novel
hierarchical scheme and emphasizes important properties as linear independence and par-
tition of unity. The extension to non-uniform B-splines as well as NURBS can be found
in section 2.4.

2.2.1 Subdivision of uniform B-splines

A single B-spline BA defined by equidistantly spaced knot sequences [ξlil, . . . , ξ
l
il+pl+1] and

their dyadic product, respectively, can be represented as a linear combination of scaled,

4 For the definition of NURBS and their derivatives we do not use the Einstein notation.
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contracted and shifted copies of itself as

Bi
p(ξ) =

p+1
∑

j=0

d∏

l=1

2−pl

(
pl + 1

jl

)

Bil
pl
(2ξl − jlhl − ξlil), (2.10)

where 1 = [1, . . . , 1] ∈ Rd and hl is the uniform knot span width in the lth parametric
direction. The original B-spline is then referred to as the parent of its (p1+2) · . . . ·(pd+2)
children. Unless otherwise specified, we do not consider the univariate case separately in
the following, hence we set d ∈ {1, 2, 3}. Now, the subdivision procedure related to (2.10)
is illustrated for univariate B-splines of different order in Figure 2.4, whereas in Figure
2.5 the corresponding procedure for the two dimensional case is shown. As we can see,
the approach subdivides the parametric domain into half step size to provide sufficient
positions for the construction of B-splines referred to as children.

0
0

0
0

0
0

0
0

11

11

22

22

33

3

44 5

0.20.2

0.20.2

0.40.4

0.40.4

0.60.6

0.60.6

0.80.8

0.80.8

1.01.0

1.01.0

a) b)

c) d)

Figure 2.4: Subdivision of a single a) linear, b) quadratic, c) cubic and d) quartic B-
spline in 1D. The parent B-spline (red line) corresponds to the sum of its
scaled children (blue line).

2.2.2 Hierarchical basis

Our starting point is a uniform set of B-splines to be refined locally, see, e.g. Figure
2.2. The associated functions are then referred to as level 0 B-splines B0,A listed in the
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index set I0. Furthermore, the support of these B-splines is completely contained in the
parametric domain referred to as initial domain

B̃0 =
⋃

A∈I0

supp(B0,A) = B̃. (2.11)

As we have seen above, a single B-spline on level 0 can be replaced by its children, which
correspond to B-splines defined on level 1

B1,2i−1+j
p (ξ) =

d∏

l=1

B0,il
pl

(2ξl − jlh
0
l − ξ0,lil

), (2.12)

with bisected knot spans

Ξ1
l =

[

ξ1,l1 = ξ0,l1 , ξ1,l2 =
1

2
(ξ0,l1 + ξ0,l2 ), ξ1,l3 = ξ0,l2 , . . . , ξ1,l2(nl+pl)+1 = ξ0,l

nl+pl+1

]

. (2.13)

0 0 0 0

0 0

0 0

0 00 0

1 1 1 1

1 1 11

2 2 2 2

2 2 22

3 3 3 3

3 3 33

4 4 4 4

1.5 1.5

1.5 1.5

2.5 2.5

2.5 2.5

3.5 3.5

0.2 0.2

0.2 0.2

0.4 0.4

0.4 0.4

0.6 0.6

0.1 0.1

0.3 0.3

0.5 0.5

0.5 0.5

0.5 0.5

a)

b)

Figure 2.5: Subdivision of single B-spline basis functions in 2D. a) Quadratic B-spline
with its scaled children. b) Cubic B-spline with its scaled children.
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In practice, the recursive application of the refinement procedure leads to a multi level
hierarchy such that we rewrite (2.10) and (2.12) as follows

Bk,i
p (ξ) =

p+1
∑

j=0

s̄j+1B
k+1,2i−1+j
p (ξ), (2.14)

where k is the level index and the subdivision vector s̄ includes the scaling information,
cf. (2.10).

For an intuitive element wise construction of the refinement we select a set of elements
on level k which constitutes the subdomain B̃k

full. Subsequently, we replace each B-spline
which has support on B̃k

full such that
⋃

A∈Ik\J k

supp(Bk,A) ∩ B̃k
full = ∅, (2.15)

where Ik and J k are the index sets of introduced and replaced level k B-splines, respec-
tively. Now, the introduced B-splines on level k + 1 are listed in the index set Ik+1 and
the union of their supports constitutes the domain

B̃k+1 =
⋃

A∈Ik+1

supp(Bk+1,A) =
⋃

A∈J k

supp(Bk,A). (2.16)

Note that in general each B-spline contained in Ik can be replaced by B-splines of the
next level. However, to maintain an intuitive construction and to avoid unnecessary
complications we stipulate

B̃k−1
full ⊇ B̃k

full, (2.17)

i.e. transition areas B̃k ∩ B̃k−1
full where the support is not purely provided by B-splines of

level k are excluded from a full refinement to level k + 1. In addition, this satisfies the
non-intersection condition ∂B̃k∩∂B̃k+1 = ∅ as required in Kraft [55] and leads to a nested
sequence of domains

B̃0 � B̃1 � . . . B̃k � B̃k+1 � . . . � B̃Kmax , (2.18)

where Kmax denotes global maximum of refined levels. A further condition, which needs
to be considered, is

suppo(Bk,A) �⊂ B̃k+1
o , (2.19)

for all A ∈ Ik \ J k, i.e. the index set J k has to be extended by level k B-splines whose
open support is fully contained in B̃k+1

o to avoid linear dependence of the hierarchical
set of B-splines. Here B̃k+1

o is defined in analogy to (2.16), except that we consider the
open support instead of the support defined above. Such a situation may occur if B̃k

full

is not connected, whereas the transition areas consisting of level k and scaled level k + 1
B-splines overlap as shown in Figure 2.6.

The subdivision approach given in (2.14) relates to the replacement of single B-splines.
Concerning the replacement of an entire set of B-splines it is more convenient to utilize a
vector-matrix notation

Bk = Sk+1Bk+1, (2.20)
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where the vectors Bk and Bk+1 contain removed B-splines on level k and introduced
B-splines on level k+1, respectively, and Sk+1 is the global subdivision matrix. Formally,
we assume that (2.20) preserves the global numbering , i.e. Sk+1 is a sparse matrix of size
((2k(n1 + 2)− 2) · ... · (2k(nd + 2)− 2))× ((2k+1(n1 + 2)− 2) · ... · (2k+1(nd + 2)− 2)).

B̃b B̃b

B̃bB̃b

B̃1
o B̃1

o

B̃1
o

B̃1
oB̃1

o

a) b)

c) d)

Figure 2.6: Local refinement of quadratic B-spline basis in 2D. The yellow point in the
middle of each element represents the peak of a B-spline. In each of the four
cases the subdomain B̃0

full (solid box in black) is not connected and consists

of two elements. a) The domain B̃1
o is connected and the open support

of a remaining level 0 B-spline (dashed box in red) is fully contained. b)
Recovering of linear independence by replacing the level 0 B-spline. c) The
domain B̃1

o is not connected. d) The domain B̃1
o is connected, but it exists

no level 0 B-spline whose open support is fully contained.

Example

In order to clarify the proposed refinement procedure we discuss a one dimensional ex-
ample in the following. For the set of quadratic B-splines shown in Figure 2.2 we select
B̃0
full = [4, 6) ∪ [11, 12) as domain to be refined fully and thus J 0 = {3, 4, 5, 6, 10, 11, 12}

as index set of B-splines to be replaced on level 0. As illustrated in Figure 2.7a and
b, this satisfies the condition given by (2.15) and requires the introduction of level 1 B-
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splines contained in I1 = {5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 19, 20, 21, 22, 23, 24, 25, 26}. The
associated subdivision matrix S1 is a rectangular matrix with |J 0| = 7 non-zero rows
and |I1| = 18 non-zero columns which are given by

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
4

3
4

3
4

1
4

0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1

4
3
4

3
4

1
4

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1

4
3
4

3
4

1
4

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1

4
3
4

3
4

1
4

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1

4
3
4

3
4

1
4

0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1

4
3
4

3
4

1
4

0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

4
3
4

3
4

1
4

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (2.21)

Note that single level 1 B-splines are introduced multiply times within the hierarchical B-
spline set as stipulated by (2.21). This leads to a linear dependence of the set of B-splines
even if they are scaled differently, see Figure 2.7c. Hence, we do not use the subdivision
matrix itself in practice, but rather we determine a scaling vector s1j =

∑

i S
1
i,j which

provides a unique summed scaling factor for each introduced B-spline. Here we obtain

s1 =
[
0, 0, 0, 0, 1

4
, 3
4
, 1, 1, 1, 1, 1, 1, 3

4
, 1
4
, 0, . . . , 0, 1

4
, 3
4
, 1, 1, 1, 1, 3

4
, 1
4
, 0, 0, 0, 0

]
. (2.22)

Now, the created hierarchical B-spline basis is linearly independent (see Kraft [55] for
the proof on linear independence) and satisfies the partition of unity on B̃b = [2, 14)
as indicated by the red line in Figure 2.7d. Moreover, we select B̃1

full = [4, 4.5) ∪
[11.5, 12) to continue the refinement. Thus, we obtain J 1 = {7, 8, 9, 22, 23, 24} and
I2 = {13, 14, 15, 16, 17, 18, 19, 20, 43, 44, 45, 46, 47, 48, 49, 50} as index set of B-splines to
be replaced on level 1 and index set of B-splines to be introduced on level 2, respectively,
see Figure 2.8a and b. Note that, due to (2.17), each B-spline which can be determined
for J 1 has a scaling factor equal to one. This greatly simplifies the construction of the
scaling vector s2 and allows an efficient implementation. For the current example we
obtain

s2 =
[
0, . . . , 0, 1

4
, 3
4
, 1, 1, 1, 1, 3

4
, 1
4
, 0, . . . , 0, 1

4
, 3
4
, 1, 1, 1, 1, 3

4
, 1
4
, 0, . . . , 0

]
, (2.23)

whereas the hierarchical B-spline basis refined up to level 2 is depicted in Figure 2.8c.
Finally, we apply an additional two level refinement to the left boundary of interval B̃b,
i.e. we expand B̃0

full by [2, 2.5) and B̃1
full by [2, 2.25), respectively. The first refinement step

necessitates the replacement of the level 0 B-splines B0,1 and B0,2. Note that B0,3 was
already being replaced within the former refinement, see Figure 2.7. Now, the refinement
procedure demands the introduction of four not yet introduced level 1 B-splines as shown
in Figure 2.9a. However, B1,1 and B1,2 have no support on B̃b and the introduction of B1,1

would violate the non-intersection condition. Hence, we do not add this B-splines to I1

and for the same reason we also omit the introduction of B2,5 and B2,6 within the second
refinement step, see Figure 2.9b. Note that, due to (2.19), the B-spline B1,6 needs also to
be replaced since its open support is fully contained in B̃2

o, c.f. Figure 2.6. Eventually, the
hierarchical B-spline basis with additional boundary refinement is given in Figure 2.9c.
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Figure 2.7: Local refinement of a quadratic B-spline basis in 1D. a) Removal of the
seven level 0 B-splines in gray. b) Introduction of 18 B-splines on level 1. c)
Hierarchical B-spline set. d) Hierarchical B-spline basis refined up to level 1
and partition of unity (red line).



18 2 Isogeometric concept

tively, for the refinement up to level 1 along with the scaling vector

s1 =
[
0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3

4
, 1
4
, 0, . . . , 0, 1

4
, 3
4
, 1, 1, 1, 1, 3

4
, 1
4
, 0, 0, 0, 0

]
, (2.24)

while I2 = {7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 43, 44, 45, 46, 47, 48, 49, 50} and
J 1 = {3, 4, 5, 6, 7, 8, 9, 22, 23, 24} are the corresponding index sets for the refinement up
to level 2 and

s2 =
[
0, . . . , 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3

4
, 1
4
, 0, . . . , 0, 1

4
, 3
4
, 1, 1, 1, 1, 3

4
, 1
4
, 0, . . . , 0

]

(2.25)
is the corresponding scaling vector.
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Figure 2.8: Local refinement of a quadratic B-spline basis in 1D. a) Removal of the six
level 1 B-splines in gray. b) Introduction of 16 B-splines on level 2. c)
Hierarchical B-spline basis refined up to level 2 and partition of unity (red
line).

Overall, we obtain I1 = {3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 19, 20, 21, 22, 23, 24, 25, 26} and
J 0 = {1, 2, 3, 4, 5, 6, 10, 11, 12} as index set of introduced and replaced B-splines, respec-
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2.3 Geometric parametrization

Following the paradigm of the isogeometric concept the geometry is exactly represented
and has to remain unchanged in case of refinements, i.e. the parametric domain B̃b intro-
duced in section 2.1 correlates to the physical domain B independent of the existence of
local refinements. The B-spline basis functions BA are associated with a net of control
points XA ∈ Rd such that a geometrical mapping F : B̃b → B can be defined to link the
parameter and the physical space

X = F(ξ) =
∑

A

BAXA =
∑

i

Bi
p(ξ)Xi, (2.26)

cf. da Veiga et al. [22]. Moreover, we assume the existence of the inverse mapping F
−1 :

B → B̃b with same continuity as F.

Accounting for local refinements the control meshes as well as the associated primal
variables (e.g. the actual position for solid mechanical problems, the temperature for
thermal problems or the phase-field parameters for corresponding phase-field problems)
need also to be created. For an arbitrary field u(ξ) defined on level k follows

u(ξ) = Bk · uk = (Sk+1Bk+1) · uk = Bk+1 · (Sk+1Tuk), (2.27)

where the vector uk contains the control variables associated with the replaced B-splines
in Bk. From (2.27) we deduce that the new set of control variables is given via

uk+1 = Sk+1Tuk. (2.28)

Obviously, the field u(ξ) remains unchanged by using the level k + 1 setting. However,
by inserting (2.28) in (2.27) the subdivision matrix vanishes such that the B-spline basis
loses its scaling informations. The approximation of the field u(ξ) utilizing the hierarchical
B-spline basis reads

u(ξ) =
Kmax∑

k=0

Bk
b · uk

b =
Kmax∑

k=0

∑

A∈Ik\J k

skAB
k,A uk

A

skA
, (2.29)

where Bk
b and uk

b are the vectors of scaled B-splines and adapted control variables con-
tained in the index set Ik \ J k, respectively. Note that the B-splines defined on level 0
remain unscaled, i.e. s0A = 1 ∀A ∈ I0 \ J 0, and note also that the solution field itself is
not constrained by (2.28) such that the B-spline basis is able to represent a field with
finer details.

An adaptive hierarchical refinement approach is beyond the scope of this work, but can be
found in Jiang & Dolbow [52]. A least square fitting based on the rectangular subdivision
matrix can be applied for coarsening.
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Figure 2.9: Local refinement of a quadratic B-spline basis in 1D. a) Replacement of
two level 0 B-splines through two level 1 B-splines at the left boundary.
B-splines in gray will not be introduced. b) Replacement of four level 1 B-
splines through six level 2 B-splines at the left boundary. B-splines in gray
will not be introduced and will be replaced, respectively. c) Hierarchical B-
spline basis with additional boundary refinement up to level 2 and partition
of unity (red line). The mesh is indicated by the vertical lines in gray.

The mesh of parametric domain B̃b is constituted by a set of elements from multiple
levels, see, e.g. Figure 2.9. For the construction of the mesh we introduce a piecewise
constant scalar function

kmax(ξ) = max
k

{0 ≤ k ≤ Kmax|ξ ∈ supp(Bk,A), A ∈ Ik \ J k} (2.30)

which specifies the local maximum refinement level at ξ, cf. Bornemann and Cirak [13].
Using this function, we define the index set of elements

T̃ k = {j ∈ Nd|B̃k,j ⊆ B̃b and kmax(B̃k,j) = k} (2.31)
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with which we create a non-overlapping mesh such that5

B̃b =
⋃

j∈T̃ k

k≥0

B̃k,j =
⋃

e∈E

B̃e. (2.32)

Evaluation

Be

B̃e

B̂
ξ̂1

ξ1

ξ̂2

ξ2

X1

X2

F
−1
|Be

F̃
−1
e

−1
−1

1

1

Figure 2.10: Pull back of a physical element onto the element in the parametric domain
via the inverse geometrical mapping and subsequently onto the parent ele-
ment via an inverse affine mapping.

The numerical evaluation of an integral over Be resulting from a specific weak formulation
is performed by using Gaussian quadrature. For this purpose, we pull back the element
contribution onto the element in the parametric domain via the inverse mapping F

−1
|Be

:

Be → B̃e and subsequently onto the bi unit parent element through a further inverse

mapping F̃
−1

e : B̃e → B̂. As shown in Figure 2.10, the coordinates in the physical space and
in the parameter space are given by X = [X1, . . . , Xd] and ξ = [ξ1, . . . , ξd], respectively,

whereas we introduce ξ̂ = [ξ̂1, . . . , ξ̂d] as the coordinates in the parent element.

5 The index e relates to the global numbering of elements of the mesh in the parameter space as well as
in the physical space.
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Figure 2.11: Evaluation of a univariate hierarchical B-spline basis of order p = 3 at
ξ = 5.625 (dotted line in red). a) One B-spline basis function evaluated
on level 0. b) Two B-spline basis functions evaluated on level 1. c) Three
B-spline basis functions evaluated on level 2 d) In total six B-spline basis
functions have support at ξ = 5.625. e) to g) Evaluation of corresponding
derivatives with respect to the parametric coordinate ξ. h) First derivative
of the hierarchical B-spline basis with respect to ξ and sum of the derivatives
(red line).
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The mapping F̃e is an affine transformation and reads

ξ = F̃e(ξ̂) =
1

2

⎡

⎢
⎣

(ξ̃ke,1j1+1 − ξ̃ke,1j1
)ξ̂1 + (ξ̃ke,1j1+1 + ξ̃ke,1j1

)
...

(ξ̃ke,djd+1 − ξ̃ke,djd
)ξ̂d + (ξ̃ke,djd+1 + ξ̃ke,djd

)

⎤

⎥
⎦ , (2.33)

where ke = kmax(B̃e). Now, we evaluate the basis functions which have support in the
eth element as well as their derivatives with respect to the parametric coordinates at
each quadrature point. Note that on elements lying in transition areas, B-spline basis
functions originally defined on lower levels than ke have support as well. Nevertheless,
we always apply (2.33) to calculate the evaluation point in the parametric domain, see
Figure 2.11. Another point to note is that the number of basis functions and thus the
number of degrees of freedom per element are not constant such that the size of element
matrices and vectors varies. This has to be handled flexibly within the FEA framework.
To obtain the gradient of a basis function ∇Bk,A we apply the chain rule as follows

∂Bk,A

∂Xl
=

∂Bk,A

∂ξi
∂ξi

∂Xl
, (2.34)

where ∂ξ/∂X is the inverse gradient of the mapping F|Be
. Moreover, the Laplacian of a

basis function ΔBk,A is given in straightforward manner by using the second derivative

∂2Bk,A

∂Xl∂Xl

=
∂2Bk,A

∂ξi∂ξj
∂ξi

∂Xl

∂ξj

∂Xl

+
∂Bk,A

∂ξi
∂2ξi

∂Xl∂Xl

. (2.35)

The Laplacian ΔBk,A is required to FEA treatment of fourth order partial differential
equations (e.g. the Cahn-Hilliard equation or the Kuramoto-Sivashinsky equation). Even-
tually, to perform the numerical integration in the parent element we need also to cal-
culate the Jacobian determinant of the composition of both mappings F|B̃e

◦ F̃e at each
quadrature point. The Jacobian determinant reads

Ĵ = det

(
∂Xl

∂ξi
∂ξi

∂ξ̂j

)

. (2.36)

2.4 Hierarchical refinement of NURBS

The subdivision approach given by (2.10) is only valid for uniform B-spline bases and
has to be modified for non-uniform B-spline bases. To be specific, the entries of the
subdivision vector s̄ are no longer given as usual binomial coefficients and thus they need
to be determined for each replaced B-spline, see, e.g. Figure 2.12. For the subdivision of
a univariate B-spline on level k we can obtain the subdivision vector by solving a system
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of linear equations

⎡

⎢
⎢
⎢
⎣

Bk+1,2i−1
p (ξ̄1)

Bk+1,2i−1
p (ξ̄2) Bk+1,2i

p (ξ̄2) 0
...

...
. . .

Bk+1,2i−1
p (ξ̄p+2) Bk+1,2i

p (ξ̄p+2) . . . Bk+1,2i+p+1
p (ξ̄p+2)

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎣

s̄1
s̄2
...

s̄p+2

⎤

⎥
⎥
⎥
⎦
=

⎡

⎢
⎢
⎢
⎣

Bk,i
p (ξ̄1)

Bk,i
p (ξ̄2)

...
Bk,i

p (ξ̄p+2)

⎤

⎥
⎥
⎥
⎦
,

(2.37)
where ξ̄j =

1
2
(ξ̃k+1

2i−2+j + ξ̃k+1
2i−1+j) with j ∈ {1, 2, . . . , p + 2}. Note that other choices for ξ̄j

are possible, however, by using the proposed setting we ensure that the created system of
equations has a unique solution regardless of the polynomial order of the B-spline. This
is evident in (2.37), where the matrix is a lower triangular matrix with non-zero entries
on the main diagonal.

0
0

0
0 4 6 7 8 12 14 15

0.20.2

0.40.4

0.60.6

0.80.8

a) b)

Figure 2.12: Subdivision of single B-splines defined by non-uniform knot sequences in
1D. a) s̄ = [1/3, 5/6, 2/3, 1/6] is applied to subdivide a quadratic B-spline
defined by Ξ = [0, 4, 6, 7] and b) s̄ = [5/21, 5/7, 5/7, 2/7, 1/21] is applied to
subdivide a cubic B-spline defined by Ξ = [0, 8, 12, 14, 15].

The situation renders more complex in the present of repeated knots as often used for
NURBS. In addition to the construction of the scaling vector we have to note that also
the construction of the new knot vector given by (2.13) is invalid. However, in analogy
to (2.13), the modified knot vector of level k + 1 can be obtained via

ξ̃k+1
j =

{
ξ̃ki if j = 2i− 1
1
2
(ξ̃ki + ξ̃ki+1) if j = 2i

, (2.38)

whereas we create the vector of knot multiplicities via

mk+1
j =

{
mk

i if j = 2i− 1
1 if j = 2i

. (2.39)

The knot vector of level k + 1 follows then in a straightforward manner by using the
modified knot vector along with the vector of knot multiplicities such that we bisect only
knot spans whose width is different from zero. Note that the relation ξki = ξk+1

2i−1 and thus
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the specification of B-splines to be introduced in (2.14) is not valid anymore. Moreover,
due to the repeated knots it is insufficient to consider only the beginning position of a B-
spline for its identification. In particular, we have to identify a B-spline to be introduced
through its entire support. Formally, for the replacement of a single B-spline Bk,A the
index set of required level k + 1 B-splines is given as follows

Ik+1
A = {B ∈ N|supp(Bk+1,B) ⊆ supp(Bk,A)}. (2.40)

Then, the entries of the subdivision vector s̄ can be achieved by solving a system of equa-
tions similar to that in 2.37. Furthermore, in Hesch et al. [44] we provide a construction
rule for modified subdivision matrices to deal with repeated knots at domain boundaries.
Figure 2.13 illustrates the subdivision of different univariate B-splines defined by knot
sequences including repeated knots. The extension to the multivariate case follows in a
straightforward manner by taking the tensor product structure of B-splines into account
and the generalization of (2.14) is formulated as

Bk,A =
∑

B∈Ik+1
A

sBB
k+1,B. (2.41)

Following the extension outlined in (2.7) the replacement of a single NURBS basis function
defined on level k reads

Rk,A =

∑

B∈Ik+1
A

sBB
k+1,Bwk+1

B

W
, (2.42)

where W is the weight function. From geometrical point of view, a NURBS geometry
in d dimensional space is obtained by the projection of a d + 1 dimensional B-spline
geometry, see Cottrell et al. [18]. Accounting for refinements we project back a given
NURBS geometry defined on level k into the B-spline space where

X̄
k
A = [Xk,1

A wk
A, . . . , X

k,d
A wk

A, w
k
A] (2.43)

is the associated control net. As mentioned above, the geometry has to be preserved as
the mesh is refined, i.e. we calculate the control net of level k + 1 via

X̄
k+1

= Sk+1TX̄
k

(2.44)

such that
BkX̄

k
= Bk+1X̄

k+1
, (2.45)

cf. (2.27) and (2.28), respectively. This implies that also the weight function remains
unchanged. Afterwards, we project the refined control net to the d dimensional NURBS
space. Formally, this is analogous to standard knot insertion technique for NURBS. Note
that, in practice, we make use of the hierarchical B-spline basis to calculate the weight
function

W (ξ) =
Kmax∑

k=0

Bk
bw

k
b, (2.46)

cf. (2.29).
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Figure 2.13: Subdivision of single B-splines defined by knot sequences with repeated
knots in 1D. a) s̄ = [1/2, 3/4, 1/4] is applied to subdivide a quadratic B-
spline defined by Ξ = [0, 0, 1, 2], b) s̄ = [1/2, 1/2] is applied to subdivide a
quadratic B-spline defined by Ξ = [0, 0, 1, 1], c) s̄ = [1, 1/2] is applied to sub-
divide a cubic B-spline defined by Ξ = [0, 0, 0, 0, 1] and d) s̄ = [1/2, 1, 1/2]
is applied to subdivide a cubic B-spline defined by Ξ = [0, 1, 1, 1, 2].

2.5 Numerical verification

In this section we demonstrate the investigation of a physical problem which requires for
approximation at least C1-continuity, cf. Hesch et al. [44]. Starting with a one dimensional
modification of the Kuramoto-Sivashinsky model, we derive an analytical solution (see
Xu & Shu [100]) and compare this reference solution with simulation results obtained for
different local refinements. Subsequently, the two dimensional case will demonstrate the
consistency of the chosen approach with local refinements.

Kuramoto-Sivashinsky problem

The Kuramoto-Sivashinsky model has been proposed for the simulation of different ther-
modynamical systems far away from equilibrium state, e.g. fluctuations in fluid films
and instabilities in laminar flame fronts, see, Paniconi & Elder [73], among many others.
This transient fourth-order evolution equation accounts for the physics of arising chaotic
instabilities in the spatial as well as the temporal domain.
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The numerical resolution of the fourth order operator is traditionally realized using finite
difference schemes. In the context of FEA for irreducible systems, global C1-continuity
is required, see Gomez & Paris [33] for an application of NURBS basis functions.
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Figure 2.14: Analytical solution u(X, t) of the one dimensional Kuramoto-Sivashinsky
equation over position X and time t.

Assume a Lipschitz bounded domain B ⊆ Rd in the time interval T = [0, T ]. Then the
Kuramoto-Sivashinsky problem is stated as

u̇+ νΔ2(u) + Δ(u) + αu− ‖∇(u)‖2 = 0, (2.47)

with boundary and initial conditions, given as

∇u · n = 0, ∇(u+Δu) · n = 0, (2.48)

and

u(X, 0) = u0(X), (2.49)

respectively. Therein u̇ is the derivative with respect to time, whereas the constitutive
parameters ν and α are used to model diffusion induced chaos and dissipative structures
in reaction diffusion systems. Note, that (2.48) is often replaced by periodic boundary
conditions, see, e.g. Gomez & Paris [33].

Next we introduce the functional space of admissible test functions

Vu = {δu ∈ H2(B)| ∇δu = 0 on ∂B × T }. (2.50)

The weak form of the problem reads

∫

B

δuu̇ dV +

∫

B

νΔ(δu)Δ(u) dV −
∫

B

∇(δu) · ∇(u) dV +

∫

B

δu (αu− ‖∇(u)‖2) dV = 0,

(2.51)
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for all δu ∈ Vu. For the temporal discretization, we subdivide the time interval T into a
sequence of times t0, . . . , tn, tn+1, . . . , T and assume that the state at tn, denoted by uB,n,
is known. Then we approximate the state at tn+1 with time step size Δt = tn+1− tn using
a second order accurate mid-point evaluation. The corresponding fully discrete system
takes the form6

δuA

⎡

⎣

∫

B

RARB dV
uB,n+1 − uB,n

Δt
+

∫

B

νΔRAΔRB dV uB,n+ 1
2

−
∫

B

∇RA · ∇RB dV uB,n+ 1
2
+

∫

B

RA(αRBuB,n+ 1
2
− ‖∇RBuB,n+ 1

2
‖2) dV

⎤

⎦ = 0.

(2.52)
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Figure 2.15: One dimensional Kuramoto-Sivashinsky problem. a) Local refinement up
to level 4 plotted along with the initial configuration. b) Transition area
transition from level zero to level four. c) Shape functions as well as their
sum in the transition area.

In a first step, a slightly simplified one dimensional model presented in detail in Anders
et al. [3] is analyzed. Let the domain B = [L0,L] ⊆ R be defined in the time interval T .
The corresponding weak form reads

∫

B

δuu̇ dV +

∫

B

∂2δu

∂X2

∂2u

∂X2
dV −

∫

B

∂δu

∂X

∂u

∂X
dV − 1

2

∫

B

∂δu

∂X
u2 dV = 0, (2.53)

for all δu ∈ Vu. The analytical solution for B = [−30, 30] is given by

u(X, t) = c+
15

19

√

11

19
(−9 tanh(k(X − ct−X0)) + 11 tanh3(k(X − ct−X0))), (2.54)

6 Here and in the following we neglect the summation over the level index k for readability and use R
for NURBS basis functions as well as for B-spline basis functions.
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with parameters c = 0.1, k = 1
2

√
11
19

and X0 = −10, see Figure 2.14. The boundary

conditions read u(−30, t) = g1(t) and u(30, t) = g2(t), whereas the initial condition is
given by u(X, 0) = u0(X). The corresponding Parameters g1, g2 and u0 can be calculated
from (2.53) and (2.54).
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Figure 2.16: Convergence plot, L2-error over the number of degrees of freedom. a) Con-
vergence for local hierarchical refinement. b) Convergence for uniform h-
refinement.

In order to illustrate the capabilities of the hierarchical refinement concept we evaluate
the deviation of the numerical solution related to the reference solution. To be specific,
numerical results using a constant time step size Δt = 0.005 are compared with analytical
results at time t = 2. To ensure consistency of the higher order approach, we apply first
a uniform global h-refinement scheme. Then, we refine the region passed by the shock
wave within the time interval T = [0, 2] level-by-level up to the fourth level, see Figure
2.15 for details. The obtained results are plotted in Figure 2.16, the displayed error is
measured in the L2-norm ‖u − uh‖2. For the global h-refinement the expected second
order convergence is obtained, see Figure 2.16b. For the hierarchical refinement strategy
we achieved higher rates of convergence, see Figure 2.16a. The corresponding condition
numbers of the stiffness matrix for both refinements are presented in Table 2.1.

Next, we present the numerical results of the two dimensional version of the Kuramoto-
Sivashinsky problem (2.47) on B = [0, 100]2. Following the investigations in Gomez &
Paris [33] we apply periodic boundary conditions and a uniform random perturbation
between [−0.05, 0.05] of the homogeneous field u = 0 as initial condition, shown in Figure
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2.17a. Furthermore, we set the first constitutive parameter ν = 1, whereas the settings of
the second parameter are α = 0.225, α = 0.210 and α = 0.195, respectively, to obtain the
three basic states found by Paniconi & Elder [73]. Here the hexagonal state (α = 0.225)
yields a spatially ordered stationary solution, the breathing hexagonal state (α = 0.210)
is characterized by a periodic oscillation of hexagonal cells and for the disordered state
(α = 0.195) the solution shows a chaotic behavior. The original mesh consists of 128×128
elements. A refined area of 20 × 20 elements for level 1 is located at the center of the
domain to demonstrate the validity of the refinement technique for multivariate problems
of higher order, see Figure 2.17b. Finally, we show the numerical solution for the three
basic states of the Kuramoto-Sivashinsky problem in Figure 2.18 for each case to four
discrete points in time.
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0.04

a) b)

Figure 2.17: Two dimensional Kuramoto-Sivashinsky problem. a) Initial configuration
of the Kuramoto-Sivashinsky problem. b) Computational mesh with local
refinement in the middle.

Remark 1: We observe for α = 0.225 that the time until the system achieved a perfect
stationary solution is in general larger compared to the usage of a uniform 128 × 128
elements mesh. In a series of numerical test we observed that using a finer background
mesh yields for both, the refined as well as the unrefined case, nearly identical results.

Table 2.1: Condition number of stiffness matrix for uniform h-refinement and hierarchical
refinement.

Number of degrees of freedom / Uniform h-refinement Hierarchical refinement
(hierarchical levels)
82 / (0) 57.3 57.3
114 / (1) 43.9 200.2
174 / (2) 20.3 213.8
290 / (3) 18.6 1388.7
516 / (4) 89.5 11106.0
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Figure 2.18: Numerical solution of the two dimensional Kuramoto-Sivashinsky problem
at times t = [100, 500, 2500, 12500] (from top to bottom). a) Hexagonal
state with α = 0.225. b) Breathing hexagonal state with α = 0.210. c)
Disordered state with α = 0.195.





3 Large strain thermoelasticity

In this chapter we present a novel computational framework for large strain thermoe-
lasticity. The ideas of a new formulation for polyconvex large strain elasticity originally
introduced by Schröder et al. [82] and recently extended by Bonet et al. [10] are employed
to non-linear coupled thermoelasticity, see textbooks like Holzapfel [46] and Malvern [60]
for a comprehensive survey of this topic. In particular, we introduce the deformation
gradient (line map), its co-factor (area map) and its determinant (volume map) along
with the absolute temperature as independent variables to formulate a free Helmholtz
energy density function. Moreover, we introduce work conjugate stresses to the extended
kinematic set to define a complementary energy principle of the Hellinger–Reissner type,
where the new conjugate stresses along with the deformed geometry and the absolute
temperature are primal variables. Classical stress tensors, e.g. the first Piola-Kirchhoff
stress tensor, relate in elegant manner to the newly introduced conjugate stresses by us-
ing the cross product between second order tensors. The finite element discretization as
proposed in Bonet et al. [10] relies on a quadratic approximation of the geometry and
a discontinuous linear and constant interpolation of the conjugate stresses using tetra-
hedral elements. This discretization scheme is adapted to the isogeometric concept as
introduced in the previous chapter and a standard condensation procedure is employed
to reduce the global system related to the stress unknowns. Eventually, quasi-static as
well as transient numerical examples are investigated to demonstrate the capability of the
proposed framework.

3.1 Configuration and kinematics

We consider a three dimensional thermoelastic body, i.e. d = 3, in its reference configura-
tion occupying a domain B0 with boundary ∂B0, see Figure 3.1. Assuming that B denotes
the current configuration we introduce a smooth non-linear deformation mapping

ϕ(X, t) : B0 × T → Rd, (3.1)

to map a material point X in its reference configuration to its current position x =
ϕ(X, t) at time t ∈ T = [0, T ], where T ∈ R+. Furthermore, we introduce the absolute
temperature

θ(X , t) : B0 × T → R≥0, (3.2)

which is assumed to be a sufficiently smooth function. The unknowns {ϕ, θ} from a
configuration space in Rd+1 represent the primal degrees of freedom to be found for all
times of interest.
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X1, x1

X2, x2

X3, x3

ϕ(X , t)

xX

B0
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dX
dx = FdX

dA da = HdA

dV

dv = JdV

e1

e2

e3

Figure 3.1: Deformation mapping of a continuum body from a reference configuration
B0 into a current configuration B and associated strain measures F ,H and
J .

The deformation gradient tensor F : B0 × T → Rd×d is commonly defined as material
gradient of the current configuration

F = ∇(ϕ) =
∂ϕ

∂X
. (3.3)

Moreover, we introduce the determinant J : B0 × T → R as well as the co-factor H :
B0 × T → Rd×d of the deformation gradient, usually defined by J = det(F ) and H =
JF −1, respectively. As shown in Figure 3.1, the three strain measures F ,H and J
map differential line, area and volume elements between the reference and the current
configuration, i.e. dx = FdX, da = HdA and dv = JdV . Regarding the latter both
mappings, we provide an alternative representation by using the cross product between
second order tensors1. Thus, the co-factor or area map tensor is given as

H = cof(F ) =
1

2
(F × F ) (3.4)

and the Jacobian determinant or volume map reads

J = det(F ) =
1

6
(F × F ) : F . (3.5)

1 The definition of the tensor cross product operation is given in Appendix A.
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Note that the tensor cross product operation was originally introduced by de Boer [23]
and for the first time applied in the context of solid mechanics in Bonet et al. [10]. The
usage of the tensor cross product operation simplifies tremendously the first and second
directional derivatives of (3.4) and (3.5) with respect to virtual and incremental variations
δϕ and Δϕ, since differentiation of the inverse of the deformation gradient is not required.
For the co-factor follows immediately

DH [δϕ] = F ×∇(δϕ), D2H [δϕ,Δϕ] = ∇(δϕ)×∇(Δϕ), (3.6)

whereas the derivatives of the determinant of the deformation gradient read

DJ [δϕ] = H : ∇(δϕ), D2J [δϕ,Δϕ] = F : (∇(δϕ)×∇(Δϕ)). (3.7)

3.2 First and second law of thermodynamics

The first law of thermodynamics states that the energy of a system remains preserved
during an entire thermodynamic process. Although, the energy can be transformed from
one form of energy into another, it can neither be created nor destroyed. This means that
the temporal change of the total energy, which consists of the kinetic energy T and the
internal energy E, has to be equal to the sum of the external mechanical power P ext and
the heat supply Q, i.e.

Ṫ (t) + Ė(t) = P ext(t) +Q(t). (3.8)

In material description the global energy balance law (3.8) can be written as

d

dt

∫

B0

(
1

2
ρ0ϕ̇ · ϕ̇+ e

)

dV =

∫

∂B0

(T · ϕ̇+QN)dA+

∫

B0

(B · ϕ̇+R)dV, (3.9)

where ρ0 and e are the mass density and the internal energy density defined with respect
to the reference volume. In addition, T denotes the material description of applied surface
tractions and B the material description of prescribed body forces, whereas QN is the
normal heat flux and R is the heat source, measured per unit reference surface area and
reference volume, respectively. Applying Cauchy’s stress theorem T = PN and Stokes
heat flux theorem QN = −Q ·N along with some standard calculations yields

∫

B0

ėdV =

∫

B0

(P : Ḟ + (Div(P ) +B − ρ0ϕ̈) · ϕ̇−Div(Q) +R)dV, (3.10)

where P and Q are the first Piola-Kirchhoff stress tensor and the Piola-Kirchhoff heat
flux vector, respectively, whereas N denotes the outward unit normal vector to ∂B0. Note
that the underlined vector-valued expression in (3.10) corresponds to the local form of
the balance of linear momentum and is required to be equal to zero, such that we can
express (3.9) in the more explicit form

∫

B0

ėdV =

∫

B0

(P : Ḟ − Div(Q) +R)dV. (3.11)
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Moreover, satisfaction of the balance of angular momentum leads to the symmetry condi-
tion PF T = FP T. Assuming that the volume of the reference configuration is arbitrary,
we can deduce the local form of the balance of energy in material description as follows

ė = P : Ḟ − Div(Q) +R. (3.12)

As mentioned above, the first law of thermodynamics governs the transformation from
one type of energy into another, maintaining the energy balance, but it does not make
restrictions on the direction of the process. In the sense of the Clausius statement [17],
heat never flows spontaneously from a colder to a warmer region without external work
being performed on the system. To this end, we postulate the second law of thermody-
namics which specifies limits on the direction of thermodynamic processes. To be specific,
it states that the total entropy production Γ, determined as difference between the tem-
poral change of entropy Ṡ and rate of entropy input Q̃, has to be greater than or equal
to zero for all admissible thermodynamic processes

Γ(t) = Ṡ(t)− Q̃(t) ≥ 0. (3.13)

In material description this inequality reads

d

dt

∫

B0

ηdV +

∫

∂B0

Q̃ ·NdA−
∫

B0

R̃dV ≥ 0, (3.14)

where η is the entropy density defined with respect to the reference volume, which can
be considered as a quantitative measure of microscopic randomness and disorder. In
addition, Q̃ denotes the Piola-Kirchhoff entropy flux vector and R̃ is the entropy source,
measured per unit reference surface area and reference volume, respectively. Assuming
that the entropy flux and the entropy source are related to the heat flux and the heat
source by proportional factor 1/θ, i.e. Q̃ = Q/θ and R̃ = R/θ, respectively, we obtain
after some standard calculations

∫

B0

(

η̇ +
1

θ
Div(Q)− 1

θ2
Q · ∇(θ)− 1

θ
R

)

dV ≥ 0, (3.15)

cf. Hutter [50]. Analogous to (3.12), the local form of the inequality, known as Clausius-
Duhem inequality, in the material configuration is given via

θη̇ +Div(Q)− 1

θ
Q · ∇(θ)− R ≥ 0. (3.16)

The third term in (3.16) represents the dissipation by heat conduction

Dcon = −1

θ
Q · ∇(θ) ≥ 0, (3.17)

where the identity holds if the temperature gradient vanishes. (3.17) shows that heat
must always flow against a temperature gradient. A further contribution to the total
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entropy production arises due to internal dissipation Dint ≥ 0, see Simo [84]. In the case
of perfect thermoelasticity, the internal dissipation is omitted and the total dissipation is
given via the dissipation by heat conduction, i.e. D = Dcon, such that

θη̇ = −Div(Q) +R, (3.18)

which represents the local form of the balance of energy in entropy form for reversible
processes (Dint = 0). Insertion of (3.18) into (3.12) leads to an alternative formulation,
namely

ė = P : Ḟ + θη̇. (3.19)

Furthermore, we introduce the free Helmholtz energy density via the Legendre transfor-
mation Ψ = e− θη and rewrite (3.19) as follows

Ψ̇ = P : Ḟ − ηθ̇. (3.20)

3.3 Constitutive theory

For the closure of the thermodynamical problem outlined in the previous section a con-
stitutive model must be introduced. In particular, we define the free Helmholtz energy
density as an at least twice continuously differentiable function of the deformation gradi-
ent and the absolute temperature

Ψ = Ψ(F , θ), (3.21)

where we restrict ourselves to homogeneous material behavior. Knowing the constitutive
relation (3.21), we may deduce directly thermodynamically consistent expressions for the
first Piola-Kirchhoff stress tensor and the entropy from (3.20). By means of the Gibbs
relation, which is obtained by determining the total time derivative of the free Helmholtz
energy density function, (3.20) reads

0 =

(
∂Ψ(F , θ)

∂F
− P

)

: Ḟ +

(
∂Ψ(F , θ)

∂θ
+ η

)

θ̇ (3.22)

and for arbitrary choices of Ḟ and θ̇ we obtain

P = P (F , θ) =
∂Ψ(F , θ)

∂F
and η = η(F , θ) = −∂Ψ(F , θ)

∂θ
. (3.23)

In order to complete the description of thermoelastic material behavior, (3.21) and (3.23)
must be supplemented by a thermodynamically consistent constitutive relation for the
Piola-Kirchhoff heat flux vector Q. We define the heat flux vector as a function of the
deformation gradient, the temperature and its gradient, i.e.

Q = Q(F , θ,∇(θ)), (3.24)
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satisfying the inequality of the dissipation by heat conduction given in (3.17).

Note that the compatibility with the balance laws as well as the consistency with the
second law represent an important constitutive principle which has to be satisfied to
avoid the derivation of non-physical models, for a survey of constitutive principles see
Altenbach & Altenbach [2].

3.3.1 Free Helmholtz energy

In order to specify an admissible free Helmholtz energy density function we consider a
further constitutive principle. The principle of material frame indifference implies that
Ψ has to be independent of the rotational components of F . This is usually achieved by
formulating Ψ as a function depending on F via the symmetric tensor C = F TF denoted
as right Cauchy-Green tensor. Concerning isotropic material behavior, the dependency
can be further simplified by utilizing the invariants of C defined as

IC = F : F , IIC = H : H and IIIC = J2. (3.25)

Thus, the free Helmholtz energy density function can be expressed through the three
strain measures introduced in section 3.1 and temperature

Ψ(F , θ) = Ψ̃(F ,H, J, θ). (3.26)

Moreover, it is often convenient to decouple the deviatoric and volumetric response of
the material. Hence, we decompose the purely elastic part of the free Helmholtz energy
density function into isochoric and volumetric components, Ψiso and Ψvol, respectively, as
follows

Ψ(F , θ) = Ψ̄(F̄ , H̄ , J, θ)

= Ψ̄iso(F̄ , H̄) + Ψ̄vol(J) + Ψ̄the(θ) + Ψ̄cpl(J, θ),
(3.27)

where F̄ (F , J) = J−1/3F and H̄(H , J) = J−2/3H denote the isochoric parts of the defor-
mation gradient and its co-factor, respectively. In addition, the function Ψ̄the represents
the potential for the purely thermal entropy, whereas the function Ψ̄cpl is the potential
for the associated elastic structural entropy. Note that the latter one describes the ther-
momechanical coupling due to thermal expansion which can be modeled in the sense of
the linear theory as

Ψ̄cpl(J, θ) = −dγ(θ − θref)
∂Ψ̄vol(J)

∂J
, (3.28)

where γ is the linear thermal expansion coefficient and θref is the reference temperature, see
Simo & Miehe [85]. Thus, a typical thermoelastic compressible Mooney-Rivlin material
can be described by the free Helmholtz energy density function

Ψ̄(F̄ , H̄ , J, θ) = α(F̄ : F̄ − d) + β((H̄ : H̄)3/2 − d3/2)
︸ ︷︷ ︸

Ψ̄iso

+
κ

2
(J − 1)2

︸ ︷︷ ︸

Ψ̄vol

+ c

(

θ − θref − θ ln

(
θ

θref

))

︸ ︷︷ ︸

Ψ̄the

+ (−dγ(θ − θref)κ(J − 1))
︸ ︷︷ ︸

Ψ̄cpl

,
(3.29)
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where α and β are positive material parameters related to the shear modulus and κ is
the positive bulk modulus. Furthermore, the thermal material parameter c ≥ 0 denotes
the specific heat capacity which is assumed to be constant. The free Helmholtz energy
density function given by (3.29) is polyconvex with respect to F , H and J . Convexity is
additive, a proof on polyconvexity of Ψ̄iso and Ψ̄vol can be found in Schröder & Neff [81]
and the reference therein, whereas Ψ̄cpl is linear in J . Note that for strain energy functions
describing purely elastic material behavior in the large strain regime, polyconvexity is a
fundamental mathematical requirement.

Remark 2: Regarding the Legendre transformation in section 3.3.4 the free Helmholtz
energy density function given by (3.29) is constructed as simple as possible, however, the
function do not satisfies the growth condition for J → 0+. In case of strong compression,
we replace Ψ̄vol in (3.29) via κ

4
((J − 1)2 + (ln(J))2), see e.g. Doll & Schweizerhof [28] for

the development of volumetric strain energy functions.

3.3.2 Conjugate stresses, entropy and Hessian operator

The extended kinematic set along with the temperature {F ,H , J, θ} enables us to intro-
duce an associated set of work conjugate variables {ΣF ,ΣH ,ΣJ , η} defined as

ΣF =
∂Ψ̄iso

∂F̄

∂F̄

∂F
= J−1/3

Σ̄F ,

ΣH =
∂Ψ̄iso

∂H̄

∂H̄

∂H
= J−2/3

Σ̄H ,

ΣJ =
∂Ψ̄iso

∂F̄
:
∂F̄

∂J
+

∂Ψ̄iso

∂H̄
:
∂H̄

∂J
+

∂(Ψ̄vol + Ψ̄cpl)

∂J

= −1

3
J−4/3

Σ̄F : F − 2

3
J−5/3

Σ̄H : H + p,

η = −∂(Ψ̄the + Ψ̄cpl)

∂θ
.

(3.30)

Note that {Σ̄F , Σ̄H} are work conjugate stresses to the isochoric strain components
{F̄ , H̄}. Accordingly, p denotes the work conjugate hydrostatic pressure to J which
is positive in tension and negative in compression.

Next, we derive the relationship between the first Piola-Kirchhoff stress tensor P and the
introduced sets of stresses {ΣF ,ΣH ,ΣJ} and {Σ̄F , Σ̄H , p}, respectively. The variation of
both energy functions in (3.27)1 with respect to the primal variables formally reads

DΨ[DF [δϕ], δθ] = DΨ̄[ DF [δϕ], DH [δϕ], DJ [δϕ], δθ]. (3.31)

Recalling (3.6) and (3.7) yields

P : ∇(δϕ)− ηδθ = ΣF : DF [δϕ] +ΣH : DH [δϕ] + ΣJ DJ [δϕ]− ηδθ

= (ΣF +ΣH × F + ΣJH) : ∇(δϕ)− ηδθ.
(3.32)
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Thus, we find that

P = ΣF +ΣH × F + ΣJH

= J−1/3
Σ̄F + J−2/3

Σ̄H × F +

(

p− 1

3
J−4/3

Σ̄F : F − 2

3
J−5/3

Σ̄H : H

)

H .
(3.33)

Concerning (3.29), the stresses Σ̄F , Σ̄H and p are given as

Σ̄F = 2αF̄ , Σ̄H = 3β(H̄ : H̄)1/2H̄ and p = κ(J − 1)− dγ(θ − θref)κ,
(3.34)

and the entropy reads

η = c ln

(
θ

θref

)

+ dγκ(J − 1). (3.35)

For the Newton-Raphson iteration a linearization is required. Regarding (3.32), the lin-
earization reads

D2Ψ̄[δϕ, δθ,Δϕ,Δθ] =
[
∇(δϕ) : δθ

]
[
DP [∇(Δϕ),Δθ]
−Dη[∇(Δϕ),Δθ]

]

=

⎡

⎢
⎢
⎣

∇(δϕ) :
∇(δϕ)× F :
∇(δϕ) : H

δθ

⎤

⎥
⎥
⎦

T

[HΨ̄]

⎡

⎢
⎢
⎣

: ∇(Δϕ)
: ∇(Δϕ)× F

∇(Δϕ) : H
Δθ

⎤

⎥
⎥
⎦

+ (ΣH + ΣJF ) : (∇(δϕ)×∇(Δϕ)),

(3.36)

where the Hessian operator is defined as

[HΨ̄] =

⎡

⎢
⎢
⎢
⎣

∂2Ψ̄
∂F∂F

∂2Ψ̄
∂F∂H

∂2Ψ̄
∂F∂J

∂2Ψ̄
∂F ∂θ

∂2Ψ̄
∂H∂F

∂2Ψ̄
∂H∂H

∂2Ψ̄
∂H∂J

∂2Ψ̄
∂H∂θ

∂2Ψ̄
∂J∂F

∂2Ψ̄
∂J∂H

∂2Ψ̄
∂J∂J

∂2Ψ̄
∂J∂θ

∂2Ψ̄
∂θ∂F

∂2Ψ̄
∂θ∂H

∂2Ψ̄
∂θ∂J

∂2Ψ̄
∂θ∂θ

⎤

⎥
⎥
⎥
⎦
. (3.37)

The entries of the Hessian operator read

∂2Ψ̄

∂F ∂F
= 2αJ−2/3I,

∂2Ψ̄

∂F ∂J
= −4

3
αJ−5/3F ,

∂2Ψ̄

∂H∂H
= 3βJ−2((H : H)−1/2H ⊗H + (H : H)1/2I),

∂2Ψ̄

∂H∂J
= −6βJ−3(H : H)1/2H ,

∂2Ψ̄

∂J∂J
=

10

9
αJ−8/3F : F + 6βJ−4(H : H)3/2 + κ,

∂2Ψ̄

∂J∂θ
= −dγκ,

∂2Ψ̄

∂θ∂θ
= −c

θ
,

(3.38)
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where I denotes the fourth order identity tensor. Note that [HΨ̄] can be written as a
20 × 20 second order tensor by applying the Voigt notation. Moreover, the first term in
(3.36)2 represents the material part of the linearization, whereas the geometrical part is
given via the second term. As shown in Bonet et al. [10], geometrical effects like buckling
are solely expressed by the latter term.

3.3.3 Duhamel’s law of heat conduction

A suitable constitutive relation for the computation of the Piola-Kirchhoff heat flux vector
Q reads

Q(F , θ,∇θ) = −F −1K(θ)F−T∇(θ), (3.39)

known as Duhamel’s law of heat conduction in material description. Here, K denotes
the positive semi-definite thermal conductivity tensor, which can be simplified in case of
isotropic material to K(θ) = K(θ)I = Kref(1 − ω(θ − θref))I with K(θ) ≥ 0. Inserting
into (3.39) yields

Q(F , θ,∇θ) = −K(θ)F −1F−T∇(θ)

= −Kref(1− ω(θ − θref))F
−1F−T∇(θ),

(3.40)

where ω is a softening parameter relying on the observation that the thermal conductivity
decreases with increasing temperature for a large number of materials, see Holzapfel &
Simo [47] and the references therein. Note that (3.40) represents the Fourier’s law of heat
conduction which satisfies (3.17).

3.3.4 Complementary energy

Assuming that the relationship between the work conjugate variables {F̄ , H̄ , J} and
{Σ̄F , Σ̄H , p} is invertible, we define a complementary energy density function by means
of the Legendre transformation

Ῡ(Σ̄F , Σ̄H , p, θ) = sup
F̄ ,H̄,J

{Σ̄F : F̄ + Σ̄H : H̄ + pJ − Ψ̄(F̄ , H̄ , J, θ)}. (3.41)

Regarding (3.29), this leads to

Ῡ = Σ̄F : F̄ (Σ̄F ) + Σ̄H : H̄(Σ̄H) + pJ(p, θ)−Ψ(F̄ (Σ̄F ), H̄(Σ̄H), J(p, θ), θ)

=
1

4α
Σ̄F : Σ̄F + αd+

2

3
√
3β

(Σ̄H : Σ̄H)
3/4 + βd3/2 +

1

2κ
p2 + p+ dγ(θ − θref)p

− c

(

θ − θref − θ ln

(
θ

θref

))

+
κ

2
(dγ(θ − θref))

2,

(3.42)

where expressions for F̄ (Σ̄F ), H̄(Σ̄H) and J(p, θ) may deduced directly by inverting the
relations given in (3.34). Note that Ῡ corresponds to the negative Gibbs energy density.
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3.4 Variational formulation

Based on the derivations in section 3.2 we summarize the strong form of the thermome-
chanical coupled initial boundary value problem as follows

ρ0ϕ̇ = π

π̇ = DivP +B

θη̇ = −DivQ+R

, (3.43)

where π denotes the linear momentum. Taking into account the constitutive relations
discussed in section 3.3, the above set of equations has to be satisfied for all X ∈ B0 and
t ∈ T . In order to complete the initial boundary value problem, the equations in (3.43)
have to be supplemented by appropriate initial and boundary conditions. We specify
initial conditions as

ϕ(X, 0) = X, ϕ̇(X, 0) = v0 and θ(X , 0) = θ0 inB0, (3.44)

where v0 and θ0 are prescribed fields at t = 0, namely the initial velocity field and the
initial temperature field. Moreover, the boundary conditions for the mechanical field are
specified as follows

ϕ = ϕ̄ on ∂Bϕ
0 × T and T = T̄ on ∂BT

0 × T , (3.45)

where ∂Bϕ
0 and ∂BT

0 are subsets of ∂B0 with properties ∂Bϕ
0 ∪∂BT

0 = ∂B0 and ∂Bϕ
0 ∩∂BT

0 =
∅. Similarly, the boundary conditions of the thermal field are given by

θ = θ̄ on ∂Bθ
0 × T and QN = Q̄N on ∂BQ

0 × T , (3.46)

where ∂Bθ
0 and ∂BQ

0 are subsets of ∂B0 with properties ∂Bθ
0∪∂BQ

0 = ∂B0 and ∂Bθ
0∩∂BQ

0 =
∅. Furthermore, ϕ̄, T̄ , θ̄ and Q̄N are prescribed fields.

3.4.1 Principle of virtual work

We define the space of the virtual variation of the geometry as

Vϕ = {δϕ ∈ H1(B0)|δϕ = 0 on ∂Bϕ
0 × T } (3.47)

and the corresponding space of the virtual variation of the absolute temperature as

Vθ = {δθ ∈ H1(B0)|δθ = 0 on ∂Bθ
0 × T }. (3.48)

Scalar multiplication of (3.43)2 and (3.43)3 by the virtual variations and subsequent in-
tegration lead to ∫

B0

δϕ · π̇dV =

∫

B0

δϕ · (Div(P ) +B)dV,

∫

B0

δθθη̇dV =

∫

B0

δθ(R− Div(Q))dV.

(3.49)
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Eventually, integration by parts along with the divergence theorem yields

Gϕ =

∫

B0

(δϕ · π̇ + P : ∇(δϕ))dV −
∫

B0

δϕ ·BdV −
∫

∂BT
0

δϕ · T̄dA = 0,

Gθ =

∫

B0

(δθθη̇ −Q · ∇(δθ))dV −
∫

B0

δθRdV −
∫

∂BQ
0

δθQ̄NdA = 0.
(3.50)

These equations have to hold for all δϕ ∈ Vϕ and δθ ∈ Vθ. While we state the balance
of linear momentum and the balance of energy in weak form, we retain the kinematic
relation (3.43)1 as well as the constitutive relations (3.23) and (3.24) in local form. Note
also that the first Piola-Kirchhoff stress tensor P can be calculated via (3.33) depending
on the choice of the free Helmholtz energy density function.

3.4.2 Hellinger-Reissner type variational principle

In the sense of a Hellinger-Reissner type variational principle, the original set of primal
variables is extended by stresses. Accordingly, we define {ϕ, θ, Σ̄∗

F , Σ̄
∗
H , p

∗} as new set
of primal variables, where the star indicates the stresses as primal variables. Next, we
perform two consecutive Legendre transformations2

e(F , η) = Ψ̄(F̄ , H̄ , J, θ) + θη

= −Ῡ∗(Σ̄
∗
F , Σ̄

∗
H , p

∗, θ) + Σ̄
∗
F : F̄ + Σ̄

∗
H : H̄ + p∗J + θη∗

(3.51)

and recast (3.10) in terms of the complementary energy density function as follows

∫

B0

(

(π̇ − Div(P ∗)−B) · ϕ̇+

(

F̄ − ∂Ῡ∗

∂Σ̄
∗
F

)

: ˙̄
Σ

∗
F +

(

H̄ − ∂Ῡ∗

∂Σ̄
∗
H

)

: ˙̄
Σ

∗
H

+

(

J − ∂Ῡ∗

∂p∗

)

ṗ∗ +

(

η∗ − ∂Ῡ∗

∂θ

)

θ̇ + (θη̇∗ +Div(Q)−R)

)

dV = 0.

(3.52)

Assuming that the rates of change occurring in (3.52) can be chosen arbitrary, we apply

suitable substitutions, namely ϕ̇ = δϕ, ˙̄
Σ

∗
F = δΣ̄F , ˙̄

Σ
∗
H = δΣ̄H and ṗ∗ = δp. Together

with the virtual variation of the temperature δθ applied to the latter terms in (3.52), this
leads to

Ghr
ϕ =

∫

B0

(δϕ · π̇ + P ∗ : ∇(δϕ))dV −
∫

B0

δϕ ·BdV −
∫

∂BT
0

δϕ · T̄dA = 0,

Ghr
θ =

∫

B0

(δθθη̇∗ −Q · ∇(δθ))dV −
∫

B0

δθRdV −
∫

∂BQ
0

δθQ̄NdA = 0,
(3.53)

2 Physical quantities which are subsequently considered as functions of Σ̄
∗
F ,Σ̄

∗
H and p∗ are also indicated

by a star.
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supplemented by the geometric compatibility conditions

Ghr
ΣF

=

∫

B0

(

F̄ − ∂Ῡ∗

∂Σ̄
∗
F

)

: δΣ̄FdV = 0,

Ghr
ΣH

=

∫

B0

(

H̄ − ∂Ῡ∗

∂Σ̄
∗
H

)

: δΣ̄HdV = 0,

Ghr
p =

∫

B0

(

J − ∂Ῡ∗

∂p∗

)

δpdV = 0.

(3.54)

Note that the thermal compatibility condition η∗ = ∂Ῡ∗/∂θ is satisfied locally, but can
also be enforced in variational sense by introducing the entropy as primal variable, similar
to (3.54). In addition, we define the first Piola-Kirchhoff stress tensor P ∗ as

P ∗ = J−1/3
Σ̄

∗
F + J−2/3

Σ̄
∗
H × F +

(

p∗ − 1

3
J−4/3

Σ̄
∗
F : F − 2

3
J−5/3

Σ̄
∗
H : H

)

H . (3.55)

Obviously, (3.53) merely differs from (3.50) by the definition of the first Piola-Kirchhoff
stress tensor and the entropy.

3.5 Discrete setting

In this section we perform the discretization in space and time for both, the standard
displacement-temperature based approach as well as the mixed approach based on the
Hellinger-Reissner type variational principle. For the latter approach, we apply a novel
discretization scheme which relies on developments suggested in Bonet et al. [10]. In par-
ticular, we utilize B-spline based shape functions for the spatial discretization of the geom-
etry and the temperature, whereas a discontinuous interpolation across element borders
is applied to stress components which are primal variables within the Hellinger-Reissner
type variational principle. This allows us for the reduction of the global system by ap-
plying a standard condensation procedure related to the stress unknowns. Moreover, an
implicit time integration scheme is applied to the semi-discrete coupled thermoelastic
problem. In particular, we apply a second order accurate mid-point evaluation to obtain
a set of non-linear algebraic equations to be solved via the Newton-Raphson iteration
scheme.

3.5.1 Spatial discretization – Displacement-temperature

based approach

The finite element approximations of the geometry ϕ and its variation δϕ are given as

ϕh =
∑

A∈I

RAqA and δϕh =
∑

A∈I

RAδqA (3.56)
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and the corresponding approximations of the absolute temperature θ and its variation δθ
read

θh =
∑

A∈I

RAΘA and δθh =
∑

A∈I

RAδΘA. (3.57)

Here, qA denotes the net of control points related to the current geometry and ΘA are
the control variables for the temperature field. For both we use the same B-spline based
approximations, where RA(X) are global basis functions and I is the index set of active
basis functions over all existent hierarchical levels.

In order to derive the semi-discrete counterpart of (3.50)1, we insert (3.56) into the cor-
responding terms of the mechanical balance equation. Beginning with the first term, we
obtain ∫

B0

δϕhπ̇hdV =

∫

B0

δϕhρ0ϕ̈
hdV

= δqA ·MABv̇B,

(3.58)

where the coefficients of the consistent mass matrix are given as

MAB =

∫

B0

ρ0R
ARBdV (3.59)

and vA = q̇A denotes the control variables for the velocity field. Moreover, the semi-
discrete virtual work of internal forces reads

∫

B0

P h : ∇(δϕh)dV = δqA ·
∫

B0

P h∇(RA)dV. (3.60)

Recalling (3.33)2, we obtain the discrete first Piola-Kirchhoff stress tensor via

P h = Jh−1/3
Σ̄

h
F + Jh−2/3

Σ̄
h
H × F h

+

(

ph − 1

3
Jh−4/3

Σ̄
h
F : F h − 2

3
Jh−5/3

Σ̄
h
H : Hh

)

Hh,
(3.61)

where

F h =
∂ϕh

∂X
= qA ⊗∇(RA) (3.62)

is the discrete version of the deformation gradient. The strain measures Hh, Jh, F̄
h

and H̄
h

follow in a straightforward manner by using the introduced definitions and the

discrete stress components can be achieved via Ψ̄h = Ψ̄h(F̄
h
, H̄

h
, Jh, θh) as follows

Σ̄
h
F =

∂Ψ̄iso,h

∂F̄
h

, Σ̄
h
H =

∂Ψ̄iso,h

∂H̄
h

and ph =
∂(Ψ̄vol,h + Ψ̄cpl,h)

∂Jh
. (3.63)

Eventually, the term of virtual work of external forces in semi-discrete setting reads

∫

B0

δϕh ·BdV +

∫

∂BT
0

δϕh · T̄ dA = δqA ·

⎡

⎢
⎣

∫

B0

RABdV +

∫

∂BT
0

RAT̄dA

⎤

⎥
⎦

= δqA · F ext,A

(3.64)
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and thus the semi-discrete counterpart of (3.50)1 can be written as

Gh
ϕ = δqA ·

⎡

⎣MABv̇B +

∫

B0

P h∇(RA)dV − F ext,A

⎤

⎦

= δqA ·RA
ϕ .

(3.65)

Next, we insert (3.57) into the terms of the weak form of thermal balance equation given
by (3.50)2. The first term in semi-discrete setting reads

∫

B0

δθhθhη̇h = δΘA

∫

B0

RAη̇hθhdV

= δΘA

∫

B0

RAΓhdV,

(3.66)

where the semi-discrete entropy is obtained via

ηh = −∂(Ψ̄the,h + Ψ̄cpl,h)

∂θh
. (3.67)

The semi-discrete version of the second term reads

∫

B0

Qh · ∇(δθh)dV = δΘA

∫

B0

Qh · ∇(RA)dV, (3.68)

with the discrete Piola-Kirchhoff heat flux vector

Qh = −Kref(1− ω(θh − θref))F
h−1

F h−T∇(θh). (3.69)

Finally, the terms of external contributions in semi-discrete setting are given as

∫

B0

δθhRdV +

∫

∂BQ
0

δθhQ̄NdA = δΘA

⎡

⎢
⎣

∫

B0

RARdV +

∫

∂BQ
0

RAQ̄NdA

⎤

⎥
⎦

= δΘAQ̄
ext,A

(3.70)

and thus the semi-discrete counterpart of (3.50)2 can be written as

Gh
θ = δΘA

⎡

⎣

∫

B0

RAΓhdV −
∫

B0

Qh · ∇(RA)dV − Q̄A

⎤

⎦

= δΘAR
A
θ .

(3.71)
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3.5.2 Spatial discretization – Mixed approach

Alternatively, employing the proposed Hellinger-Reissner type variational principle, the
finite element approximations of the stress components read

Σ̄
∗,h
F =

nΣF∑

A=1

NA
ΣF

Σ̄F,A, Σ̄
∗,h
H =

nΣH∑

A=1

NA
ΣH

Σ̄H,A and p∗,h =

np∑

A=1

NA
p pA, (3.72)

where NA
ΣF

and NA
ΣH

are standard linear interpolation functions and NA
ΣJ

denotes a con-
stant interpolation. Using these approximations, the semi-discrete first Piola-Kirchhoff
stress tensor P ∗,h is given in a straightforward manner, whereas the discrete entropy is

determined from Ῡ∗,h = Ῡ∗,h(Σ̄
∗,h
F , Σ̄

∗,h
H , p∗,h, θh) as follows

η∗,h =
∂Ῡ∗,h

∂θh
. (3.73)

The semi-discrete settings Ghr,h
ϕ and Ghr,h

θ are then analogous to (3.65) and (3.71), re-
spectively. Next, we define the approximations of the virtual variations of the stress
components via

δΣ̄
h
F =

nΣF∑

A=1

NA
ΣF

δΣ̄F,A, δΣ̄
h
H =

nΣH∑

A=1

NA
ΣH

δΣ̄H,A and δph =

np∑

A=1

NA
p δpA (3.74)

such that the geometric compatibility conditions in semi-discrete setting read

Ghr,h
ΣF

= δΣ̄F,A

∫

B0

(

F̄
h − ∂Ῡ∗,h

∂Σ̄
∗,h
F

)

NA
ΣF

dV

= δΣ̄F,A : Rhr,A
ΣF

,

Ghr,h
ΣH

= δΣ̄H,A :

∫

B0

(

H̄
h − ∂Ῡ∗,h

∂Σ̄
∗,h
H

)

NA
ΣH

dV

= δΣ̄H,A : Rhr,A
ΣH

,

Ghr,h
p = δpA

∫

B0

(

Jh − ∂Ῡ∗,h

∂p∗,h

)

NA
p dV

= δpAR
hr,A
p .

(3.75)

While we use a B-spline based approximation of arbitrary order for the displacement-
temperature based approach, we discretize the various fields related to the mixed ap-
proach independently. In particular, the geometry as well as the temperature field are
approximated by quadratic B-spline based shape functions, whereas linear interpolations
for the stresses conjugate to the isochoric part of the deformation gradient and its co-
factor and a constant interpolation for the stress conjugate to the Jacobian determinant
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are applied. Note that these linear and constant interpolations are given element by ele-
ment, i.e. discontinuous across element borders to ensure a block diagonal stiffness matrix
of the geometrical compatibility conditions. This enables us to apply a condensation pro-
cedure, see section 3.5.4 for details. Moreover, we obtain nΣF

= nΣH
= 8E and np = E,

where E is the total number of elements.

3.5.3 Temporal discretization – Displacement-temperature

based approach

Next, we perform the discretization in time for the coupled thermoelastic problem under
consideration. We subdivide the considered time interval T into a sequence of times
t0, . . . , tn, tn+1, . . . , T , where (•)n and (•)n+1 denote the value of a given physical quantity
at time tn and tn+1, respectively. Assume the state variables at tn, given by ϕh

n and θhn,
are known and the time step size Δt = tn+1 − tn is given. Then we approximate the
state at tn+1 using a second order accurate mid-point evaluation. More advanced energy
consistent time integration schemes for non-linear thermoelasticity can be found in Hesch
& Betsch [38]. The full-discrete setting of (3.50)1 takes the form

Gh
ϕ,n,n+1 = δqA ·

⎡

⎣MAB vB,n+1 − vB,n

Δt
+

∫

B0

∇(RA) · P h
n,n+1dV − F

ext,A
n+1/2

⎤

⎦

= δqA ·RA
ϕ,n,n+1

(3.76)

and the full-discrete setting of (3.50)2 reads

Gh
θ,n,n+1 = δΘA

⎡

⎣

∫

B0

Γh
n,n+1R

AdV −
∫

B0

Qh
n,n+1 · ∇(RA)dV − Q̄A

n+1/2

⎤

⎦

= δΘAR
A
θ,n,n+1 .

(3.77)

The above full-discrete weak formulations are supplemented by the mid-point type ap-
proximation of the kinematic relationship given as

qA,n+1 − qA,n

Δt
= vA,n+1/2, (3.78)

where vA,n+1/2 = (vA,n+1+vA,n)/2. In the above formulas, (•)n,n+1 denotes the value of a
given physical quantity evaluated via the mid-point configuration of the primal variables

ϕh
n+1/2 =

ϕh
n+1 +ϕh

n

2
and θhn+1/2 =

θhn+1 + θhn
2

. (3.79)

Moreover, we apply the central difference quotient to the entropy rate η̇h such that we
obtain

Γh
n,n+1 =

ηhn+1 − ηhn
Δt

θhn+1/2. (3.80)
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Linearization

The global system to be solved within the Newton-Raphson iteration reads 3

[
Kϕϕ Kϕθ

Kθϕ Kθθ

] [
Δq

ΔΘ

]

=

[
Rϕ

Rθ

]

, (3.81)

where Rϕ and Rθ are given by (3.76) and (3.77), respectively. Furthermore, Δq =
[Δq1, . . . ,Δq|I|] and ΔΘ = [ΔΘ1, . . . ,ΔΘ|I|] represent the corresponding incremental
variation of the control variables for the geometry and the temperature at time tn+1. Note
that Kϕθ �= (Kθϕ)

T, which results in a non-symmetric system which is inefficient to solve
and is associated with high numerical effort. An alternative solution technique is known
as staggered method, where the monolithic system is splitted into smaller symmetric
subsystems to be solved sequentially, see, e.g. Argyris & Doltsinis [4], Armero and Simo
[6] and Suwannachit [88] for details.

3.5.4 Temporal discretization – Mixed approach

Concerning the Hellinger-Reissner type variational principle we define the mid-point con-
figuration of the stresses as follows

Σ̄
∗,h
F,n+1/2 =

Σ̄
∗,h
F,n+1 + Σ̄

∗,h
F,n

2
, Σ̄

∗,h
H,n+1/2 =

Σ̄
∗,h
H,n+1 + Σ̄

∗,h
H,n

2
and p∗,hn+1/2 =

p∗,hn+1 + p∗,hn

2
.

(3.82)

Note that we obtain Σ̄
h
F,n,n+1, Σ̄

h
H,n,n+1 and phn,n+1 via the full-discrete free Helmholtz

energy density function Ψh
n,n+1 within the displacement-temperature based approach,

whereas we utilize the mid-point configuration of the stress components given by (3.82) to
define the full-discrete version of first Piola-Kirchhoff stress tensor P

∗,h
n,n+1 for the mixed

approach. Additionally, the full-discrete setting of the geometrical compatibility condi-
tions evaluated at the midpoint configuration reads

Ghr,h
ΣF ,n,n+1 = δΣ̄F,A :

∫

B0

(

F̄
h
n,n+1 −

∂Ῡh
n,n+1

∂Σ̄
∗,h
F,n+1/2

)

NA
ΣF

dV

= δΣ̄F,A : Rhr,A
ΣF ,n,n+1 ,

Ghr,h
ΣH ,n,n+1 = δΣ̄H,A :

∫

B0

(

H̄
h
n,n+1 −

∂Ῡh
n,n+1

∂Σ̄
∗,h
H,n+1/2

)

NA
ΣH

dV

= δΣ̄H,A : Rhr,A
ΣH ,n,n+1 ,

Ghr,h
p,n,n+1 = δpA

∫

B0

(

Jh
n,n+1 −

∂Ῡh
n,n+1

∂p∗,hn+1/2

)

NA
p dV

= δpAR
hr,A
p,n,n+1 .

(3.83)

3 Within the representation of the global system we neglect the specification of the time step and the
iteration step for readability.
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Linearization and condensation

Similar to (3.81), the global system related to the Hellinger-Reissner type variational
principle reads

⎡

⎣

Kϕϕ Kϕθ KϕΣ

Kθϕ Kθθ KθΣ

KΣϕ KΣθ KΣΣ

⎤

⎦

hr ⎡

⎣

Δq

ΔΘ

ΔΣ

⎤

⎦ =

⎡

⎣

Rϕ

Rθ

RΣ

⎤

⎦

hr

, (3.84)

where Rhr
ϕ and Rhr

θ are analogous to Rϕ and Rθ, respectively. In addition, Rhr
Σ is given via

(3.83), whereas the associated incremental variations of the control variables of the stresses
are summarized as ΔΣ = [ΔΣ̄F,1, . . . ,ΔΣ̄F,nΣF

,ΔΣ̄H,1, . . . ,ΔΣ̄H,nΣH
,Δp1, . . . ,Δpnp

].

Solving (3.84) with respect to ΔΣ yields

ΔΣ = Khr
ΣΣ

−1
(Rhr

Σ −Khr
ΣϕΔq −Khr

ΣθΔΘ). (3.85)

Insertion into (3.84) gives us the condensed system

[
Kϕϕ −KϕΣK

−1
ΣΣKΣϕ −KϕΣK

−1
ΣΣKΣθ

−KθΣK
−1
ΣΣKΣϕ Kθθ −KθΣK

−1
ΣΣKΣθ

]hr [
Δq

ΔΘ

]

=

[
Rϕ −KϕΣKΣΣ

−1RΣ

Rθ −KθΣKΣΣ
−1RΣ

]hr

(3.86)
to be solved with respect to Δq and ΔΘ. In a last step, (3.85) can be used to obtain the
stress update ΔΣ.

Remark 3: The proposed second order accurate time integration scheme can be replaced
by a more simple implicit Euler approach, to which we refer to as endpoint rule. Therefore,
we evaluate all corresponding terms at time tn+1 which will be used subsequently for
quasi-static problems.

3.6 Numerical examples

In this section we present several quasi-static examples to demonstrate the applicability
and performance of the Hellinger-Reissner type variational principle for fully coupled
non-linear thermoelasticity. Additionally, we deal with a transient problem to investigate
both, the Hellinger-Reissner as well as the displacement-temperature based approach,
within the context of thermoelastodynamics.

The material behavior within the present examples is assumed to be governed by the pro-
posed Mooney-Rivlin material law. The corresponding material parameters are specified
separately in each example using SI-units. Note that the chosen values for the material
parameters do not correspond to any physical material, i.e. the examples presented in
this section are of purely academic nature.
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3.6.1 Patch test

In order to demonstrate the applicability of the Hellinger-Reissner approach we start with
a simple patch test example. To be specific, a block of size 0.5 × 0.5 × 0.5 is loaded by
a uniform pressure load of p = 5 × 106 on the upper surface, whereas its lower surface
is clamped, such that the body can expand in horizontal direction, see Figure 3.2. The
block consists of 3× 3× 3 quadratic B-spline elements.

load p

Figure 3.2: Patch test: Boundary conditions (left) and reference configuration (right).

The mechanical parameters for the Mooney-Rivlin material law are given by α = 15/13×
105, β = 10/13 × 105 and κ = 25/3 × 105, which correspond to a Young’s modulus of
E = 106 and to a Poisson’s ratio of ν = 0.3. Moreover, the parameters for the thermal
material behavior are specified by c = 1830, γ = 0.22333 and K = Kref = 0.55. To obtain
a quasi-static solution, the mass density is set to zero, i.e. only Γh within the thermal
field depends on the differentiation with respect to time.

Figure 3.3: Patch test: Von Mises stress distribution (left) and temperature distribution
(right) for the Hellinger-Reissner approach.

Figure 3.3 (left) shows the von Mises stress distribution of the solution for the applied
uniform pressure load on the upper surface. The initial temperature is set to 293.15. Due
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to the applied linear expansion coefficient, the body heats up, as shown in Figure 3.3
(right). Nearly perfect and uniform results are obtained for the stress and temperature
distributions. Therein, the color map for the von Mises stress distribution is in range of
5×106±10−5, whereas a range wide of ±2×10−11 is used for the temperature distribution.
Note that similar results are obtained for the displacement-temperature based approach.

3.6.2 Notched bar

Next, we consider a further quasi-static example to investigate the convergence of the
Hellinger-Reissner approach in comparison to the displacement-temperature based ap-
proach. In particular, a rectangular bar of size 10 × 4.8 × 1 is clamped at its ends,
i.e. temporal Dirichlet boundary conditions are applied. Both sides are moved apart in
longitudinal direction with a uniform incremental step size of Δux = 0.1, whereas the
displacement in the other directions is fixed, see Figure 3.4. The bar is provided with a
notch of approximately 1/3 of the width at the middle, see also Hesch & Betsch [38] and
Holzapfel and Simo [47] for a similar setting.

ux

ux

Figure 3.4: Notched bar: Boundary conditions.

The Mooney-Rivlin material parameters are given as follows, for the mechanical field
the parameters take the values α = 1500/13, β = 1000/13 and κ = 2500/3, whereas
the setting for the thermal field reads θ0 = 293.15, c = 1830, γ = 2.2333 × 10−2 and
K = Kref = 0.55. The corresponding Young’s modulus is given by E = 1000 and the
Poisson’s ratio by ν = 0.3.
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refined mesh consisting of overall 5808 elements with in total 18982 degrees of freedom,
see Figure 3.5.

Figure 3.5: Notched bar: Reference configuration. Unrefined mesh (left) and two level
refined mesh (right).

Figure 3.6 (left) shows the von Mises stress distribution of the deformed geometry at
a displacement of ux = 3. Additionally, the corresponding temperature distribution is
plotted in Figure 3.6 (right). Due to large strains and associated stresses, respectively,
we obtain the largest cooling down in the region around the notch.

Figure 3.6: Notched bar: Von Mises stress distribution (left) and temperature distribu-
tion (right). Results for a displacement of u = 3 using the Hellinger-Reissner
approach and the refined mesh are depicted.

For the numerical simulations, a mesh consisting of 32×12×2 quadratic B-spline elements
with 5936 thermal and mechanical degrees of freedom is used as well as a two level locally
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approaches and both mesh resolutions almost identical results are obtained. Thus, we
assume a nearly converged solution for the given meshes.

displacement

0 0.5 1.0 1.5 2.0 2.5 3.0

fo
rc
e

0

0.5

1.0

1.5

2.0

HR approach
disp-temp approach
HR approach, refined mesh
disp-temp approach, refined mesh

Figure 3.7: Notched bar: Load-deflection curves for the Hellinger-Reissner and the
displace ment-temperature based approach using the unrefined as well as
the refined mesh.

3.6.3 L-shaped block

Figure 3.8: L-shaped block: Reference configuration.

Eventually, the load-deflection curve is plotted in Figure 3.7 for the Hellinger-Reissner
as well as the displacement-temperature based approach and both meshes. For both
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Eventually, we deal with a transient thermoelastic problem consisting a L-shape block of
size 2.4×1.2×3.6 as depicted in Figure 3.8, see also Hesch & Betsch [38]. The L-shape is
discretized with 256 quadratic B-spline elements on level zero. Additionally, a one level
hierarchical refinement is applied to the region where we expect peak stresses due to the
notch of the L-shape, see Figure 3.8. In total we obtain 1012 elements with overall 6792
thermal and mechanical degrees of freedom.

lo
a
d
p
(t
)

lo
a
d
p
(t
)

time

0 1 2 3 4 5

lo
ad

0

25

50

75

Figure 3.9: L-shaped block: Boundary conditions (left) and load over time (right).

The Mooney-Rivlin material parameters are given by α = 114.9425, β = 57.4713 and
κ = 3333.3333, which correspond to a Young’s modulus of E = 1000 and to a Poisson’s
ratio of ν = 0.45. The mass density is set to ρ = 0.5. Moreover, the thermal material
setting reads θ0 = 293.15, c = 1830, γ = 2.2333 · 10−4 and Kref = 0.15 with ω = 0.004.

Figure 3.10: L-shaped block: Snapshots of the deformed configuration at different times
t = [0, 0.46, 0.71, 0.96, 1.21].

The body is subjected to a temporal traction load p(t) = pmax sin(πt) during the time
interval t ∈ [0, 1] with a peak load of pmax = 60, see Figure 3.9. Afterwards, the body
moves freely in space for the time interval t ∈ [1, 5].
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Figure 3.11: L-shaped block: Energy plotted over time (left) and change in total energy
over the time interval t ∈ [1, 5] (right).

The motion of the body and the associated temperature distribution is illustrated in Fig-
ure 3.10 using a time step size of Δt = 0.01. For both, the Hellinger-Reissner as well as the
displacement-temperature based approach, the applied time step size is sufficiently small
to conserve nearly the total energy using the proposed mid-point type time integration
scheme, see Figure 3.11. As shown in Figure 3.10, the body turns while the load is fixed
in its initial direction. This leads to the depicted energy curve during the load phase. In
addition, the angular momentum is plotted over time in Figure 3.12. As expected, the
components of angular momentum remain preserved for the considered problem and time
integration scheme.

Figure 3.12: L-shaped block: Angular momentum plotted over time (left) and change in
the second component of angular momentum over the time interval t ∈ [1, 5]
(right).
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more complicated and requires a condensation procedure to avoid an unnecessarily high
computational effort during the solving of the global system. However, the proposed
Hellinger-Reissner type variational principle for thermomechanical systems represents a
novel and alternative formulation and provides a direct access to the stresses, which leads
to high flexibility for the modeling of multi-field problems.

To sum up, the accuracy and performance of the Hellinger-Reissner approach are com-
parable to the displacement-temperature based approach. The implementation is slightly
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to fracture mechanics

Variationally consistent formulated phase-field methods to fracture are able to predict
complex three dimensional crack patterns, see, among many other, Miehe et al. [64, 66],
Hesch & Weinberg [45] and Hesch et al. [42, 44]. In this chapter we deal with a fourth order
phase-field approach to brittle fracture within a fully non-linear framework. In particular,
the usage of the extended kinematic set as proposed in the previous chapter allows us to
introduce a novel formulation based on an anisotropic split of the principle invariants in
order to account for the different behavior of fracture in tension and compression. This
formulation satisfies the polyconvexity criteria in the sense of Ball [8] for the mechanical
field independent of the current state of fracture, cf. Hesch et al. [43]. Moreover, a
modification of the degradation of strain energy is investigated which improves along
with the higher order regularization of the crack topology, the accuracy and convergence
rates of the numerical solution, see Borden [11], Borden et al. [12] and Weinberg &
Hesch [98]. For the spatial discretization of the fourth order phase-field model, the B-
spline based approximations are required to be at least C1-continuous and the hierarchical
refinement procedure enables the investigation of fracture problems in a three dimensional
environment. Eventually, a series of numerical examples is extensively investigated to
demonstrate the accuracy and performance of the proposed framework in comparison to
previously established methods.

4.1 Configuration and kinematics

Similar to chapter 3, the body of interest is given in its reference configuration of the
bounded domain B ⊂ Rd with d = 3. Again, a sufficiently smooth non-linear deformation
mapping

ϕ(X, t) : B0 × T → Rd (4.1)

is introduced to map a material point X in its reference configuration to its current
position x = ϕ(X , t) at time t ∈ I = [0, T ]. In addition to the mechanical field, we
assume the existence of a sufficiently smooth phase-field to characterize diffusive crack
modeling inside the elastic body. The phase-field is described by an order parameter

s(X, t) : B0 × T → [0, 1], (4.2)
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where the value s = 0 refers to the undamaged and s = 1 to the fully broken state of the
material. Now, the unknowns {ϕ, s} from a configuration space in Rd+1, representing the
primal degrees of freedom to be found for all times of interest.

For the reminder, we introduce an extended kinematic set given by the deformation
gradient

F = ∇(ϕ), (4.3)

its co-factor

H =
1

2
(F × F ) (4.4)

and its determinant

J =
1

6
(F × F ) : F . (4.5)

4.2 Energy balance and constitutive theory for

brittle fracture

We state the global energy balance equation for the system under consideration as

Ṫ (t) + Ẇ e(t) + Ẇ cr(t) = P ext(t), (4.6)

where thermal effects as discussed in chapter 3 are omitted. In addition to the kinetic
energy T and the external mechanical power P ext, W e and W cr denote the stored elastic
strain energy and the fracture energy, respectively. Following the classical brittle fracture
approach of Griffith [34] and Irwin [51], the crack initiates or continues upon the attain-
ment of a critical local fracture energy density gc. Thus, the fracture energy within an
arising internal sharp crack interface ∂Bcr

0 (t) ⊂ Rd−1 reads

W cr(t) =

∫

∂Bcr
0 (t)

gcdA. (4.7)

Now, the mechanical energy balance equation in material description can be written as

d

dt

∫

B0

(
1

2
ρ0ϕ̇ · ϕ̇+ we

)

dV +
d

dt

∫

∂Bcr
0 (t)

gcdA =

∫

∂B0

T · ϕ̇dA +

∫

B0

B · ϕ̇dV, (4.8)

where we is the elastic strain energy density defined with respect to the reference volume.
Following the explanations in section 3.2, we obtain

∫

B0

ẇedV +
d

dt

∫

∂Bcr
0 (t)

gcdA =

∫

B0

(P e : Ḟ + (Div(P e) +B − ρ0ϕ̈) · ϕ̇)dV (4.9)

and satisfying the balance of linear momentum yields
∫

B0

ẇedV +
d

dt

∫

∂Bcr
0 (t)

gcdA =

∫

B0

P e : Ḟ dV. (4.10)
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Thus, the rate of change of the elastic strain energy plus the rate of change of the fracture
energy equals the elastic stress power.

The second law of thermodynamics as postulated by (3.16) simplifies for isothermal and
adiabatic processes (as considered in this chapter) to

Dint = θη̇ ≥ 0, (4.11)

such that a change in entropy is purely caused by internal dissipation. For the considered
system, (3.20) becomes

Dint = P e : Ḟ − ẇe ≥ 0 (4.12)

and insertion into (4.10) yields

d

dt

∫

∂Bcr
0 (t)

gcdA ≥ 0, (4.13)

i.e. the second law of thermodynamics prohibits to transfer fracture energy back into the
mechanical field.

4.2.1 Phase field model
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Figure 4.1: Analytical solution of the second order phase-field s(x) = e
−|x|
2l and fourth

order phase-field s(x) = e
−|x|

l

(

1 + |x|
l

)

for different values of the length

scale parameter.

Since the numerical evaluation of sharp crack interfaces is not suitable within a standard
finite element framework, a regularized crack interface using a specific regularization
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profile γ(s) is introduced, such that the fracture energy is approximated by
∫

∂Bcr(t)

gcdA ≈
∫

B0

gcγ(s)dV. (4.14)

For the regularization zone, a higher order regularization of the crack topology is utilized
to obtain better accuracy and convergence rates of the numerical solution, see Borden et
al. [12] for a detailed discussion. Hence, we apply a fourth order approach for the crack
density functional

γ̄(s,∇(s),Δ(s)) =
1

4l
s2 +

l

2
∇(s) · ∇(s) +

l3

4
Δ(s)Δ(s), (4.15)

where the intrinsic length scale parameter l controls the regularization zone. Note that
this parameter has substantial impact on the crack initialization and can be regarded
as material parameter, see Miehe et al. [65]. In Figure 4.1 the analytical solution of
the corresponding Euler equation of the fourth order approach in the one dimensional
case is compared to the solution of the Euler equation of the second order crack density
functional

γ̂(s,∇(s)) =
1

2l
s2 +

l

2
∇(s) · ∇(s). (4.16)

Note that there is no natural choice of differential equation to model the crack density
functional, for a survey see Weinberg & Hesch [98] and the references therein. Although
the fourth order approach is superior against the second order approach in terms of
accuracy, it additionally minimizes the global size of crack interfaces (see Cahn & Hilliard
[15]) and is therefore not necessarily suitable to handle effects like transient fragmentation
and crack branching.

4.2.2 Elastic strain energy

A fully isotropic formulation for the degradation of a strain energy density function due
to fracture requires a monotonically decreasing function g(s) with properties g(0) = 1,
g(1) = 0 and g′(1) = 0. The most simplest constitutive assumption reads ĝ(s) = (1− s)2

and we obtain
we(F , s) = ĝ(s)w(F ). (4.17)

A physically more reasonable formulation relies on a decomposition into tensile and com-
pressive components, assuming that fracture requires a local state of tension. Therefore,
we propose an additive anisotropic split related to the principal invariants of the right
Cauchy-Green tensor, which also necessitates a deviatoric split. Otherwise the volumetric
part within the first and second invariant might contradict the anisotropic split of the
third invariant, resulting in an unphysical behavior of the formulation. The tensile and
the compressive components of the isochoric contribution of the first invariant, i.e. I+

C̄
and

I−
C̄

, are given as

I±
C̄
(IC(F ), J) = J−2/3

(
(IC(F )− d)± |IC(F )− d|

2
+ d

)

(4.18)
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and for the corresponding components of the second invariant follow analogously

II±
C̄
(IIC(H), J) = J−4/3

(
(IIC(H)− d)± |IIC(H)− d|

2
+ d

)

, (4.19)

where IC(F ) = F : F and IIC(H) = H : H , see also section 3.3.1. In addition, for the
Jacobian determinant we obtain

J±(J) =
(J − 1)± |J − 1|

2
+ 1. (4.20)

Now, the elastic strain energy density function of a standard Mooney-Rivlin material law
can be defined as

w̄e(F ,H , J, s) = w̄e,iso(I±
C̄
(IC(F ), J), II±

C̄
(IIC(H), J), s) + w̄e,vol(J±(J), s), (4.21)

where the isochoric contribution reads

w̄e,iso(I±
C̄
, II±

C̄
, s) = αḡ(s)(I+

C̄
− d) + α(I−

C̄
− d) + βḡ(s)(II+

C̄

3/2 − d3/2) + β(II−
C̄

3/2 − d3/2)
(4.22)

and the volumetric contribution is given as

w̄e,vol(J±, s) =
κ

2
(ḡ(s)(J+ − 1))2 +

κ

2
(J− − 1)2. (4.23)

Therein, ĝ(s) = (1− s)2 is replaced by a cubic degradation function

ḡ(s) = ag((1− s)3 − (1− s)2)− 2(1− s)3 + 3(1− s)2 (4.24)

with ag ≥ 0 and properties ḡ(0) = 1, ḡ(1) = 0, ḡ′(0) = −ag and ḡ′(1) = 0. Note
that we obtain again the quadratic degradation function by setting ag = 2. However, in
order to avoid that relatively small strains even far from a crack noticeably contribute to
the computed fracture energy, we apply the proposed cubic degradation function along
with small values of ag, cf. Borden [11]. In Figure 4.2, the cubic degradation function
is compared for different values of the modeling parameter ag. In order to avoid a full
degradation of strain energy at the fully broken state, i.e. s = 1, we introduce a small
positive parameter kg ≈ 0 such that ḡ(1) = kg, see also Miehe et al. [66]. As shown in
Hesch et al. [43], this ensures that (4.21) is polyconvex with respect to F , H and J taking
into account arbitrary values of the phase-field parameter.

An alternative formulation of the volumetric contribution to the strain energy density
function using a multiplicative anisotropic split of the Jacobian determinant reads

ŵe,vol(J±, s) =
κ

2
((J+)

ḡ(s)
J− − 1)2. (4.25)

However, by applying this formulation polyconvexity with respect to F , H and J depends
on the chosen set of positive material parameters.

Remark 4: The proposed elastic strain energy function (4.21) describing a Mooney-Rivlin
material can be reduced to a Neo-Hookean material law by neglecting the latter both
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terms in (4.22). Typically, a standard Neo-Hookean material model is formulated using
the Lamé parameters λ and μ, e.g. as

w(F , J) =
μ

2
(IC − d) +

λ

2
(J − 1)2 − μ ln(J), (4.26)

whereas a corresponding alternative constitutive model using an isochoric split reads

w̄(F , J) =
μ

2
(IC̄ − d) +

κ

2
(J − 1)2. (4.27)

Then, the relation κ = (3λ+2μ)/3 (3D case) and κ = λ+μ (2D case) is used for the bulk
modulus, where only for the three dimensional case an exact correlation with the Lamé
parameters is given. Moreover, μ = 2(α + β) is used to achieve nearly comparability to
the Mooney-Rivlin material law.

Remark 5: The above formulations are not valid for two dimensional problems, but can be
adapted without changing the proposed framework. Two dimensional problems enables
us to investigate the phase-field approach using high mesh resolutions without possible
influence of local refinements.
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Figure 4.2: Cubic degradation function ḡ(s) plotted over the phase-field parameter s for
ag = 2, ag = 1 and ag = 0.01.

4.2.3 Conjugate stresses, phase-field driving force

and Hessian operator

Similar to the thermomechanical formulation in section 3.3.2, we introduce work conjugate
stresses to the extended kinematic set {F ,H , J} as follows

Σ
e
F (F , J, s) =

∂w̄e

∂F
, Σ

e
H(H , J, s) =

∂w̄e

∂H
and Σe

J(F ,H , J, s) =
∂w̄e

∂J
, (4.28)
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whereas the driving force to the phase-field equation is obtained via

H(F ,H , J, s) =
∂w̄e

∂s
. (4.29)

Hence, the first variation of the strain energy density function given by (4.21) with respect
to the primal variables reads

Dw̄e[ DF [δϕ],DH[δϕ], DJ [δϕ], δs]

= Σ
e
F : DF [δϕ] +Σ

e
H : DH[δϕ] + Σe

J DJ [δϕ] +Hδs

= (Σe
F +Σ

e
H × F + Σe

JH) : ∇(δϕ) +Hδs .

(4.30)

As before, the relationship between the conjugate stresses and the first Piola-Kirchhoff
stress tensor is given as follows

P e = Σ
e
F +Σ

e
H × F + Σe

JH . (4.31)

Eventually, the linearization with respect to the primal variables reads

D2w̄e[δϕ, δs,Δϕ,Δs] =
[
∇(δϕ) : δs

]
[
DP e[∇(Δϕ),Δs]
DH [∇(Δϕ),Δs]

]

=

⎡

⎢
⎢
⎣

∇(δϕ) :
∇(δϕ)× F :
∇(δϕ) : H

δs

⎤

⎥
⎥
⎦

T

[Hw̄e]

⎡

⎢
⎢
⎣

: ∇(Δϕ)
: ∇(Δϕ)× F

∇(Δϕ) : H
Δs

⎤

⎥
⎥
⎦

+ (Σe
H + Σe

JF ) : (∇(δϕ)×∇(Δϕ)),

(4.32)

where the Hessian operator is given as

[Hw̄e ] =

⎡

⎢
⎢
⎢
⎣

∂2w̄e

∂F∂F
∂2w̄e

∂F∂H
∂2w̄e

∂F∂J
∂2w̄e

∂F ∂s
∂2w̄e

∂H∂F
∂2w̄e

∂H∂H
∂2w̄e

∂H∂J
∂2w̄e

∂H∂s
∂2w̄e

∂J∂F
∂2w̄e

∂J∂H
∂2w̄e

∂J∂J
∂2w̄e

∂J∂s
∂2w̄e

∂s∂F
∂2w̄e

∂s∂H
∂2w̄e

∂s∂J
∂2w̄e

∂s∂s

⎤

⎥
⎥
⎥
⎦
. (4.33)

The above first and second derivatives with respect to the three strain measures are
tedious but straightforward (cf. section 3.3.2), whereas the derivatives with respect to the
phase-field simply rely on the derivative of the degradation function.

4.3 Variational formulation

Utilizing the above derivations we can recast (4.9) as

∫

B0

(

(π̇ −Div(P e)−B) · ϕ̇+

(

H + gc
∂γ̄

∂s

)

ṡ+
∂γ̄

∂∇(s)
· ∇(ṡ) +

∂γ̄

∂Δ(s)
Δ(ṡ)

)

dV = 0,

(4.34)
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where
∫

B0
gc ˙̄γdV can also be regarded as global dissipation term, cf. (4.13). The variation

of (4.34) with respect to the rates of change of the primal variables along with integration
by parts and divergence theorem leads to

Gϕe =

∫

B0

(δϕ · π̇ + P e : ∇(δϕ))dV −
∫

B0

δϕ ·BdV −
∫

∂BT
0

δϕ · T̄dA = 0,

Gs =

∫

B0

(

δs
(

H +
gc
2l
s
)

+ gcl∇(δs) · ∇(s) +
gcl

3

2
Δ(δs)Δ(s)

)

dV = 0.

(4.35)

These equations have to hold for all δϕ ∈ Vϕ and δs ∈ Vs. Additionally, we enforce the
constitutive relations (4.28) and (4.29) as well as the kinematic relation π = ρ0ϕ̇ locally.
The space of the virtual variation of the geometry is given by

Vϕ = {δϕ ∈ H1(B0)|δϕ = 0 on ∂Bϕ
0 × T }, (4.36)

whereas the corresponding space of the virtual variation of the phase-field is defined as

Vs = {δs ∈ H2(B0)|δs = 0 on ∂Bs
0 × T }, (4.37)

i.e. the fully broken state on ∂Bs
0 is treated as Dirichlet type constraint. Note that

Miehe et al. [64], also demands ṡ ≥ 0, which is equivalent to ˙̄γ ≥ 0 since H ≤ 0, for
thermodynamical consistency, avoiding a transfer of energy from the phase-field into the
mechanical field. This prevents healing effects, which may be taken into account as well.
Here, we slightly relax the condition given by (4.11) and restrict only the fully broken
state, i.e. we allow for healing until the phase-field parameter reaches one, see Hesch &
Weinberg [45].

4.4 Discrete setting

The finite element approximations of the deformed geometry ϕ and its variation δϕ are
defined as

ϕh =
∑

A∈I

RAqA and δϕh =
∑

A∈I

RAδqA, (4.38)

whereas we introduce corresponding approximations of the phase-field s and its variation
δs as

sh =
∑

A∈I

RAsA and δsh =
∑

A∈I

RAδsA, (4.39)

where sA are the control variables for the phase-field. As before, we use the same B-spline
based approximations for both fields, satisfying the required continuity sh ∈ H2(B0) of
the fourth order phase-field approach.

Beginning with the mechanical balance equation in weak form (4.35)1, the semi-discrete
counterpart is obtained in analogy to section 3.5.1. The first Piola-Kirchhoff stress tensor
in semi-discrete setting reads

P e,h = Σ
e,h
F +Σ

e,h
H × F h + Σe,h

J Hh, (4.40)
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where the set of conjugate stresses is obtained via the semi-discrete version of the elastic
strain energy density function w̄e,h = w̄e,h(F h,Hh, Jh, sh) as

Σ
e,h
F =

∂w̄e,h

∂F h
, Σ

e,h
H =

∂w̄e,h

∂Hh
and Σe,h

J =
∂w̄e,h

∂Jh
. (4.41)

Thus, the semi-discrete counterpart of (4.35)1 can be written as

Gh
ϕe = δqA ·

⎡

⎣MAB v̇B +

∫

B0

P e,h∇(RA)dV − F ext,A

⎤

⎦

= δqA ·RA
ϕe ,

(4.42)

cf. (3.65) within the thermomechanical formulation.

Next, we insert (4.39) into the weak form (4.35)2. Then the corresponding semi-discrete
counterpart reads

Gh
s = δsA

⎡

⎣

∫

B0

HhRAdV +
gc
2l
KABsB + gclK

AB
∇ sB +

gcl
3

2
KAB

Δ sB

⎤

⎦

= δsAR
A
s ,

(4.43)

where the semi-discrete version of the phase-field driving force is obtained via

Hh =
∂w̄e,h

∂sh
(4.44)

and the coefficients of the matrices K, K∇ and KΔ are defined as

KAB =

∫

B0

RARBdV, KAB
∇ =

∫

B0

∇(RA) · ∇(RB)dV and KAB
Δ =

∫

B0

Δ(RA)Δ(RB)dV.

(4.45)

Eventually, we perform the temporal discretization for the considered fully coupled prob-
lem. Again, we subdivide the considered time interval T into a sequence of times, i.e.
t0, . . . , tn, tn+1, . . . , T and assume the state variables at tn, now given by ϕh

n and shn are
known. Then, the full-discrete setting of (4.35)1 using the proposed mid-point evaluation
reads

Gh
ϕe,n,n+1 = δqA ·

⎡

⎣MAB vB,n+1 − vB,n

Δt
+

∫

B0

∇(RA) · P e,h
n,n+1dV − F

ext,A
n+1/2

⎤

⎦

= δqA ·RA
ϕe,n,n+1

(4.46)

and the full-discrete setting of (4.35)2 takes the form

Gh
s,n,n+1 = δsA

⎡

⎣

∫

B0

Hh
n,n+1R

AdV +

[
gc
2l
KAB + gclK

AB
∇ +

gcl
3

2
KAB

Δ

]

sB,n+1/2

⎤

⎦

= δsAR
A
s,n,n+1 .

(4.47)



68 4 Large strain phase-field approach to fracture mechanics

The above set of non-linear equations is supplemented by the mid-point type approx-
imation of the kinematic relationship given by (3.78). Furthermore, the full-discrete
phase-field driving force Hh

n,n+1 is evaluated via the mid-point configuration of the primal
variables given as

ϕh
n+1/2 =

ϕh
n+1 +ϕh

n

2
and shn+1/2 =

shn+1 + shn
2

. (4.48)

Linearization

The global system to be solved within the Newton-Raphson iteration reads
[
Kϕeϕe Kϕes

Ksϕe Kss

] [
Δq

Δs

]

=

[
Rϕe

Rs

]

, (4.49)

where Δq = [Δq1, . . . ,Δq|I|] and Δs = [Δs1, . . . ,Δs|I|] represent the incremental varia-
tion of the control variables for the deformed geometry and the phase-field parameter at
time tn+1. Moreover, Rϕe and Rs are given by (4.46) and (4.47), respectively, whereas
Kϕeϕe , Kϕes, Ksϕe and Kss are tangential components. Note that we can solve the
system either monolithically or sequentially by applying a staggered solution scheme, cf.
chapter 3.

4.5 Numerical examples
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Figure 4.3: 2D crack test: Geometry and boundary conditions for the tension problem
(left) and the shear problem (right).

The objective of this section is to present a series of numerical examples and to demon-
strate the accuracy and performance of our proposed non-linear phase-field formulation
in comparison to previously established methods. In particular, various quasi-static two
dimensional and three dimensional benchmark problems are considered.
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Throughout this section, we use either linear Lagrangian shape functions or quadratic
B-Spline based shape functions whenever necessary to ensure global C1-continuity for the
higher order phase-field approach. Moreover, for the considered quasi-static examples
considered in this section we make use of the more simple implicit Euler time integra-
tion scheme, whereas the proposed midpoint evaluation is applied for a transient impact
problem within chapter 5.

4.5.1 2D crack test

Figure 4.4: 2D tension test: Phase-field results for displacements of uy =
[4.73, 4.83, 4.98]×10−6m using the cubic degradation function with ag = 0.1
(upper row) and for displacements of uy = [4.47, 4.69, 4.83]× 10−6 m using
the quadratic degradation function (lower row). Results for the Neo-Hookean
model with anisotropic split of the invariants are presented s = 0 (blue) and
s = 1 (red).

The following two dimensional benchmark examples have been presented in Hesch &
Weinberg [45] (see also Miehe et al. [64] for further details). The objective of these
examples is to address the following points:

I) Comparison of the solution obtained by using linear Lagrangian shape functions to
that obtained by using quadratic B-spline based shape functions for the approxima-
tion of the displacement and phase-field.
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II) Comparison of the second order Allen-Cahn crack density functional (4.16) and the
fourth order Cahn-Hilliard crack density functional (4.15) using quadratic B-spline
basis functions in both cases. Note that the second order Allen-Cahn type approach
will in general produce different results as the fourth order Cahn-Hilliard type ap-
proach, since the predefined length scale parameter controls the regularization zone
differently in both approaches. However, we expect at least results which do not
differ significantly and we want to outline the differences.

III) Study of the performance of the cubic degradation function as provided in (4.24)
examining the solution of the problem.

IV) Comparison of the solution obtained with the proposed anisotropic split based on
principal invariants with that obtained based on the principal eigenvalues of the
deformation proposed in Hesch & Weinberg [45].

V) Study of the effect of mesh refinement upon the solution.

In order to investigate each of the aforementioned points, a fixed value of the length
parameter l = 7.5 × 10−6m (interpreted as a material parameter) and a critical energy
release rate gc = 2700J/m2 will be chosen. Moreover, the material behavior is assumed to
be governed by a Neo-Hookean material model as defined in (4.27) with Lamé parameters
μ = 80.769GPa and λ = 121.154GPa, which correspond to a Young’s modulus of E =
210GPa and a Poisson’s ratio of ν = 0.3 (steel-like material).
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Figure 4.5: 2D tension test: Load-deflection curves for the tension problem using the
eigenvalue and the invariant approach. Results for the second order (2nd)
and the fourth order (4th) approach are compared using Lagrangian shape
functions (Lag) and B-spline based shape functions (NURBS).
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Tension test

A well-established benchmark problem is that of a symmetric tension test consisting of a
squared plate with a horizontal notch (area with initialized fracture) with the geometry
depicted in Figure 4.3 (left). The lower boundary is clamped as depicted, whereas the
upper boundary is incrementally moved in (vertical) y-direction. The incremental dis-
placement is given by Δuy = 10−8m until a displacement of uy = 4 × 10−6m is reached,
afterwards the incremental displacement is reduced by a factor of ten. A staggered so-
lution scheme is used, such that we can control the error by the application of different
incremental displacement step sizes. This is necessary to ensure a stable solution, since
a monolithic scheme for this tension problem would require an arc length method to cal-
culate the numerically unstable breakthrough of the crack. The uniform mesh consists of
256 × 256 and 512 × 512 elements, respectively, such that we obtain an element size of
h = 3.9× 10−6m and h = 2× 10−6m, i.e. h ≈ l/2 and h ≈ l/4.
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Figure 4.6: 2D tension test: Load-deflection curves for the tension problem for the second
and the fourth order regularization profile. Results for the eigenvalue (Eig)
and the invariant (Inv) approach are compared using the cubic degradation
function with ag = 0.1 and the linear degradation function (ag = lin).

Snapshots of the phase-field result at different states of fracture are given in Figure 4.4,
where the proposed anisotropic split based on the principal invariants is used.

Figure 4.5 shows a comparison of the load-deflection result provided by the anisotropic
split based on principal eigenvalues (left) and that based on principal invariants (right).
For each approach displayed in Figure 4.5, it is possible to observe that the solution
obtained for both meshes, namely 256× 256 and 512× 512 elements are nearly identical,
which indicates that for the coarser mesh the solution is already converged. Note that
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this addresses point V) above. Regarding point I), these two Figures show that for both
anisotropic splits, the results obtained by using linear Lagrangian shape functions match
exactly those obtained by using quadratic B-spline based shape functions when the second
order Allen-Cahn crack density functional (4.16) is employed. Notice that this is expected
for a sufficiently fine mesh with a converged solution.
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Figure 4.7: 2D tension test: Load-deflection curves for the tension problem. Study of
different ag parameters of the degradation function for the eigenvalue (Eig)
and the invariant (Inv) approach.

Concerning point IV), we observe that the solution provided by both anisotropic splits
(for the same choice of approximation spaces, degradation function and crack density
functional) differs noticeably regarding the initialization of the crack. This is due to
the fact, that different formulations of the elastic strain energy density functions are
applied. Regarding point III), it is possible to observe the different influence of the
cubic degradation function for a choice of the parameter ag = 0.1. Regarding point
II), the results obtained when the fourth order Cahn-Hilliard crack density functional in
(4.15) is used (in conjunction with quadratic B-splines) are slightly different from those
obtained with the second order Allen-Cahn functional. Note that this was expected, as
the fourth order functional regularizes the transition zone differently, i.e. the same length
scale parameter l yields a different constitutive behavior in the material.

In Figure 4.6, a more extensive comparison of the results of the second order Allen-Cahn
crack functional and those obtained with the fourth order Cahn-Hilliard functional is pre-
sented. For each choice of crack density functional, second order (Figure 4.6 (left)) and
fourth order (Figure 4.6 (right)), both anisotropic splits have been employed using the
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cubic degradation function with a choice of ag = 0.1. For completeness, a linear degra-
dation function (1 − s) is also considered for the anisotropic split based on eigenvalues1.
Notice that this linear degradation function is used in Hesch & Weinberg [45]. It can be
observed that the cubic degradation function seems to be numerically more stable.

Figure 4.8: Shear problem: Phase-field results for displacements of ux =
[8.5, 10.5, 12.2]× 10−6m using the Neo-Hookean model with an anisotropic
split of the principal invariants (upper row) and for displacements of ux =
[8.5, 10.5, 11.05]× 10−6m using the Neo-Hookean model with an anisotropic
split of the principal eigenvalues (lower row). In both a parameter of ag = 0.1
is used for the cubic degradation function.

This numerical stability is dramatically affected for the particular choice of ag = 2 (de-
generating into a quadratic degradation function) as observed in Figure 4.7, where a
mesh of 256× 256 elements and linear Lagrangian shape functions is employed for all the
simulations. In contrast to the cubic degeneration function, the choice of the quadratic
degeneration function leads to a softening before crack initialization for both anisotropic
splits. Note that several curves for the eigenvalue split stop before a full breakthrough is
reached. Since we do not use a trust-region or any other similar numerical optimization
strategies, the additional material instability of this approach becomes apparent in this
case. In contrast, the new approach based on principal invariants is numerically more
stable.

1 The linear degeneration function is considered within the exponent of the principal stretches.
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Shear test
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Figure 4.9: 2D shear test: Load-deflection curves for the shear problem using the eigen-
value and the invariant approach. Results for the second order (2nd) and the
fourth order (4th) approach are compared using Lagrangian shape functions
(Lag) and B-spline based shape functions (NURBS).

The geometry and boundary conditions of the shear test example are depicted in Figure
4.3 (right). The difference with respect to the previous example (tension test) relies on
the application of a displacement in (horizontal) x-direction on the upper boundary of the
body, yielding a shear type deformation. In contrast to the previous example, a uniform
incremental displacement of Δux = 10−8m is now applied on this boundary. The material
parameters are chosen equally as for the tension test.

Again, a series of snapshots of the phase-field fracture result is presented in Figure 4.8
for both anisotropic splits.

The load-deflection curves for the two anisotropic splits are presented in Figure 4.9, yield-
ing analogous conclusions to the tension test. As can be observed, the results for the mesh
using 256×256 elements are nearly identical compared with the results of the mesh using
512×512 elements. Additionally, the newly proposed anisotropic split based on the prin-
cipal invariants initializes slightly differently with respect to the anisotropic split based
on the principal eigenvalues. Eventually, Figure 4.10 shows the load-deflection curves for
the second and fourth order crack density functionals yielding similar conclusions to those
obtained for the tension test in Figure 4.6.
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Figure 4.10: 2D shear test: Load-deflection curves for the shear problem for the second
and the fourth order regularization profile. Results for the eigenvalue (Eig)
and the invariant (Inv) approach are compared using the cubic degradation
function with ag = 0.1 and the linear degradation function (ag = lin).

4.5.2 2D large deformation test

12m

12m

2m
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x

y

Figure 4.11: 2D large deformation test: Reference configuration and the applied bound-
ary conditions.
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The objective of this example is to illustrate the applicability of the formulation to sce-
narios where large deformations are obtained in the entire computational domain. With
that in mind a Neo-Hookean constitutive model is considered with Lamé parameters
μ = 0.071GPa and λ = 0.286GPa. This material setting corresponds to a synthetic sub-
stance with Young’s modulus of E = 0.2GPa and a Poisson ratio of ν = 0.4. The critical
energy release rate is chosen as gc = 150kJ/m2 in order to enable large deformations
before crack initialization. Moreover, the length scale parameter reads l = 0.01m and a
value of ag = 0.1 is used for the degradation function.

Figure 4.12: 2D large deformation test: Phase-field result (top) and von Mises stress
distribution (bottom) after crack initialization at time t = 0.15. Broken
elements are removed.

The reference configuration and the applied boundary conditions are given in Figure
4.11. The computational mesh consists of 158400 quadratic B-spline elements with in
total 396500 degrees of freedom. A force per unit undeformed area of T̄ = [−q × t, 0]
with q = 5×106N/m2 is applied to the upper surface, controlled by a quasi time step size
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of Δt = 0.001 for each load increment. In addition, the L-shaped domain is completely
constrained on the right hand side boundary.

Figure 4.12 displays the phase-field fracture result as well as the von Mises stress field
after crack initialization at time t = 0.15. Note that all the broken elements have been
removed for post-processing purposes.

4.5.3 3D crack test

ux

uy1

uy2

uz

Figure 4.13: 3D crack test: Boundary conditions for mode I (left), mode II (middle) and
mode III (right) crack propagation.

This section is to demonstrate the applicability of the newly defined phase-field approach
using an anisotropic decomposition of the principal invariants in the context of three
dimensional crack evolution. In particular, we consider a horizontal notched plate of size
1m× 0.2m× 1m. Taking the classical fracture modes I, II and III into account, the three
dimensional plate is investigated within an opening, an in-plane shear and an out-of-plane
shear displacement driven setting as depicted in Figure 4.13, see also Hesch et al. [44].

Figure 4.14: 3D crack test: Initial meshes of mode I (left), mode II (middle) and mode
III (right)
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The mesh used for each fracture mode consists of 20×1×20 quadratic B-spline elements on
level zero. Additionally, the finite element mesh is locally refined to capture the different
crack path according to the specific fracture mode:

I) Three local refinement levels are used for the pure tension test, see Figure 4.14 (left).
In total 46288 elements with overall 275354 degrees of freedom are employed. The
displacement increment is set to Δuz = 5× 10−6m.

II) Two local refinement levels are used for the in-plane shear test, see Figure 4.14 (mid-
dle). In total 21900 elements with overall 102807 degrees of freedom are employed.
The displacement increment is set to Δux = 5× 10−6m.

III) Two local refinement levels are used for the out-of-plane shear test, see Figure 4.14
(right). In total 29040 elements with overall 135732 degrees of freedom are employed.
The displacement increment is set to Δuy1 = Δuy2 = 10× 10−6m.

Figure 4.15: 3D crack test: Final phase-field results of mode I (left, for displacement
uz = 0.26× 10−3m), mode II (middle, for displacement ux = 0.37×10−3m)
and mode III (right, for displacement uy1 = uy2 = 1.74× 10−3m)
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β = 13.462GPa and κ = 175GPa. In addition, the phase-field parameters are set to
gc = 2700J/m2, l = 0.0081m and ag = 0.085 for mode I, whereas l = 0.0138m and
ag = 0.05 are used for mode II and III.

The phase-field is graphically presented using isosurfaces for s = 0.8 in Figure 4.15,
displaying detailed snapshots of the crack progression for the different modes. Note that
we constructed the B-spline meshes using a higher order domain decomposition between
two rectangular blocks starting at the center up to the right hand boundary, such that we
obtain an initial crack from the left hand boundary to the center. The meshes in Figure
4.15 indicate this construction by displaying the internal interface. Figure 4.16 shows the
corresponding von Mises stress distribution for the three modes at certain time steps.

Figure 4.16: 3D crack test: Von Mises stress results of mode I (left, for displacement
uz = 0.26× 10−3m), mode II (middle, for displacement ux = 0.37×10−3m)
and mode III (right, for displacement uy1 = uy2 = 1.74× 10−3m)

To summarize, the proposed fourth order model using the cubic degradation function
and the proposed polyconvex anisotropic split of the principal invariants allows for the
prediction of complex three dimensional crack propagation. Especially the mode III shear
test results in very complex, three dimensional fracture patterns.

The constitutive behavior is assumed to be governed by a Mooney-Rivlin material law
where the parameters correspond to a steel-like material and take the values α = 26.923GPa,





5 Contact mechanics

In this chapter we consider thermomechanical as well as fracture mechanical contact and
impact problems within the context of IGA. Based on the first and second laws, the
thermodynamic foundations of frictional interfaces govern the formulation of appropriate
constitutive laws and additionally play a major role in the construction of the accom-
panying numerical schemes. Here, the emphasis will be on the numerical aspects. In
particular, we aim at a variationally consistent mortar approach for B-spline and NURBS
discretized and hierarchically refined bodies in contact. To be specific, we employ a
quadratic B-spline or NURBS discretization with local refinements for the contact inter-
face, whereas linear Lagrangian shape functions are used for the discrete traction field.
This approach leads to a simplified and fast mortar framework, which has been proposed
for domain decomposition problems in Hesch & Betsch [41], for thermomechanical contact
problems in Dittmann et al. [27] and for fracture mechanical contact problems in Hesch
et al. [42]. The mortar projections will be calculated via a newly developed segmentation
procedure of the surface intersections. For the thermal contributions, the mortar con-
cept will be applied by introducing so-called triple mortar integrals to accurately capture
the frictional dissipation contribution to the contact heat flux and to establish a correct
thermal interaction among the contacting surfaces. Eventually, numerical examples are
investigated for both, thermomechanical as well as fracture mechanical contact problems.
These examples will demonstrate the capabilities of the entire framework presented in
this work.

5.1 Contact formulation

Assuming two thermoelastic bodies i ∈ {1, 2} in a contact situation, the boundaries are
further subdivided and satisfy

∂B(i),c
0 ∪ ∂B(i),ϕ

0 ∪ ∂B(i),T
0 = ∂B(i),c

0 ∪ ∂B(i),θ
0 ∪ ∂B(i),Q

0 = ∂B(i)
0 (5.1)

and
∂B(i),c

0 ∩ ∂B(i),ϕ
0 = ∂B(i),ϕ

0 ∩ ∂B(i),T
0 = ∂B(i),T

0 ∩ ∂B(i),c
0 = ∅,

∂B(i),c
0 ∩ ∂B(i),θ

0 = ∂B(i),θ
0 ∩ ∂B(i),Q

0 = ∂B(i),Q
0 ∩ ∂B(i),c

0 = ∅.
(5.2)

In this connection, ∂B(i),c
0 represents the potential contact area on surface (i).

Assuming that the local linear momentum balance equation across the contact interface

t(1)dA = −t(2)dA, (5.3)
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where t(i) denotes the Piola traction associated with surface ∂B(i),c
0 , is valid, we state the

global energy balance of the interface as follows
∫

∂B
(1),c
0

ėcdA =

∫

∂B
(1),c
0

(−t(1) · (ϕ̇(1) − ϕ̇(2)) +Q(1)
c +Q(2)

c )dA. (5.4)

Here, ec is the stored inner energy density measured per unit area on the contact interface,
(ϕ̇(1)−ϕ̇(2)) describes the relative velocity between both contact surfaces and Q

(i)
c denotes

the heat supply across the respective surface ∂B(i),c
0 on the contact interface. Note that

the heat supplies are not required to be equal and opposite, such that a heat generation
on the contact interface is possible. Next, we apply the localization theorem and obtain
the local form of the balance equation as

ėc = −t(1) · (ϕ̇(1) − ϕ̇(2)) +Q(1)
c +Q(2)

c , (5.5)

which can be recast in terms of the local Helmholtz boundary energy density Ψc = ec−θcηc
as

Ψ̇c + θcη̇c + ηcθ̇c = −t(1) · (ϕ̇(1) − ϕ̇(2)) +Q(1)
c +Q(2)

c . (5.6)

Therein, ηc and θc are the entropy density per unit area on the contact interface and the
absolute temperature of the interface, respectively.

Similar to (3.13), we postulate that the total entropy production on contact interface is
greater than or equal to zero, i.e. in local form the second law of thermodynamics for the
interface becomes

η̇c ≥
Q

(1)
c

θ(1)
+

Q
(2)
c

θ(2)
, (5.7)

where θ(i) is the temperature of the body (i) as the contact interface is approached.
Combining (5.6) and (5.7), we obtain the inequality

− Ψ̇c − ηcθ̇c − t(1) · (ϕ̇(1) − ϕ̇(2)) +Q(1)
c

(

1− θc
θ(1)

)

+Q(2)
c

(

1− θc
θ(2)

)

≥ 0. (5.8)

To account for different contact reactions in normal and tangential direction, we may
decompose the Piola traction into normal and frictional tractions as follows

t(1) = −tNn− tT with tT · n = 0, (5.9)

where n = n(2) denotes the current outward normal vector on ∂B(2),c
0 . Accordingly, we

define the local normal and tangential gap functions as

gN = n · (ϕ(1) −ϕ(2)) and gT = (I − n⊗ n) · (ϕ(1) −ϕ(2)), (5.10)

cf. Puso & Laursen [77]. Note that the components of the tangential traction and the
tangential gap function can be written in terms of co-/contravariant basis vectors

tT = tT,αa
α and gT = gαTaα, (5.11)

which is often useful for the definition of the constitutive frictional law (e.g. in case of
anisotropic friction).
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5.2 Constitutive theory for contact mechanics

The tangential gap function can be further decomposed additively into a reversible (elas-
tic) part ge

T and an irreversible (inelastic) part gs
T. Thus, we define the free Helmholtz

boundary energy as a function dependent on the normal penetration, the elastic part of
the tangential slip and the interface temperature

Ψc = Ψc(gN, g
e
T, θc). (5.12)

Now, differentiating with respect to time and insertion into (5.8) yields
(

tN − ∂Ψc

∂gN

)

ġN + tT · ġT − ∂Ψc

∂ge
T

· ġe
T −

(

ηc +
∂Ψc

∂θc

)

θ̇c

+Q(1)
c

(

1− θc
θ(1)

)

+Q(2)
c

(

1− θc
θ(2)

)

≥ 0.

(5.13)

This inequality has to be satisfied for each admissible evolution of the system. Assuming
that the rates of change ġN, ġe

T and θ̇c can be arbitrary, we obtain the following constitutive
relations

tN =
∂Ψc

∂gN
, tT =

∂Ψc

∂ge
T

and ηc = −∂Ψc

∂θc
, (5.14)

along with the dissipation inequality

tT · ġs
T +Q(1)

c

(

1− θc
θ(1)

)

+Q(2)
c

(

1− θc
θ(2)

)

≥ 0. (5.15)

In order to satisfy (5.15), we postulate the existence of a convex, but in general non-
differentiable and infinite-valued dissipation potential

Dc = Dc(ġ
s
T, g

(1)
θ , g

(2)
θ ), (5.16)

where g
(i)
θ = θ(i) − θc denotes the respective temperature jump. Moreover, the thermody-

namic forces correlate to the subdifferential of the dissipation potential, namely
(

tT,
Q

(1)
c

θ(1)
,
Q

(2)
c

θ(2)

)

∈ ∂Dc(ġ
s
T, g

(1)
θ , g

(2)
θ ), (5.17)

see also Moreau [67], Johansson & Klarbring [53] and Oancea & Laursen [69].

5.2.1 Free Helmholtz energy and dissipation potential

Now, we consider more specific constitutive relationships for the contact interface satis-
fying the above conditions. In particular, we specify the free Helmholtz boundary energy
density function as

Ψc(gN, g
e
T, θc) = IR+(gN) +

1

2
εTg

e
T · ge

T
︸ ︷︷ ︸

Ψmech
c

− cc
2θref

(θc − θref)
2

︸ ︷︷ ︸

Ψthe
c

,
(5.18)
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where the indicator function

IR+(gN) =

{

0 if gN ≥ 0

+∞ if gN < 0
(5.19)

within the mechanical part Ψmech
c is associated with an infinite stiffness of the interface in

normal direction, whereas the tangential penalty parameter εT ≥ 0 can be considered as
tangential stiffness and cc ≥ 0 denotes the heat capacity measured per unit surface on the
interface, see Laursen [56]. Ψthe

c denotes the thermal contribution which is associated with
a decreases in the free Helmholtz energy due to stored heat on the interface. Moreover,
an admissible dissipation function can be selected as

Dc(ġ
s
T, g

(1)
θ , g

(2)
θ ) = |tN|μc‖ġs

T‖
︸ ︷︷ ︸

Dfric
c

+
1

2

k
(1)
c |tN|
θ(1)

(g
(1)
θ )2 +

1

2

k
(2)
c |tN|
θ(2)

(g
(2)
θ )2

︸ ︷︷ ︸

Dheat
c

≥ 0,
(5.20)

where Dfric
c denotes the frictional dissipation and Dheat

c is the dissipation due to the
irreversibility of heat transfer across the interface. Here, the friction coefficient μc ≥ 0 is
assumed to be constant and the heat transfer coefficient k

(i)
c |tN| ≥ 0 is modeled via the

contact pressure.

5.2.2 Contact pressure

tN

gN

Figure 5.1: Illustration of the Karush-Kuhn-Tucker condition for non-penetration.

In order to obtain an expression for the contact pressure, we apply (5.14)1 along with
(5.18), which leads to the standard Karush-Kuhn-Tucker conditions for non-penetration
in normal direction

gN ≥ 0,

tN ≤ 0,

tNgN = 0,

(5.21)



5.2 Constitutive theory for contact mechanics 85

see Figure 5.1 for illustration. Note that the stored energy on the interface due to the
normal traction is assumed to be equal to zero. Constitutive relations to account for, e.g.
finite stiffness of the interface or adhesion effects, can be embedded in straightforward
manner by modifying the first term in (5.18).

5.2.3 Friction law

tT

gT

−μc|tN|

μc|tN|

εT

Figure 5.2: One dimensional illustration of Coulomb’s friction law and penalization of
the stick condition.

Combining (5.14)2, (5.17), (5.18) and (5.20), we obtain the tangential traction as

tT =

{

εTg
e
T if ‖ġs

T‖ = 0,

μc|tN| ġsT
‖ġsT‖

if ‖ġs
T‖ �= 0,

(5.22)

see Figure 5.2 for illustration. Given the definitions above and following standard argu-
ments as outlined, e.g. in Yang & Laursen [102] and in Puso & Laursen [77], Coulomb’s
friction law can be written as

φ̂c = ‖tT‖ − μc|tN| ≤ 0,

ζ̇ ≥ 0,

φ̂cζ̇ = 0.

(5.23)

Here, φ̂c is denoted as slip function and ζ̇ is a consistency parameter, where ζ̇ = 0
represents stick and ζ̇ > 0 slip, in analogy to the plastic multiplier in plasticity. Now, the
Lie derivative L tT = ṫT,αa

α of the frictional traction reads

L tT = εT

(

ġT − ζ̇
tT

‖tT‖

)

. (5.24)

Note that in contrast to the normal contributions, where we enforce a geometrical non-
penetration condition via Lagrange multipliers, we enforce the stick condition in tangential
direction via a penalty regularization. Other choices are possible and can be applied
without substantially changing the proposed framework.
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5.2.4 Thermal contact interface

Thermodynamically consistent formulations for the heat supplies can be deduced from
(5.17) and (5.20) as

Q(i)
c = k(i)

c |tN|g(i)θ . (5.25)

Moreover, insertion of (5.14) into (5.6) yields

cc
θref

θ̇cθc = tT · ġs
T +Q(1)

c +Q(2)
c . (5.26)

Now, assuming that the heat capacity of the interface consisting of, e.g. trapped wear
debris or surface coating, is small enough to be neglected, we can eliminate the interface
temperature and obtain explicit expressions for the heat fluxes across the interface as

Q(1)
c =

k
(1)
c k

(2)
c

k
(1)
c + k

(2)
c

|tN|(θ(1) − θ(2))− k
(1)
c

k
(1)
c + k

(2)
c

tT · ġs
T (5.27)

and

Q(2)
c = − k

(1)
c k

(2)
c

k
(1)
c + k

(2)
c

|tN|(θ(1) − θ(2))− k
(2)
c

k
(1)
c + k

(2)
c

tT · ġs
T. (5.28)

The above formulations can be further simplified by introducing the following abbrevia-
tions

kc =
k
(1)
c k

(2)
c

k
(1)
c + k

(2)
c

and γ(i)
c =

k
(i)
c

k
(1)
c + k

(2)
c

, (5.29)

such that

Q(1)
c = kc|tN|gθ − γ(1)

c Dfric
c and Q(2)

c = −kc|tN|gθ − γ(2)
c Dfric

c , (5.30)

where gθ = θ(1) − θ(2) and Dfric
c = tT · ġs

T = |tN|μc‖ġs
T‖. The heat fluxes are composed

of two contributions describing thermal interaction and frictional dissipation. Note that
the constitutive modeling of the thermal interaction is based on the consideration of var-
ious heat exchange mechanisms across surfaces in vicinity, see, e.g. Madhusudana [59],
Bahrami et al. [7] and Persson et al. [74]. In a continuum setting, primarily three mecha-
nisms are of concern: conduction, convection and radiation. Among these, conduction is a
contact interaction due to the temperature jump gθ across the contact interface, whereas
the latter two are of non-contact type. The radiation contribution is often negligible un-
less the temperatures involved are too high. Macroscopically contacting surfaces, on the
other hand, may simultaneously involve the remaining two mechanisms due to inherent
roughness since the microscopic interface topography not only has contacting asperities
but also gaps containing an interstitial material which serves as a medium for convec-
tion. Moreover, in view of the multiscale nature of roughness, the thermal interaction of
the contacting asperities is also governed by both mechanisms. Due to the small length
scales associated with the gaps, the convective mechanism degenerates into conduction
through the interstitial medium. Finally, an increasing contact pressure leads to higher
microscopic conformity among the surfaces in contact such that the macroscopic inter-
face resistance decreases. Consequently, the heat exchange can be modeled as a function
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of gθ and tN. In addition, the relative effusivities satisfy γ(1) + γ(2) = 1, such that the
mechanical energy is directly dissipated into the thermal field without changing the inner
energy, i.e.

Q(1)
c +Q(2)

c = −Dfric
c . (5.31)

Following the arguments in Oancea & Laursen [69], stating that the elastic part of the
tangential gap and the associated stored energy are small enough to be neglected, which
correlates to a high value of the tangential penalty parameter, we obtain

∫

∂B
(1),c
0

ėc dA =

∫

∂B
(1),c
0

(tNġN + tT · ġT +Q(1)
c +Q(2)

c ) dA = 0. (5.32)

5.3 Variational formulation

Table 5.1: Variational formulation of the thermomechanical contact problem

1. Mechanical field

∑

i

∫

B
(i)
0

(δϕ(i) · π̇(i) + P (i) : ∇(δϕ(i))) dV −
∑

i

∫

B
(i)
0

δϕ(i) ·B(i) dV

−
∑

i

∫

∂B
(i),T
0

δϕ(i) · T̄ (i)
dA+

∫

∂B
(1),c
0

(tNδgN + tT · δgT) dA = 0

(5.33)

2. Thermal field

∑

i

∫

B
(i)
0

(δθ(i)θ(i)η̇(i) −Q(i) · ∇(δθ(i))) dV −
∑

i

∫

B
(i)
0

δθ(i)R(i) dV

−
∑

i

∫

∂B
(i),Q
0

δθ(i)Q̄
(i)
N dA+

∫

∂B
(1),c
0

(δθ(1)Q(1)
c + δθ(2)Q(2)

c ) dA = 0

(5.34)

3. Interface conditions

• Normal contact
gN ≥ 0, tN ≤ 0, tNgN = 0 (5.35)

• Tangential contact

φ̂c = ‖tT‖ − μc|tN| ≤ 0, ζ̇ ≥ 0, φ̂c ζ̇ = 0, ġT = ζ̇
tT

‖tT‖
(5.36)

• Thermal contact

Q(1)
c = kc|tN|gθ − γ(1)

c Dfric
c , Q(2)

c = −kc|tN|gθ − γ(2)
c Dfric

c (5.37)
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The global energy balance equation given by (3.9) can be augmented by (5.32) as

∑

i

d

dt

∫

B
(i)
0

(
1

2
ρ
(i)
0 ϕ̇(i) · ϕ̇(i) + e(i)

)

dV +

∫

∂B
(1),c
0

ėc dA−
∑

i

∫

∂B
(i)
0

(T (i) · ϕ̇(i) +Q
(i)
N ) dA

−
∑

i

∫

B
(i)
0

(B(i) · ϕ̇(i) +R(i))dV −
∫

∂B
(1),c
0

(tNġN + tT · ġT +Q(1)
c +Q(2)

c ) dA = 0.

(5.38)
Accordingly, for the variational statements given by (3.50) follows

∑

i

G(i)
ϕ +Gc

ϕ = 0,

∑

i

G
(i)
θ +Gc

θ = 0,
(5.39)

where the mechanical and thermal contact contributions are given as

Gc
ϕ = −

∑

i

∫

∂B
(i),c
0

δϕ(i) · t(i)dA =

∫

∂B
(1),c
0

(tNδgN + tT · δgT)dA (5.40)

and

Gc
θ =

∑

i

∫

∂B
(i),c
0

δθ(i)Q(i)
c dA =

∫

∂B
(1),c
0

(δθ(1)Q(1)
c + δθ(2)Q(2)

c )dA.
(5.41)

Therein, δgN and δgT are the virtual variations of the gap in normal and tangential
direction, respectively. The resulting variational formulation and the constitutive contact
laws are summarized in Table 5.1.

5.4 Discrete setting

In this section we consider the spatial and temporal discretization of the above defined
contact relations. In particular, the spatial discretization of the bodies in contact is carried
out using the IGA concept as introduced in chapter 2. For the discrete contact interface
we apply a variationally consistent mortar formulation, where linear Lagrangian shape
functions are used for the discrete traction field. Moreover, we introduce newly defined
triple mortar integrals to take care for a proper energy transfer between the mechanical
and the thermal field. Again, for the temporal discretization a mid-point evaluation is
applied with respect to the primal variables and the frictional traction field, whereas the
mortar integrals are evaluated at time step tn and the Lagrange multipliers are constant
throughout the time step, cf. Dittmann et al. [27].
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5.4.1 Mortar method

To construct a mortar based approach for the thermomechanical contact interface, the
variational statements in (5.40) and (5.41) have to be discretized as well. Therefore, the
space of admissible test functions for the discrete traction field is introduced as

Mh = {δt(1),h ∈ L2(∂B(1),c
0 ∩ ∂B(2),c

0 )}. (5.42)

To deal with non-conforming discretizations and hierarchical refined quadratic NURBS,
we evaluate the geometrical map F(ξ) at the boundary of the parameter space, corre-
sponding to the contact boundary in physical space, to obtain a set of physical nodes
x
(1)
A on ∂B(1),c with A ∈ Ic = [1, . . . , nc], where nc corresponds to the number of nodes.

As shown in Hesch & Betsch [41], a linear interpolation of the contact traction and their
variation

t(1),h =
∑

A∈Ic

NAtA and δt(1),h =
∑

A∈Ic

NAδtA, (5.43)

where NA : ∂B(1),c
0 → R denote (d − 1) dimensional linear Lagrangian shape functions

associated with nodes A in physical space, is sufficient. Again, decomposing the tractions
tA into normal λN,A (Lagrange multiplier) and tangential tT,A components as shown in
(5.9) and subsequently inserting them into (5.40) yields

Gc,h
ϕ = λN,An ·

[

nABδq
(1)
B − nACδq

(2)
C

]

+ tT,A · (I − n⊗ n)
[

nABδq
(1)
B − nACδq

(2)
C

]

,

(5.44)
whereas the discrete setting of the contact contribution in (5.41) reads

Gc,h
θ = δΘ

(1)
A

{

kc|λN,B|
[

mABCΘ
(1)
C −mABDΘ

(2)
D

]

− γ(1)
c tT,B · (I − n⊗ n)

[

mABC q̇
(1)
C −mABDq̇

(2)
D

]}

+ δΘ
(2)
A

{

−kc|λN,B|
[

m̄ABCΘ
(1)
C − m̄ABDΘ

(2)
D

]

− γ(2)
c tT,B · (I − n⊗ n)

[

m̄ABC q̇
(1)
C − m̄ABDq̇

(2)
D

]}

.

(5.45)

Here, the mortar integrals are defined as follows

nAB =

∫

∂B
(1),c
0

NA(ξ(1))RB(ξ(1)) dA,

nAC =

∫

∂B
(1),c
0

NA(ξ(1))RC(ξ(2)) dA

(5.46)

and the triple mortar integrals are given by

mABC =

∫

∂B
(1),c
0

RA(ξ(1))NB(ξ(1))RC(ξ(1)) dA,

mABD =

∫

∂B
(1),c
0

RA(ξ(1))NB(ξ(1))RD(ξ(2)) dA.

(5.47)
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The evaluation of the triple mortar integrals m̄ follows analogously using RA(ξ(2)) as
first shape function in (5.47). The contact conditions required for the evaluation of
the corresponding contact forces and the heat transfer of the semi-discrete setting are
summarized in Table 5.2.

Table 5.2: Semi-discrete formulation of the thermomechanical contact problem

1. Mechanical field

∑

i

δq
(i)
A ·

⎡

⎢
⎢
⎣
M (i),ABv̇

(i)
B +

∫

B
(i)
0

P (i),h∇(RA) dV − F (i),ext,A

⎤

⎥
⎥
⎦

+ λN,An ·
[

nABδq
(1)
B − nACδq

(2)
C

]

+ tT,A · (I − n⊗ n)
[

nABδq
(1)
B − nACδq

(2)
C

]

= 0

(5.48)

2. Thermal field

∑

i

δΘ
(i)
A

⎡

⎢
⎢
⎣
RAΓ

(i),h dV −
∫

B
(i)
0

Q(i),h · ∇(RA) dV − Q̄(i),A

⎤

⎥
⎥
⎦

+ δΘ
(1)
A

{

kc|λN,B|
[

mABCΘ
(1)
C −mABDΘ

(2)
D

]

− γ(1)
c tT,B · (I − n⊗ n)

[

mABC q̇
(1)
C −mABDq̇

(2)
D

]}

+ δΘ
(2)
A

{

−kc|λN,B |
[

m̄ABCΘ
(1)
C − m̄ABDΘ

(2)
D

]

− γ(2)
c tT,B · (I − n⊗ n)

[

m̄ABC q̇
(1)
C − m̄ABDq̇

(2)
D

]}

= 0

(5.49)

3. Semi-discrete contact conditions

• Normal contact

gAN ≥ 0, λN,A ≤ 0, λN,Ag
A
N = 0, gAN = n ·

[

nABq
(1)
B − nACq

(2)
C

]

(5.50)

• Tangential contact

φ̂c,A = ‖tT,A‖ − μc|λN,A| ≤ 0, ζ̇A ≥ 0, φ̂c,Aζ̇
A = 0, ġA

T = ζ̇A
tT,A

‖tT,A‖
(5.51)

with
ġA
T = (I − n⊗ n)

[

nAB q̇
(1)
B − nAC q̇

(2)
C

]

(5.52)

For the numerical evaluation of the mortar integrals, a suitable segmentation process
is necessary, subdividing the surface of the parameter space on both sides in triangles.
We focus on the evaluation of the standard mortar integrals, since the triple mortar
integrals follow analogously, extended by additional shape functions RA. The main goal
of this construction is to provide a common parametrization of both surfaces to apply
Gauss quadrature. Therefore, a linear transformation based on bilinear, triangular shape
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functions MK is introduced as

ξ(i),h(η) =
3∑

K=1

MK(η)ξ
(i)
K , (5.53)

such that we obtain the segment contributions of the mortar integrals

nκβ =

∫




Nκ(ξ(1),h(η))Rβ(ξ(1),h(η))Jseg dA
,

nκζ =

∫




Nκ(ξ(1),h(η))Rζ(ξ(2),h(η))Jseg dA
,

(5.54)

which have to be assembled into the global system, see Hesch & Betsch [37, 40] and the
references therein. Note that the triangle symbols in equation (5.54) represent the triangle
reference element. Finally, the Jacobian of each segment is required

Jseg = ‖A1(ξ
(1),h(η))×A2(ξ

(1),h(η))‖ det(Dξ(η)), (5.55)

where Aα(ξ) =
dRA(ξ)
dξα

XA with α = {1, 2} denote the tangential vectors in the reference
configuration.

To construct the segments by calculating the nodes ξ
(i)
K within the parameter space, a

stable, but tedious method has been proposed in Hesch & Betsch [41]. Here, we propose
a major simplification of the segmentation algorithm for isogeometric discretized bod-
ies, which allows the usage of standard segmentation libraries, cf. Dittmann et al. [27].
Therefore, we reuse the already introduced set of nodes contained in Ic and apply a linear
Lagrangian discretization in analogy to the linear interpolation of the contact traction
field in (5.43). Based on this artificially discretized, virtual surface and a corresponding
virtual discretization of the contact boundary of B(2), we execute the standard segmenta-
tion procedure, see Figure 5.3 for a virtual segmentation surface on an arbitrary curved
B-spline surface.

Remark 6: We use this simplification only for the segmentation process, i.e. for the
calculation of the local coordinates ξ

(i)
K and not for the evaluation of the mortar integrals.

The speed up is tremendous, furthermore, the definition of the segment corners is not as
strict as the definition of the closest point projection used within a collocation method,
see Temizer [92]. More importantly, the proposed method yields a set of valid, non-
overlapping segments, we only shift small area contributions from one segment to the
next.

Remark 7: Due to the presence of quadratic B-splines and NURBS, the chosen Gauss
quadrature has to be adjusted carefully. A standard four point integration is not sufficient,
especially for the evaluation of the triple mortar integrals.

Remark 8: The variation of the normal gap δgN for an initially curved surface may in-
clude additionally the variation of the normal vector, which is dropped for convenience
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in equation (5.44) and the following. This is sometimes done in computational contact
mechanics based on the mortar method (see e.g. Laursen et al. [57]). In contrast to col-
location methods, where the variation of the normal vector drops out (see e.g. Wriggers
[99]), the normal components for mortar methods are assembled from all involved seg-
ments, such that the corresponding variation does not vanish in all situations. Leaving
the variation out of the balance equation may have considerable impact to the angular
momentum at the contact interface. This has already been observed in Puso and Laursen
[76, footnote p. 606] and Puso and Laursen [77, footnote 1 and 2 p. 4896].

Figure 5.3: Virtual segmentation surface (yellow) on an arbitrary curved B-spline geom-
etry (blue).

Remark 9: The discrete Lagrange multiplier space for contact in normal direction has
to be constructed with care to avoid possible singularities. To clarify this issue, Figure
5.4 shows a representative example for quadratic B-splines. The unrefined situation is
displayed on the left hand side, consisting of 49 shape functions on the particular surface
with 36 physical nodes. On the right hand side, a single B-spline has been refined (all
remaining shape functions are transparent in this figure). Here, we obtain 64 shape
functions with associated degrees of freedom, whereas 69 physical nodes on the surface are
given. Consideration of a low order Lagrange multiplier space, e.g. a Dirac distribution
of the multipliers at the physical nodes would clearly overconstrain the system. This
issue arises for constraints like Dirichlet boundary conditions or for incompressibility
constraints. We did not observe this for the contact constraints, although this cannot be
ruled out by design. A simple remedy can be considered: Since this issue arises only in
the transfer area between coarse and fully refined mesh, the Lagrange multipliers can be
placed on the coarse level elements, reducing the total number of constraints.



5.4 Discrete setting 93

0.2
0.4
0.6
0.8
1.0

0

0
0

1

1

2

2

3

3

4

4

5
5

0.2
0.4
0.6
0.8
1.0

0

0
0

1

1

2

2

3

3

4

4

5
5

Figure 5.4: Unrefined B-spline basis (left) and refined shape functions (right).

5.4.2 Temporal discretization

Following the approach outlined in Hesch & Betsch [40], we evaluate the mortar integrals
at time tn, whereas the Lagrange multipliers λN,A,n+1 remain constant throughout the
time step. The Karush-Kuhn-Tucker conditions (5.50) are implemented via an active set
strategy and the weak formulation reads

Gc,h
ϕ,N = λN,A,n+1nn+1/2 ·

[

nAB
n δq

(1)
B − nAC

n δq
(2)
C

]

. (5.56)

Note that we evaluate the corresponding constraints at time tn+1.

The tangential contribution to the weak formulation follows analogously

Gc,h
ϕ,T = tT,A,n+1/2 · (I − nn+1/2 ⊗ nn+1/2)

[

nAB
n δq

(1)
B − nAC

n δq
(2)
C

]

. (5.57)

In particular, we employ a trial state-return map strategy to determine the Coulomb
frictional traction. The trial state is given by

ttrialT,A,n+1 = tT,A,n + εT(I − nn+1/2 ⊗ nn+1/2)
[

nAB
n Δq

(1)
B − nAC

n Δq
(2)
C

]

, (5.58)

where Δq
(1)
B = q

(1)
B,n+1−q

(1)
B,n and Δq

(2)
C = q

(2)
C,n+1−q

(2)
C,n. To prevent large errors in angular

momentum, a modification of the form

ttrialT,A,n+1 = tT,A,n

+ εT(I − nn+1/2 ⊗ nn+1/2)
[

(nAB
n+1 − nAB

n )q
(1)
B,n+1/2 − (nAC

n+1 − nAC
n )q

(2)
C,n+1/2

]

(5.59)
is often used. For both approaches, the slip function can be obtained for each physical
node A separately

φ̂c,A,n+1 = ‖ttrialT,A,n+1‖ − μc|λN,A,n+1| (5.60)
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and we obtain the frictional tractions

tT,A,n+1 =

⎧

⎨

⎩

ttrialT,A,n+1, if φ̂c,A,n+1 ≤ 0

μc|λN,A,n+1|
ttrialT,A,n+1

‖ttrialT,A,n+1‖
, if φ̂c,A,n+1 > 0

. (5.61)

Once the frictional tractions at time tn+1 are calculated, the corresponding midpoint
approximation reads

tT,A,n+1/2 =
1

2
(tT,A,n+1 + tT,A,n), (5.62)

where we follow the arguments outlined in Armero & Petöcz [5].

Eventually, the thermal contribution to the weak formulation is given by

Gc,h
θ = δΘ

(1)
A

{

kc|λN,B,n+1|
[

mABC
n Θ

(1)
C,n+1/2 −mABD

n Θ
(2)
D,n+1/2

]

− γ(1)
c tT,B,n+1 · (I − nn+1/2 ⊗ nn+1/2)

[

mABC
n

Δq
(1)
C

Δt
−mABD

n

Δq
(2)
D

Δt

]}

+ δΘ
(2)
A

{

−kc|λN,B,n+1|
[

m̄ABC
n Θ

(1)
C,n+1/2 − m̄ABD

n Θ
(2)
D,n+1/2

]

− γ(2)
c tT,B,n+1 · (I − nn+1/2 ⊗ nn+1/2)

[

m̄ABC
n

Δq
(1)
C

Δt
− m̄ABD

n

Δq
(2)
D

Δt

]}

(5.63)

assuming that (5.58) is used. The modified form in (5.59) can be applied using ΔmABC

Δt

and ΔmABD

Δt
instead of

Δq
(1)
C

Δt
and

Δq
(2)
D

Δt
within the last expression.

Remark 10: The above thermomechanical contact formulation can be adapted to fracture
mechanical contact problems by neglecting the thermal contact contribution, see Hesch et
al. [42]. Then, the contact surface ∂B(i),c

0 does not interfere with the phase-field boundary,
which is in contrast to the thermal boundary of the thermomechanical problem, where
an energy transfer across the contact interface is established.

5.5 Numerical examples

To demonstrate the accuracy and performance of the proposed methodology for thermo-
mechanical and fracture mechanical contact problems we investigate several quasi-static
as well as transient numerical examples.

5.5.1 Thermomechanical contact problems

We start this section with a modified patch test to outline the capabilities of the thermo-
mechanical mortar method for IGA. In a second example, we focus our investigation on
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the interaction between the mechanical and the thermal field using a quasi-static ironing
example. Finally, a transient impact simulation demonstrates the accuracy of the fric-
tional mortar contact algorithm in terms of the first and second law of thermodynamics.

Figure 5.5: Patch test: Reference configuration with flat (left), flat refined (middle) and
curved (right) interface.

The material behavior within the three examples is assumed to be governed by the
Mooney-Rivlin material law given by (3.29), where the corresponding material parameters
are specified in each example using SI-units. Again, the chosen values for the material
parameters do not correspond to any physical material, i.e. the examples presented in
this section are of purely academic nature.

Patch test

Figure 5.6: Patch test: Von Mises stress distribution (left) and temperature distribution
(right) for two non-conform meshed blocks.

First, we investigate a modified patch test with flat as well as curved interfaces. As
shown in Figure 5.5, two independently meshed blocks are tied together via the proposed
mortar method, assuming that both bodies remain in contact without tangential sliding
and without thermal resistance at the interface. A Neumann boundary is applied to the
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top surface, whereas the bottom surface is clamped, such that the body can expand in
horizontal direction. For the discretization of both blocks we apply quadratic B-spline
based shape functions with different numbers of elements, see Figure 5.5.

Figure 5.7: Patch test: Von Mises stress distribution (left) and temperature distribution
(right) for a hierarchical refined contact interface.

The material setting is identical to the setting used for the patch test presented in chapter
3, i.e. the values for the mechanical material parameters are α = 15/13 × 105, β =
10/13× 105 and κ = 25/3× 105, whereas the setting for the thermal field reads c = 1830,
γ = 0.22333 and K = Kref = 0.55. As before, the mass density is set to zero and the
initial temperature is 293.15 for both blocks.

Figure 5.8: Patch test: Segmentation of the refined interface.
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Figure 5.9: Patch test: Von Mises stress distribution for different discretizations of the
curved contact interface.

perfect and uniform temperature distribution for the proposed linear approximation of
the Lagrange multiplier field, see Figure 5.6 (right).

Next, we demonstrate the applicability of the mortar method in conjunction with hier-
archical refinements on the interface. Therefore, a two level hierarchical refinement is
applied to the lower surface of the upper block, see Figure 5.5 (middle). Again, nearly
perfect and uniform results are obtained for the von Mises stress distribution and tem-
perature distribution as depicted in Figure 5.7. The corresponding segmentation of the
interface is plotted on the refined surface of the upper block in Figure 5.8.

Figure 5.10: Patch test: Thermal distribution after the first step (left) and converged
quasi-static solution (right).

For further investigations, a highly curved interface is applied, see Figure 5.5 (right).
Note that quadratic B-splines are able to represent the geometry exactly, independent
of the chosen number of elements, such that both interfaces are geometrically conform
and errors we obtain are discretization errors of the mortar interface. Again, a uniform

Figure 5.6 (left) shows the von Mises stress distribution of the solution for a uniform
pressure field of p = 3× 106, applied to the upper block. In addition, we obtain a nearly
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numbers at the interface, see Figure 5.9. As already shown in Hesch and Betsch [37],
the results of the mortar method for the given curved interface are in general superior to
results of collocation type methods.

Since we assume that the error in the stress field is of geometrical nature, we investigate
the scalar valued thermal field again. Therefore, the Neumann boundary condition as
well as the thermal resistance within the interface are set to zero. A uniform, stress
free configuration with initial temperature of θ0 = 323.15 is predefined for the upper
block, whereas an initial temperature of θ0 = 293.15 is applied to the lower block. The
temperature fields at the top and bottom surfaces are fixed. Figure 5.10 (left) shows the
solution after a single time step with Δt = 0.05. Due to the given heat capacity and the
thermal conductivity, heat flows across the interface, until the solution converges to the
static solution, as shown in Figure 5.10 (right) after a total simulation time of t = 104.

Ironing problem

In this example, we focus on the interaction between the frictional and the thermal con-
tributions at the interface, using a setup similar to the ironing problem described in Puso
and Laursen [77]. The geometry in its reference configuration is shown in Figure 5.11,
where the upper block of size 0.9 × 0.9 × 0.9 consists of 27 quadratic B-spline elements
and the lower block of size 10 × 4 × 3 consists of 240 quadratic B-spline elements. In
addition, a two level hierarchical refinement is applied to the expected contact area on
the lower block.

Figure 5.11: Ironing problem: Reference configuration.

pressure field of p = 2.5 × 105 has been applied to the top surface. The error in the
stress field decreases and converges to the correct, uniform solution with higher element
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Figure 5.12: Ironing problem: Deformed geometry (left) and sectional view on the sym-
metry plane (right) at time t = 0.67.

lower block. The values correspond to a Young’s modulus of E = 10 and E = 1000,
respectively and to a Poisson’s ratio of ν = 0.3 for both blocks. The setup of the thermal
field is given as follows. The initial temperature of the upper block is set to θ0 = 298.15
and the heat capacity to c = 1.83 × 104 in order to avoid a fast cool-down, while the
corresponding setting for the lower block is given by θ0 = 293.15 and c = 1830. The
thermal conductivity K = Kref = 0.55 and the expansion coefficient γ = 2.2333 × 10−4

are set for both blocks. For the contact interface, the effusivities are γ
(1)
c = γ

(2)
c = 0.5, the

heat exchange coefficient is kc = 3000 and the friction coefficient is μc = 0.2. Accordingly,
frictional dissipation is taken into account.
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Figure 5.13: Ironing problem: Temperature at the marked position over time.

The parameters for the Mooney-Rivlin material law are set to α = 1500/13, β = 1000/13
and κ = 2500/3 for the upper block and α = 15/13, β = 10/13 and κ = 25/3 for the
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Figure 5.14: Ironing problem: Contact forces acting on the upper block over time for a
friction coefficient μc = 0.2.

temperature distribution at time t = 0.67 is shown. On the right hand side, a cut at
the symmetry plane of both blocks is shown along with the marking of a specific node.
The temperature at this marked position on the physical mesh is plotted over time in
Figure 5.13 and the contact forces acting on upper block are plotted over time in Figure
5.14. Due to the frictional contact forces, a small bow wave is running at the front of the
upper block with a compression and an expansion part. In connection with the expansion
coefficient, this leads to the small temperature wave between t = 0.45 and t = 0.6.
Afterwards, the marked node on the mesh gets in contact with the upper block, which
leads to a drastic temperature increase. Note that this example is quite difficult, since we
obtain high stresses at the corners of the block.

Figure 5.15: Ironing problem: Temperature distribution at time t = 0.6 due to frictional
sliding.

The lower surface of the lower block is fixed, whereas the movement of the upper surface of
the upper block is predefined. In particular, the block is first moved downwards (negative
z-direction) and pressed into the lower block and then moved sidewards (x-direction),
such that it slides over the refined upper surface of the lower block. In Figure 5.12, the
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assumed to be equal for both bodies, i.e. the only heat source is the frictional dissipation,
see Figure 5.15 for the resulting temperature distribution.

Impact problem

Next, we deal with a fully coupled transient thermoelastic impact problem of two hollow
tori including large deformations, see also Yang & Laursen [101] and Hesch & Betsch
[39] for a purely elastodynamic definition of the problem. The reference configuration is
shown in Figure 5.16, the inner and outer radius of the torus are 52 and 100, respectively.
Moreover, the wall thickness is 4.5 for both tori. For the spatial discretization, 3456
quadratic NURBS elements are used for each torus with 26796 thermal and mechanical
degrees of freedom. In its initial configuration the left torus has a homogeneous velocity
of v0 = [30, 0, 20] and a homogeneous temperature of θ0 = 293.15, whereas the right
torus rests and has a temperature of θ0 = 298.15.

Figure 5.16: Impact problem: Reference configuration.

The material behavior governed by the Mooney-Rivlin material law is specified via α =
288.4615, β = 144.2308 and κ = 1875 for both tori. Accordingly, the Young’s modulus
is given by E = 2250 and the Poisson’s ratio reads ν = 0.3. In addition, the mass
density is set to ρ = 0.1 and parameters for the thermal field are given by c = 1830,
γ = 2.2333×10−4 and Kref = 0.5 with ω = 0.004. For the frictional contact interface, the
effusivities are γ

(1)
c = γ

(2)
c = 0.5, the heat exchange coefficient is kc = 100 and the friction

coefficient is μc = 0.12.

In the final setup for this problem, we focus on the frictional contributions. Therefore,
the thermal expansion coefficient is set to zero and the initial temperature at 293.15 is
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Figure 5.17: Impact problem: Snapshots of the deformed configuration at different times
t = [2, 3.5, 5].

contact interface at time t = 3.5 is plotted on the highly curved and deformed surfaces
in Figure 5.18. Note that the construction of such a segmentation algorithm is extremely
challenging from a technical point of view.
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Figure 5.19: Impact problem: Energy plotted over time.

The inner energy, the kinetic energy, the mechanical energy (i.e. the kinetic plus the
free Helmholtz energy) as well as the total energy (i.e. the kinetic plus the inner energy)
are plotted over time in Figure 5.19 using a constant time step size of Δt = 0.005.
The difference between the mechanical and the total energy represents the dissipated
energy, transferred to the thermal field. Furthermore, as requested by the second law of
thermodynamics, dissipation is always non-negative.

In Figure 5.17, snapshots of the impact for different times are depicted along with the
corresponding temperature distribution for both tori. Moreover, the segmentation of the
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Figure 5.18: Impact problem: Segmentation of the contact interface plotted on both
surfaces.

5.5.2 Fracture mechanical contact problems

The purpose of this section is to demonstrate the capabilities of the phase-field approach
to fracture within a contact situation. In particular, we investigate a quasi-static prob-
lem as well as a transient impact problem including complex three dimensional fracture
patterns.

x

y

z

Figure 5.20: Bending contact fracture problem: Reference configuration.
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Bending fracture problem

In this example, we consider a deformable block to be in contact with an elastic plate, see
Figure 5.20 for the initial configuration. The plate is clamped and locally refined using a
three level hierarchical refinement on the right hand side, since we expect peak stresses
within this area. Moreover, the contact area is locally refined as well.

Figure 5.21: Bending contact fracture problem: Phase-field (left) and σxx stress distri-
bution (right) after 140, 150, 155 and 160 quasi-static time steps (from top
to bottom).

The plate is of size 0.3m×0.2m×0.02m, whereas the block is of size 0.04m×0.04m×0.04m.
The center point of the block is placed 0.265m away form the clamping in negative x-
direction. For both bodies, we assume that the constitutive behavior is governed by the
Mooney-Rivlin material law defined in (4.21). The material parameters of the plate cor-
respond to an aluminum-like material and take the values α = 8.707GPa, β = 4.353GPa
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and κ = 72.917GPa. The parameters of the block are given by α = 0.011494GPa,
β = 0.005747GPa and κ = 0.333GPa, which correspond to a synthetic substance with
Young’s modulus of E = 0.1GPa and a Poisson ratio of ν = 0.45. In addition, the
phase-field parameters for the plate are chosen as gc = 2400J/m2, l = 1.974× 10−3m and
ag = 0.1.

The upper surface of the block is moved downwards (negative z-direction) with a constant
increment size of Δuz = −1×10−3m for the first 10 quasi-static time steps until the contact
is established, subsequently the increment size is reduced to Δuz = −0.05×10−3m for the
next 126 time steps and finally, after the crack is initialized, the increment size is further
reduced to Δuz = −0.01× 10−3m for the remaining steps.

The block consists of 5× 5 × 5 quadratic B-spline elements and the plate of 19 × 13× 2
quadratic B-spline elements on level zero. A local refinement is applied to the expected
contact area on the plate using a one level refinement. Furthermore, a three level refine-
ment is applied to the Dirichlet boundary. In total 22261 elements with overall 107864
degrees of freedom are used. Note that a globally refined plate would require more than
a million degrees of freedom without improvements on the accuracy of the areas of inter-
est.
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Figure 5.22: Bending contact fracture problem: Applied load on the upper boundary of
the block (left) and resulting torque at the clamping of the plate (right).

The phase-field as well as the σxx stress distribution is depicted in Figure 5.21 for different
time steps. As can be observed, the plate is nearly completely ripped out of the bearing.
We stopped the simulation at this point, since the plate simply becomes statically un-
determined. The applied load on the upper surface of the block as well as the resulting
torque on the clamping of the plate is plotted over time in Figure 5.22.

Impact fracture problem

In this final example we consider a transient impact problem in conjunction with the
proposed phase-field approach to fracture, see Figure 5.23 for the reference configuration
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of the bodies in contact. The initial velocity of the upper, wedge-shaped body is v0 =
[0, 0, −100]m/s, whereas the long edges of the plate are fixed in space.

Figure 5.23: Impact fracture problem: Reference configuration.

The wedge-shaped body is approximately of dimension 0.2m×0.05m×0.134m and consists
of 24×6×12 quadratic B-spline elements on level zero. A one level hierarchical refinement
is applied to the lower elements to refine the sharp-edged contact surface. The plate of
size 0.36m× 0.18m× 0.018m consists of 40× 20× 2 quadratic B-spline elements on level
zero. A two level hierarchical refinement is used to achieve a sufficient mesh resolution of
the possible impact region. The plate is equipped with the presented phase-field approach
to fracture, thus we obtain in total 27632 elements with 129660 degrees of freedom.

Figure 5.24: Impact fracture problem: Phase-field at time t = 29× 10−6s.
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The material behavior of both bodies is governed by a Neo-Hookean model, where the
Lamé parameters of the wedge-shaped body correspond to steel-like material and take
the values λ = 121.15GPa and μ = 80.77GPa. In addition the mass density is ρ =
7850kg/m3. For the plate we apply acrylic glass with Lamé parameters λ = 0.208GPa
and μ = 0.073GPa and a mass density of ρ = 1070kg/m3. Moreover, the phase-field
parameters are set to gc = 350J/m2, l = 0.0045m and ag = 2.

Figure 5.25: Impact fracture problem: Sectional view of plate at position −0.027m in
longitudinal direction, phase-field at time t = 29× 10−6s.

In Figure 5.24, the phase-field is shown for the plate after 145 constant time steps of size
0.2 × 10−6s. A sectional view of the plate is given in Figure 5.25, whereas a detailed
snapshot of the crack progression is shown in Figure 5.26. The latter figure displays the
isosurface for s = 0.7 within the body. We can see that the surface in contact itself
fractures with additional fracturing of the same surface parallel to the impact region.
Moreover, due to bending of the lower surface additional cracks are initialized at the
bottom of the plate as well and the crack fronts are merging within the plate.

Figure 5.26: Impact fracture problem: Three dimensional crack propagation at time
t = 29× 10−6s, displaying the isosurface for s = 0.7.
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This last example demonstrates the capabilities of the proposed phase-field methodology
to deal with complex three dimensional crack patterns within an impact situation.



6 Summary and outlook

6.1 Summary

In the present work thermomechanical and fracture mechanical contact problems were
examined using the concept of IGA. In particular, a hierarchical refinement scheme for
higher order B-spline and NURBS based shape functions was proposed which allows to
maintain the continuity of the unrefined spline bases as well as the partition of unity.
The consistency as well as the convergence of the proposed refinement scheme have been
shown by investigating a transient partial differential equation of fourth order.

For the thermomechanical system, a Hellinger-Reissner type variational principle was
applied and compared with a displacement-temperature based approach. Extensive com-
putational simulations have demonstrated the applicability and accuracy of the Hellinger-
Reissner approach.

A novel polyconvex framework based on an anisotropic split of the principle invariants
combined with a fourth order phase-field approach and a cubic degradation of the strain
energy was considered for the fracture mechanical system. The superiority of the approach
compared to previously established methods has been shown in a number of benchmark
tests. Moreover, the capability to predict complex three dimensional crack patterns has
also been demonstrated.

A novel mortar based contact formulation was considered for both, the thermomechanical
system as well as the fracture mechanical system. To name a few innovations, a fast and
reliable segmentation algorithm has been used for B-spline and NURBS discretized and
hierarchical refined surfaces in contact and so-called triple mortar integrals have been
introduced for the energy transfer between the mechanical and the thermal field. The ca-
pability of the entire framework could be shown in several numerical contact examples.

6.2 Outlook

Based on the present contribution the following research projects are currently in progress
or seem to be worth investigating:

• A Hellinger-Reissner type variational principle for the proposed phase-field fracture
system is currently in progress.



110 6 Summary and outlook

• First developments of a single multiphysical framework, combining thermomechani-
cal systems with phase-field models for brittle and ductile fracture along with finite
strain plasticity are also in progress.

• Enhanced time integration schemes for the Hellinger-Reissner approach are currently
under investigation and need to be applied to the thermomechanical as well as to
the fracture mechanical system.



A Tensor cross product

The cross product between two second order tensors A and B is defined as

[A×B]IL = εIJKεLMNAKLBMN , (A.1)

where ε denotes the standard third order alternating tensor. The practical evaluation of
this product reads

[A×B] =

⎡

⎣

[A×B]11 [A×B]12 [A×B]13
[A×B]21 [A×B]22 [A×B]23
[A×B]31 [A×B]32 [A×B]33

⎤

⎦ (A.2)

with components

[A×B]11 = A22B33 − A23B32 + A33B22 − A32B23

[A×B]12 = A23B31 − A21B33 + A31B23 − A33B21

[A×B]13 = A21B32 − A22B31 + A32B21 − A31B22

[A×B]21 = A13B32 − A12B33 + A32B13 − A33B12

[A×B]22 = A33B11 − A31B13 + A11B33 − A13B31

[A×B]23 = A31B12 − A32B11 + A12B31 − A11B32

[A×B]31 = A12B23 − A13B22 + A23B12 − A22B13

[A×B]32 = A13B21 − A11B23 + A21B13 − A23B11

[A×B]33 = A11B22 − A12B21 + A22B11 − A21B12 .

(A.3)
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