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Zusammenfassung
Das Elektrokardiogramm (EKG) zeichnet die elektrische Aktivität des Herzens auf der Brust-
oberfläche auf. Dieses Signal kann einfach und kostengünstig aufgenommen werden und
wird daher in einer Vielzahl von mobilen und stationären Anwendungen genutzt. Es ist über
die letzten 100 Jahre zum Goldstandard bei der Diagnose vieler kardiologischer Krankheiten
geworden. Herzerkrankungen bleiben ein relevantes Thema in unserer Gesellschaft, da sie
zu 30 % aller Todesfälle weltweit führen. Allein die koronare Herzkrankheit ist die häufigste
Todesursache überhaupt. Weiterhin sind 2 bis 3 % der Europäer von Herzrhythmusstörungen
wie Vorhofflimmern und Vorhofflattern betroffen. Die damit verbundenen geschätzten Kosten
in der Europäischen Union belaufen sich auf 26 Milliarden Euro pro Jahr. In allen diesen
Fällen ist die Aufzeichnung des EKGs der erste unumgängliche Schritt für eine verlässliche
Diagnose und erfolgreiche Therapie.

Im Rahmen dieser Dissertation wurden eine Reihe von Algorithmen zur Signalver-
arbeitung des EKG entwickelt, die automatisch die rhythmischen und morphologischen
Eigenschaften aus dem EKG extrahieren und dadurch den diagnostischen Prozess und die
Entscheidungsfindung des Arztes unterstützen. In einem ersten Projekt wurde das Phänomen
der postextrasystolischen T-Wellen-Änderung (PEST) untersucht. Die aus der PEST ex-
trahierten Biomarker haben wir als Prädiktoren für Herzversagen postuliert. Ein zweites
Projekt handelte vom Entwurf eines akkuraten Algorithmus zur Detektion und Annotation
der P-Welle im EKG. Als Referenz während der Entwicklung wurden intrakardial gemessene
Signale verwendet. Eine dritte Untersuchg hatte das Ziel, das physiologische Phänomen der
respiratorischen Sinusarrhythmie (RSA) besser zu verstehen. In diesem Projekt wurde ein
Algorithmus zur Trennung der Herzratenvariabilität (HRV) in ihre atmungsabhängige und
ihre atmungsunabhn̈gige Komponente untersucht. Letzterer Anteil der HRV könnte neue
Erkenntnisse über die Regulationsmechanismen des kardiovaskulären Systems liefern. In der
vierten und letzten Studie wurde der Einfluss mentaler Belastung auf das EKG während der
Autofahrt untersucht. Eine Vielzahl von Deskriptoren wurden gefunden, die eine gefährliche
mentale Beanspruchung detektieren und somit den Fahrer vor einem möglichen Unfall
schützen können.

Wir schließen aus diesen Untersuchungen, dass gut entwickelte Methoden der Signalver-
arbeitung des EKG das Potential haben, die Belastung der Patienten, die an Herzerkrankungen
leiden, und die Anzahl der Verkehrsunfälle zu reduzieren.
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Abstract
The electrocardiogram (ECG) captures the electrical activity of the heart that is projected
onto the surface of the body. This signal can be recorded in a simple and cost effective
manner making it available for a wide variety of mobile and stationary applications. Thus,
over the last 100 years, the ECG has become the gold standard for the diagnosis of many
cardiac afflictions. This is still relevant nowadays because cardiovascular diseases are a major
topic of concern for our society accounting for almost 30 % of all causes of death worldwide.
In particular, the ischemic heart disease is the single most common cause of death. Other
cardiac arrhythmias, such as atrial fibrillation and atrial flutter, affect approximately 2 to 3 %
of the population in the European Union leading to estimated costs of about 26 billion euros
per year. In all these cases, the ECG is the mandatory first step leading to a reliable diagnosis
and successful treatment.

In this thesis, we have developed a series of signal processing algorithms capable of
automatically extracting rhythmical and morphological properties from the ECG with the
aim of supporting the decision making in the diagnostic process. In our first research
project, we investigated a phenomenon called postextrasystolic T wave change (PEST)
and postulated that the biomarkers obtained from the ECG during PEST could be used to
predict pump failure progression death (PFD). The second project dealt with the creation
of an algorithm to accurately detect and delineate the P wave in the ECG using as ground
truth the electrograms recorded inside the atria. Our third investigation aimed at a deeper
understanding of a physiological phenomenon called respiratory sinus arrhythmia (RSA).
Here, we developed an algorithm that separates the heart rate variability (HRV) into a
respiration driven component and a respiration independent part. The respiration free HRV
could deliver new insights about the regulation of the cardiovascular system. In the fourth
and final study, we investigated the impact of mental workload on the ECG while driving a
car and discovered a variety of features that can help to detect a dangerous state of mind and
protect the driver from a car crash.

We conclude that well designed signal processing methods for the ECG have the potential
of reducing the burden for the cardiac patient and the amount of accidents on the road.
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CHAPTER1
Introduction

1.1 Motivation
Electrocardiography is the medical procedure of recording the electrical activity of the heart
on the chest of a subject [1]. It is characterized by a simple and inexpensive recording device
making it available in many mobile and stationary scenarios. Over the last 100 years, the
electrocardiogram (ECG) has become not only the gold standard for the initial evaluation of
the health state of the heart but also a powerful diagnostic tool in other areas of medicine and
life sciences [2].

Cardiovascular diseases have become a topic of major concern for our society accounting
for almost 30 % of all causes of death worldwide [3]. In particular, the ischemic heart
disease is the single most common cause of death accounting for 7.6 million diseases only
in 2012 worldwide [4]. Furthermore, cardiovascular diseases are the most expensive ones
and accounted for 253.9 billion dollars or almost 17 % of the total expenditures from the
National Health Expenditure Accounts in the United States in 2005. Only the three most
relevant heart afflictions, that include coronary heart disease, congestive heart failure and
dysrhythmias, accounted for a total expenditure of 123.1 billion dollars in that same year
[5]. In addition, four heart-related medical operations were among the top 20 procedures
having the highest aggregate cost in 2011. The heart valve procedures and the coronary
artery bypass were the two most costly medical operations per hospital stay with mean costs
of 53.400 dollars [6]. For many of these pathologies, the ECG is the mandatory first step in
the diagnostic procedure.

From the ECG, the so-called biomarkers can also be computed. These are mainly
rhythmical and morphological features of the signal that have been found to be related to
particular diseases and can be used to assess the risk of worsening of that pathology. Other
biomarkers can be used to stratify the risk of dying of a cardiac related complication in
patients with a history of infarction or chronic heart failure [7, 8]. Many markers arriving, for
example, from the heart rate variability (HRV) [9], the heart rate turbulence (HRT) [10], or
the dispersion of repolarization [11] have been proven to be strong predictors. By using them,
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2 Chapter 1. Introduction

the physician can make a well-founded decision about the best treatment for the patient. In
this thesis, we investigated a phenomenon called postextrasystolic T wave change (PEST)
and hypothesized that it could be used to predict pump failure progression death (PFD) and
identify high risk patients suffering from chronic heart failure (CHF).

Among the serious cardiac arrhythmias, the most common one is atrial fibrillation (AFib)
[12]. It affects approximately 2 % to 3 % of the population in the European Union and
USA. The prevalence of this disease increases with age and impacts 4 % of the population
between 60 and 70 years old and up to 14 % of the octogenarians [13]. Estimated costs for
the European Union are about 26 billion euros per year [14]. Again, the ECG is the initial
step to diagnose this pathology. However, in the early stages of AFib, the arrhythmia appears
and vanishes after a short period of time leaving no rhythmical changes in the ECG. This
fact makes paroxismal AFib hard to diagnose. To address this problem, special biomarkers
based on the P wave in the ECG have been created and have been found to be related to AFib
[15]. For that purpose, a very precise detection and delineation of the P wave in the ECG
must be performed automatically. Thus, a part of this thesis was devoted to the accurate
detection and delineation of the P wave. For that purpose, we proposed a new method based
on the stationary wavelet transform (SWT) and used intracardiac signals as reference in the
development of the algorithm.

The regulation of the cardiovascular system is another source of interest for physicians.
The controlled interdependence between respiration, blood pressure and heart rate is carried
out by the autonomic nervous system (ANS). In order to study the ANS, the previously
mentioned HRV and its relation to the complete cardiovascular system is analyzed. A curious
phenomenon closely related to HRV and its regulation is called respiratory sinus arrhythmia
(RSA) [16]. In the healthy RSA, the heart rate and the respiration tend to synchronize in
order to optimize gas transfer in the lungs. When HRV is analysed in the presence of RSA,
the HRV parameters capture an RSA dependet component. Motivated by this, another part of
this thesis was devoted to the separation of the effect of respiration on the HRV with the aim
of achieving a discriminated HRV analysis and possible new insights about the regulation of
the cardiovascular system [17].

The ECG is also frequently used in other fields of research such as psychology and
ergonomics. This signal is in fact the most common physiological measure utilized to monitor
mental workload because it allows a direct, cost-effective and continuous measurement [18].
This procedure relies on the idea that alterations in the ECG appear as a consequence of
activity of the central nervous system [19]. Hence, the response of the ANS to the external
stressor affects the regulation of the heart and becomes observable in the HRV [20]. One
of the applications that has gained attention in the last years is the monitoring of mental
workload while driving a car. Since stress is one of the major causes of traffic accidents
for professional drivers, it is of interest to detect such a dangerous psychological state and
protect the driver from a potential car crash [21]. In this thesis, we investigated the impact of
mental workload on the ECG while driving a car and discovered a variety of features that are
closely related to an increased mental workload.
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It is therefore of highest priority to obtain as much reliable information as possible from
the ECG and to support the further decision making of the cardiologist or psychologist using
it. Thus, well designed signal processing methods for the ECG have the potential of reducing
the burden for the cardiac patient and the amount accidents on the road.

1.2 Aim of the Thesis
In this thesis, four major research projects are presented, each of them with the goal of
creating new signal processing methods that improve the amount and quality of information
gained from the ECG. The four research projects address the following topics:
◦ The aim of the first project is to learn more about the dynamical change of the

postextrasystolic T wave and to introduce new parameters to quantify it. On the
clinical side, the goal is also to investigate how this phenomenon manifests on healthy
subjects and to evaluate if it can be used to predict cardiac death (CD) in patients with
chronic heart failure.
◦ The second project has the goal of creating a new P wave delineation technique that

is developed using intracardiac measurements as golden truth to achieve a higher
accuracy when detecting the beginning of the P wave.
◦ The aim of the third project is to develop a method to quantify coupling between

respiration and HRV and to use linear filtering to separate the respiration dependent
part of HRV. On the clinical side, the goal is also to analyze how coupling varies with
breathing rate and how the independent HRV parameters relate to the coupled ones.
◦ The fourth project has the goal of developing a large variety of rhythmical and mor-

phological ECG features and to examine their suitability for the measurement of the
mental workload of a driver.

1.3 Structure of the Thesis
The thesis is dived into the following six big portions and each of them is divided into related
chapters:
Part 1: The first part presents the medical and mathematical fundamentals relevant for this

thesis.
◦ Chapter 2 gives an introduction to the anatomy and physiology of the heart.

Special attention is put to the origination of the ECG and its constitutive waves.
The autonomic regulation of the heart is then described and the concepts of
HRV and RSA are explained. The chapter ends with a brief introduction to the
pathology called chronic heart failure.
◦ Chapter 3 outlines the theory behind the mathematical and signal processing

fundamentals relevant for this thesis. It begins with an introduction to signals
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and systems. It then explains the Fourier and wavelet transforms and continues
with the principal component analysis. It concludes with the introduction of two
similarity measures and some general concepts on the analysis of time series.

Part 2: The second part of the thesis introduces the concept of PEST and presents three
different studies in this field.
◦ Chapter 4 outlines the study analyzing the morphological change of the postex-

trasystolic T waves in a cohort of 14 patients suffering from congestive heart
failure. Special attention is put to the maximal amplitude of the T wave. The two
parameters used to characterize PEST are introduced in this chapter.
◦ Chapter 5 studies the manifestation of PEST in patients with structural healthy

ventricles. A quantification algorithm based on a new similarity measure is
introduced in this chapter.
◦ Chapter 6 evaluates the hypothesis of PEST being capable of predicting CD in

patients with chronic heart failure. A larger cohort of over 500 patients was used
for the statistical analysis.

Part 3: The third part of the thesis deals with the delineation of the P wave in the surface
ECG.
◦ Chapter 8 presents the method created to detect the beginning of the P wave. For

the development of the method, intracardiac signals were used as reference and
the SWT was applied for the detection and delineation of the P wave.

Part 4: The fourth part of the thesis deals with the coupling between respiration and heart
rate.
◦ Chapter 8 presents the method created to measure coupling between respiration

and heart rate. It also outlines the results for the decoupling procedure and
discusses the respiration independent HRV parameters.

Part 5: The fifth part of the thesis deals with the analysis of driver’s mental workload and
its impact on the ECG.
◦ Chapter 9 presents the results of the experiment conducted to investigate what

ECG features are related to mental workload while driving a car simulator.

Part 6: The sixth part of the thesis centers on its closing remarks.
◦ Chapter 10 summarizes the thesis giving the most important conclusions of the

four research projects.
◦ Chapter 11 introduces some open questions interesting for future research

projects.
◦ A list of publications and supervised student projects is given at the end of the

thesis.
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CHAPTER2
Medical Fundamentals

In this chapter, the foundations of the most relevant medical topics for this thesis are presented.
The goal is to give the reader an introduction to the field of cardiology so that the signal
processing methods and clinical studies presented later can be better understood. The chapter
begins with a description of the anatomy and physiology of the human heart. Afterwards,
the basic concepts of cardiac electrophysiology and the electrocardiogram are explained.
Further, the autonomic regulation of the heart and heart rate variability (HRV) are introduced
and special attention is put on respiratory sinus arrhythmia (RSA). The chapter then finishes
with a short description of the cardiac phenomenon called heart rate turbulence (HRT). The
interested reader is invited to refer to the cited literature for a deeper description.

2.1 Anatomy and Physiology of the HumanHeart
The heart is one of the most important organs because it is responsable for pumping blood
through the vessels and maintaining adequate circulation throughout the body [22]. It is a
hollow muscle with four chambers and it is located between the lungs in the center of the
thorax in an area called the mediastinum. It is surrounded by a fibrous sac called pericardium
and attached in its superior part to the great vessels. In terms of measure, the heart of an adult
is around 9 cm wide at the base, 6 cm from anterior to posterior part at its broadest point, and
13 cm from base to apex. The weight of the heart is about 300 g accounting for approximately
4.5 % of the human body. In terms of physiology, the heart is actually constituted by two
pumps. Its left side collects the oxygenated blood coming from the lungs and pumps it
through the systemic circuit delivering nutrients and oxygen to the other organs of the body.
The right side of the heart collects the deoxygenated blood from the body and pumps it
through the lungs to reoxygenate it. The pumping function of the heart is characterized by a
rhythmic contraction leading to a circulation of 8000 l of blood per day. In resting conditions,
The blood pressure in the systemic circuit is maintained between 80 mmHg and 120 mmHg,
while in the pulmonary circuit it lies around 30 mmHg. To ensure unidirectional blood flow,
the heart is equipped with 4 valves. The atria and ventricles on both sides of the heart are

7
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Figure 2.1. Schematic drawings of the anatomy of the human heart presenting the coronary ar-
teries (A) and the interior (B).

ventricle is regulated by the tricuspid valve and between the right ventricle
and the pulmonary artery by the pulmonary valve [19].
The heart itself is also supplied with oxygen and nutrients by the coronary
arteries. In Fig. 2.1A, the main coronary arteries descending directly from
the aorta are shown. The left coronary artery, which passes the left atrial ap-
pendage, branches into the left anterior descending (LAD) artery and the left
circumflex (LCx) artery. The anterior part of both ventricles including the in-
terventricular septum is supplied by the LAD, whereas the LCx provides the
left atrium and ventricle with oxygen-rich blood. The right coronary artery
(RCA) passes the right atrial appendage and supplies the right atrium and
ventricle, as well as the posterior part of both ventricles including the inter-
ventricular septum [20].

Figure 2.1: Anatomy of the human heart. In the upper part of the figure, the great vessels and coronary
arteries are presentedwhile the lower part displays the interior of the organ. This figure was reprinted
from publication [24] with permission from the author.

separated each by a valve. The outflow tract of each ventricle is also sealed by a valve [23].
Figure 2.1 gives an overview of the anatomy of the heart.

2.2 Cardiac Electrophysiology
Every cell in the body, and the cardiac myocyte is not the exception, is enclosed by a
phospholipid bilayer called cell membrane that separates the outside environment from the
interior of the cell. In contrast to the majority of the cells, the cardiac myocyte is electrically
excitable. This is possible because the cell membrane is equipped with selectively permeable
ion channels, pumps and exchangers allowing ionic currents to flow between the intra and
extracellular space. The transport of different ions through the cell membrane leads to
different ionic concentrations on each side of the membrane and to a potential difference
across it. This is the so-called transmembrane voltage. Under resting conditions, this
potential difference is approximately equal to -80 mV for cardiac myocytes. If an external
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Figure 2.2: The left figure shows the course of the transmembrane voltage during the AP of a cardiac
myocyte and its different phases. The right figure displays themost important ionic currents through the
membrane. The sodium current reaches an amplitude of≈–70pA/pF. The calcium exchange with the
sarcoplasmic reticulum is not considered. The Courtemanche et al. model optimized for atrial myocytes
was used to compute the courses [25]. This figure was reprinted from publication [26] with permission
from the author andwas originally inspired by [27].

stimulus drives the transmembrane voltage above a certain threshold between -50 and -60 mV,
an action potential (AP) is triggered.

The AP can be divided into three major parts: depolarization, plateau phase and repolar-
ization. The depolarization phase begins with a fast sodium inward current leading to a rapid
upstroke in the transmembrane voltage and an overshooting to positive values. Afterwards,
the sodium channels deactivate and remain in this state until the AP has reached again a lower
threshold voltage. This interval, in which no further AP can be triggered, is called effective
refractory period. After the sodium channels have closed, the potassium channels open and
cause an outward potassium current leading to a slight repolarization of the cell membrane.
This is followed by the activation of the calcium channels and an inward calcium current.
This calcium inflows triggers in the cell a further calcium release from the sarcoplasmatic
reticulum. The outward potassium current and the increasing calcium concentration inside
the cell almost compensate leading to the plateau phase. The calcium channel then closes
and the potassium current increases again repolarizing the membrane. Finally, the resting
state potential is reached and the initial ionic concentrations are restored by pumps and
exchangers, like the sodium potassium APTase or the sodium calcium exchanger. Figure 2.2
shows the course of an AP.

2.3 Cardiac Conduction System
Neighboring cardiac myocytes are linked to each other with special channels called gap
junctions. Through these entities various molecules and ions are directly transferred allowing
the propagation of the electrical excitation from one cell to the next one until the complete
heart has been activated. The type and amount of gap junctions in the cells determines how
quickly an electrical pulse travels within the tissue [28].
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2.3. ELECTRIAL EXCITATION AND EXCITATION PROPAGATION

Figure 2.5: (1) Sinus node (2) Activation of the atrial myocardium (3) AV node (4)
Bundle ofHis (5) Bundle branches (6) Purkinje network (7) Activation of the ventricular
myocardium (inspired by (Laske et al., 2009, ch. 11, p.164 fig. 11.7 and p. 168, fig.
11.14)

propagation of the electrical activation from cell to cells.
In the normal case, the electrical activation of the heart is triggered in the
sinus node which is located in the right atrium (Fig. 2.5). From here, the
activation spreads into both atria and initiates their contraction. The next
station is the atrioventricular node (AV node), which is the sole electrical
link between atria and ventricles. After a delay of about 100 ms the
activation arrives at the AV node (Martini et al., 2011, ch. 20, p. 686).
From there, the activation propagates through the bundle of His (also
called AV bundle), the bundle branches and the Purkinje fiber network.
Eventually, the activation arrives in the ventricular myocardium where it
initiates the ventricular contraction. At that time, the atrial contraction has
already finished and the ventricle is filled with blood (Martini et al., 2011,
ch. 20, p. 685, 686),(Laske et al., 2009, sec. 11.2, p. 160-164).

Active tension development

A cardiac muscle fiber is composed of multiple myofibrils, while those
consist of repeating sarcomeres. The sarcomere is the contractile unit of
the myocardium (Martini et al., 2011, ch. 10, p. 288). The sarcomere itself
consists of overlapping actin filaments and myosin filaments (also known
as thin filaments and thick filaments) (Fig. 2.6,left side). The myosin

13

Figure 2.3: Schematic of the electrical conduction system of the heart. (1) Sinus node and origin of
the electrical pulse. (2) Atrial cardiac muscle. (3) Atrioventricular node. (4) Bundle of His. (5) Left and
right bundle fibers. (6) Purkinje fibers. (7) Ventricular cardiac muscle. This figure was reprinted from
publication [30] with permission from the author andwas originally inspired by [1].

The origin of the electrical pulse in the heart takes place in the right atrium close to
the superior vena cava and is triggered by a group of cells called sinus node. This initial
depolarization wave travels through the atria, triggers the contraction of them, activates
the atrioventricular node and ends in the left atrial appendage. In general, the atria are
electrically isolated from the ventricles. In order to activate the ventricles, the pulse has to
first travel after a short delay from the atrioventricular node to the bundle of His. The His
bundle is the origin of the depolarization wave in the ventricles. From here, the electrical
activation spreads through the left and right bundle branches in the septum and the Purkinje
fiber network reaching the cardiac muscle and leading to a coordinated contraction of the
ventricles. Figure 2.3 shows a schematic of the electrical conduction system of the heart [29]
[1].

If an electrical pulse does not originate in the sinus node, it is considered abnormal.
These beats are called ectopic and they appear typically prematurely in the cardiac cycle
disturbing the existing cardiac rhythm. They are classified depending on their origin and the
instant within the cardiac cycle they are triggered. The community around physionet.org
[31] distinguishes between 19 different types of ectopic beats. The most relevant for this
work has its origin in the ventricles and is called ventricular ectopic beat (VEB) [32].

2.4 Electrocardiogram
The electrical activity in the heart, and in concrete the electrical current flowing in the cardiac
tissue, generates also time varying potential differences on the surface of the body. The
electrocardiogram (ECG) is the recording of those potential differences. This biosignal is



2.4. Electrocardiogram 11

Figure 2.4: Electrocardiographic recording of a healthy subject. The sequence of distinguishable ECG
waves can be seen in three beats. This figure was reprinted from publication [33] with permission from
the publisher.

however not a direct measure of the depolarization and repolarization of each cell but rather
the resulting collective electrical activity from the different AP in every region of the heart.
In order to make a recording possible, electrodes have to be placed on the surface of the body
and attached to an amplifier with high input impedance. The ECG signal is also characterized
by a sequence of distinguishable waves that reflect the electrical activity in each part of the
heart. They are called P wave, PQ segment, QRS complex, ST segment and T wave. They
can be described as follows [23]:
◦ P wave: The electrical depolarization of the cardiac tissue in the atria leads to the P

wave in the ECG. It has typically a duration of 50 to 100 ms.
◦ PQ segment: After the P wave, the ECG remains at the isoline level. During this

interval, the complete atrium is depolarized and the AV node delays the pulse.
◦ QRS complex: The QRS complex starts 160 ms after the beginning of the P wave when

the excitation reaches the bundle of His. It is decomposed into three characteristic
peaks, the Q wave, the R peak and the S wave. The highest amplitude of the QRS
complex is the R peak which is achieved when the ventricular tissue depolarizes. The
QRS complex has a typical duration of 120 to 200 ms.
◦ ST interval: During the plateau phase of the AP in the ventricles, a slowly changing

signal appears in the ECG. This is the ST segment.
◦ T wave: This wave arises from the heterogeneous repolarization of the ventricles. The

time segment between the beginning of the QRS complex and the end of the T wave is
called QT interval and has a duration of about 400 ms.

For the measurement of the ECG, a standardized 12 lead system is used in clinical
practice. To acquire the standard ECG, a total of ten electrodes are needed. From those, three
are used to record the bipolar leads according to Einthoven (I, II and III) and further three
unipolar leads according to Goldberger (aVR, aVL, aVF). They are placed on the torso but
close to the right and left arms, and to the left leg. As reference, another electrode is placed
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on the torso close to the right leg. Further six electrodes are placed on the left side of the
chest close to the heart to derive the unipolar Wilson leads (V1 to V6) [34].

2.5 Autonomic Nervous System
The autonomic nervous system (ANS) is part of the peripheral nervous system and plays an
important role in the regulation of many vital functions of the body such as the heart rate,
blood pressure, respiration, digestion and metabolism. It is called autonomic because the
regulation takes place unconsciously. The most important control center is the hypothalamus.
The ANS is divided into two components: the sympathetic and the parasympathetic nervous
systems. Depending on the organ and type of regulatory task, these two subsystems can have
opposing or complementary effects but they can also work together or independent from
each other. In general, the parasympathetic system dominates when the body is resting and
is active during "breed-and-feed" and "rest-and-digest" situations. On the other hand, the
sympathetic nervous system is primary active during "fight-or-flight" situations and activates
during exercise, stress or emergencies [29].

In the cardiovascular system, the regulation of sympathetic and parasympathetic systems
is antagonistic. The activation of sympathetic tone leads to an increasing of heart rate,
respiration rate and blood pressure. The transport of energy from the reserves to the organs
where is currently needed is also triggered. The parasympathetic system has the opposed
effect. In the case of the heart, the electrical conduction system and the heart muscle
are innervated in order to regulate heart rate and muscular strength to adapt to changing
environmental conditions. The parasympathetic system acts through the neurotransmitter
acetylcholine reducing the frequency of the sinus node and slowing down the transit time
of the pulse in the AV node. The sympathetic system operates through the cathecolamines
adrenaline and noradrenaline increasing the pulse rate in the sinus node, reducing the transit
time in the AV node and increasing the contractility and relaxation speed of the cardiac
muscle [35].

2.6 Heart Rate Variability
Consecutive heart beats arise in a non-constant rhythm. The physiological phenomenon
in which the duration of the heart period varies over time is called HRV. The beat-to-beat
time is called RR interval and a collection of subsequent RR intervals is called RR time
series. The HRV characterizes also the ability of the body to adapt to external conditions
and internal demands and is regulated by the ANS. Thus, the HRV makes possible a non-
invasive measurement of the state of the ANS allowing the quantification of the tone of the
sympathetic and parasympathetic systems. Through the HRV, it is also possible to evaluate
the health of the heart because a reduced or an increased HRV has been shown to correlate
with different diseases or psychological states [9].
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Figure 2.5: RR time series obtained from a driver during an experiment for the assesment of mental
workload. The series has a length of six minutes and the RR intervals range from 646 to 1140ms. This
figure was reprinted from [33] with permission from the publisher.

In order to quantify HRV and explore its diagnostic value, a large variety of parameters
can be obtained from the RR time series [36]. Depending on the representation of the
series, they can be classified into time or frequency domain parameters. They can also be
categorized depending on their mathematical nature into linear or nonlinear features. Many
quantitative methods have also been used to create these parameters including geometry,
statistics, chaos theory, information theory, or time-frequency analysis, just to name a few.
Finally, depending on the length of the series, the HRV analysis is divided into a short-term
(around five minutes) and a long-term (24 hours). Figure 2.5 shows an example of a short
term RR time series.

2.7 Respiratory Sinus Arrhythmia
In healthy subjects, the heart rate tends to couple to respiration and varies with it syn-
chronously. This physiological phenomenon is called RSA and it is the greatest influence
from the ANS on the heart and recorded through the RR time series in a non-invasive way.
During RSA, the heart rate increases when a person inspires and decreases during expiration
[16]. Figure 2.6 shows an example of the RSA phenomenon. Even though the purpose of
RSA in the human body is not fully understood, it is believed to be there for two reasons.
Its first goal is to minimize the mechanical work of the pumping function of the heart while
maintaining the necessary concentration of gases in the blood. Second, it is supposed to
optimize gas exchange during respiration by matching blood flow in the lungs to breathing
rate [37–39].
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Figure 2.6. Example of RSA: During inspiration the HR increases (the RR interval shortens) and during
expiration the HR decreases (the RR interval lengthens)

research during this master thesis is based and is described in the following.

The respiratory sinus arrhythmia (RSA)
The heart rate is modulated by the respiration in healthy persons. This influence of the
respiratory system on the heart rate is called respiratory sinus arrhythmia (RSA). When
a human inspires the heart rate increases, respectively the RR interval decreases. During
expiration the heart rate is decelerated [13]. This respiration dependency of a RR inter-
val time series can be seen in figure 2.6. The physiological mechanisms contributing to
RSA are very complex and still under investigation. However, the main e↵ects, which are
thought to cause RSA, shall be mentioned in the following. A first source of RSA are the
reflex mechanisms. For example the pulmonary stretch receptors react to the movement
of the lungs and initialize an a↵erent innervation of the heart rate via the ANS [24]. An
other reflex controlled mechanism is the modulation of the heart rate via the blood pres-
sure (baroreflex). An additional cause of RSA is the direct communication of the neural
control centers of the heart rate and the respiratory system in the ANS [24].
The existence of RSA and cardio-respiratory coupling in general is important for a home-
ostatic regulation of blood gases [25] or in other words for the optimization of blood gas
exchange. Thus, on a very abstract level, it seems to be not irrelevant how the heart
beats are distributed within a respiratory cycle. During inspiration, the lungs are venti-
lated with fresh air full of oxygen. If many heart beats are accumulated during this cycle
phase, much oxygen can be distributed throughout the body [26]. On the other, the lungs
are not filled with fresh air during expiration and the number of heart beats during this
phase is therefore reduced.
The RSA is also found to decrease with age [27] and its strength is dependent on the
respiratory rate, such that RSA decreases with higher respiratory frequencies [28], and
on the tidal volume or depth of breathing.

The respiratory influence on the ECG
Besides the influence of the respiration on the heart rate, the surface ECG changes
strongly with respect to the respiratory cycle. Since as early as 1967 [29] this e↵ect

Figure 2.6: An example of the RSA phenomenon. The upper figure shows a surrogate measure of the
tidal volume of the lungs, the figure in the middles displays the ECG recorded synchronously and the
lower figure shows the RR time series derived from the ECG. This figure was reprinted from publication
[40] with permission from the author.

2.8 Heart Rate Turbulence
The HRT is the short-time response of the sinus rhythm to a VEB. In healthy persons, the
HRT is characterized by an initial shortening of the RR intervals followed by a deceleration
of the heart rate to even lower values than before the VEB and finally a restitution of the
original RR interval length [10]. In order to obtain the HRT curve, a tachogram is constructed
with five normal beats before and another 15 after every VEB. Averaging all post-ectopic
responses over a long period of time delivers the resulting HRT curve used for medical
analysis [7].

For quantification and further diagnosis, the parameters turbulence onset (TO) and
turbulence slope (TS) were introduced. TO is a relative measure of the initial shortening
of the RR interval after the VEB. It is measured in percentage and given by the following
equation:

TO =
(RR2 +RR3)− (RR−1 +RR−2)

(RR−1 +RR−2)

TS captures the recovering slope at which the cycle length returns to higher values. It is
defined as the maximal positive slope of a regression line over five consecutive RR intervals
after the VEB. It is measured in milliseconds per beat. The accurate estimation of the two
parameters is compromised if low signal quality and artifacts in the ECG are present, wrong
classifications of the VEB are perfomed or the recording device has a low sampling rate.
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ECG waves after a ventricular ectopic beat (VEB) might 
lead to new stronger risk stratifiers. 

 In this work, we will present a new interpretation of 
the HRT based on the theory of systems and control engi-
neering. In addition, the morphological properties of the 
T wave in the vicinity of a PVC will be analyzed using a 
procedure that resembles the methodology of the HRT. In 
the end, the dynamic changes of the shape of the T wave 
after a PVC will be quantified, and new parameters will 
be proposed for its measurement. To implement an auto-
matic and reliable detection of ectopic beats, a workflow 
of signal processing algorithms was developed. 

 The workflow was applied to a data set of 14 subjects 
experiencing frequent VEB. The signal processing algo-
rithms were developed in such a manner that they can 
be applied to ECG signals coming from different record-
ing devices, ECG leads, or patients. Thus, for example, the 
signal processing algorithms can automatically adapt to 
become suitable for the different sample frequencies that 
different recording devices might deliver. 

 For every subject, the normal T waves before and after 
a VEB were averaged and compared, the time course of the 
morphology of the T wave was studied, and the results of 
the method were evaluated.  

  Methods 
 To gain the information needed for the HRT analysis, a 
whole signal processing workflow has to be carried out. 
In many cases, the raw ECG signal that was measured 
from the chest of the subject is noisy and contains dif-
ferent types of artifacts. Therefore, it is necessary to filter 
the signal and remove the undesired perturbations. Using 
the filtered signal, the QRS complexes and the T wave 

are detected. A representative of the normal beats of the 
patient (template) is created. Comparing the template 
with every beat, a classification was carried out using a 
support vector machine (SVM). Using the morphologi-
cal and rhythmical features of the beats in the vicinity of 
every VEB, the HRT analysis can be done. 

  Preprocessing the ECG signal 

 To make the classification process more accurate, the 
raw ECG signal must be filtered first. In many cases, the 
baseline wander, the high-frequency noise and power line 
interference corrupts the ECG signal, and the automatic 
detection of the ECG waves can be affected. Furthermore, 
the classifier can make wrong decisions based on cor-
rupted data. In our work, we developed a robust cascade 
of methods to gain the information needed to run the HRT 
and analyze the morphology of every beat. 

  Filtering the ECG signal 

 The original ECG signal is filtered at two different stages 
during the workflow. To facilitate the detection of the QRS 
complexes (including the ectopic beats), an Fourier-based 
bandpass filter ranging from 2 to 40 Hz is applied. For the 
T-wave detection, a lower cutoff frequency of 0.3 Hz for the 
highpass filter is chosen to maintain the T wave almost intact. 

 After the creation of a patient-specific template, a dif-
ferent approach is used to filter the signal. An adaptive 
filter with signal-dependent cutoff frequencies is used. 
The signal-dependent cutoff frequencies are gained from 
the template (see the Generation of a subject-specific QRS 
template section). The cutoff frequency for the lowpass 
filter is chosen to be at 95% of the spectral energy of the 
template. The cutoff frequency of the highpass filter is 
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Figure 2.7: Normal HRT curvewith an ilustration of the parameters TO and TS. This figurewas reprinted
from publication [41] with permission from the publisher.

Thus, a set of rules to ensure a high quality HRT curve were defined and should by fulfilled
in any HRT-based diagnosis [10]. Figure 2.7 shows a normal HRT curve and an illustration
of the parameters TO and TS.

The HRT parameters TO and TS have been shown to be independent and a powerful
predictor of sudden cardiac death (SCD) in patients with a history of myocardial infarction [7].
The thresholds TO<0 % and TS>2.5 ms/beat are considered normal. The two parameters
combined are able to predict SCD with a sensitivity of 30 % and a positive predictive value
of 32 %. Furthermore, TS is also a strong risk stratifier with a relative risk of up to 3.5 [42].





CHAPTER3
Mathematical Fundamentals

In this chapter, the mathematical foundations relevant to understand the signal processing
methods used in this thesis are presented. The chapter begins with a short introduction to the
theory of signals and systems followed by two of the most important signal transformations,
the Fourier transform and wavelet transform. The chapter continues with an overview of
random variables, probability theory and central moments. Continuing with the study of
random variables, special attention is put to similarity measures and the analysis of principal
components. The chapter then finishes with an introduction to the analysis of time series
focusing on autoregressive moving average models. For further information or mathematical
demonstrations of particular results, the reader in invited to refer to the cited literature.

3.1 Signals and Systems
3.1.1 Signal
A signal can be defined as the time dependent measurement of a quantity that contains
relevant information for an observer [43]. In a more mathematical way, a signal is a function
of time and it is typically defined as a mapping from the real valued time t to a real, complex
or integer valued signal x(t) [44].

x(t) with t ∈ R and x(t) ∈ R,C or Z (3.1)
In the particular case of discrete time signals, the mapping goes from integer valued time

k to a real, complex or integer valued function x(k).

x(t) = x(k) with t = k, k ∈ Z and x(k) ∈ R,C or Z (3.2)
In modern science and engineering, many signal processing algorithms are performed by

a computer using digitized signals. For that purpose, the continuous-time signal is sampled at

17
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System Tx(t) y(t)
Figure 3.1: The system T maps the input signal x(t) to the output signal y(t).

a fixed rate so that x(t) = x(k ·ts). The time interval ts is called sampling time and corresponds
to the distance between two consecutive sample points. The inverse of the sampling time
fs = 1/ts is called sampling frequency. In many biological or medical applications, the time
distance between consecutive samples is not necessarily constant. An example of this is the
RR time series obtained from the electrocardiogram (ECG).

3.1.2 Energy Signal
An important property of signals is their energy content. Mathematically speaking, a bounded,
piecewise continuous signal x(t) is said to have finite energy if the following equation holds
[44]:

Es =

∞∫
−∞

|x(t)|2dt < ∞ (3.3)

where Es is the energy of the signal. An analogous definition exists for the discrete-time
energy signal:

Es =
∞

∑
k=−∞

|x(k)|2 < ∞ (3.4)

If finite energy is assumed in the universe, then only signals with finite energy can be
recorded. Thus, all physically measurable signals (including ECG) are energy signals [45].
However, in theory, other kind of signals can be defined and investigated.

3.1.3 System
A system can be defined as any entity that responds to an input signal x(t) with an output
signal y(t). In science and engineering, systems are used to model physical phenomena in
the real world. In mathematical terms, the system is a transformation T from the input signal
x(t) to the output signal y(t) as can be seen in figure 3.1:

y(t) = T{x(t)} (3.5)
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If the transformation T is linear and independent of time t, the system is called linear
time invariant (LTI). This kind of systems is characterized by a linear differential equation
with constant coefficients as follows:

N

∑
n=0

an ·
dny(t)

dtn =
M

∑
m=0

bm ·
dmx(t)

dtm (3.6)

Analogously, a discrete-time LTI system is defined by a linear difference equation with
constant coefficients:

N

∑
n=0

an · y(k−n) =
M

∑
m=0

bm · x(k−m) (3.7)

3.2 Fourier Transform
The Fourier transform is a linear integral operator that converts a signal in its freqeuncy
domain representation. It arises as a generalization of the Fourier series for non-periodic
signals.

3.3 Continuous Fourier Transform
The Fourier transform of a continuous-time energy signal x(t) is a linear integral transform
defined as follows:

F{x(t)}= X( f ) =
∞∫
−∞

x(t) · e− j2π f tdt (3.8)

In the theory of Hilbert spaces, the Fourier transform can be represented as the inner
product of the function x(t) with the complex exponential function e j2π f t . Preserving the
notation used in [44], the Fourier transform can be given as:

F{x(t)}= X( f ) =
〈
x(t),e j2π f t〉

t (3.9)
From a given Fourier transform X( f ), it is possible to reconstruct the original signal x(t).

The inverse Fourier transform is given by [44]:

F−1{X( f )}= x(t) =
∞∫
−∞

X( f ) · e j2π f td f (3.10)

The function X( f ) is called the spectrum of x(t).
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3.4 Discrete Fourier Transform
An analogous definition exists also for discrete-time signals x(k). In that case, the discrete
Fourier transform (DFT) is given by:

DFT{x(k)}= X(n) =
K−1

∑
k=0

x(k) · e− j2π
nk
K (3.11)

where K is the total length of the signal x(k). The discrete Fourier transform X(n) has
the same length K. From a given X(n), the inverse discrete Fourier transform reconstructs
the discrete-time domain signal as follows:

x(k) =
1
N

N−1

∑
n=0

X(n) · e j2π
nk
N with N = K (3.12)

3.5 Wavelet Transform
The wavelet transform is a further member of the family of linear transforms that delivers
a time-frequency representation of the original time domain signal. Other members of this
family are the short-time Fourier transform and the Wigner-Ville distribution. The wavelet
analysis is based on the comparison (measurement of similarity) of the time signal with a
scaled and shifted version of a wavelet function. The latter is characterized by compactness
in the time-frequency domain so that the whole procedure allows the localization of signal
power in the time-frequency plane [46].

3.5.1 ContinuousWavelet Transform
For continuous-time energy signals, the wavelet transform is defined as follows [46]:

W ψ
x (a,b) =

〈
x(t),ψ∗a,b(t)

〉
t =

∞∫
−∞

x(t) ·ψ∗a,b(t)dt (3.13)

where the function ψ∗a,b (t) is the scaled and shifted version of the complex conjugate
mother wavelet. This one is given in the following manner:

ψa,b(t) =
1√
|a|
·ψ
(

t−b
a

)
with ψa,b(t) ∈ C (3.14)

A function is considered to be a wavelet if it fulfills the following criteria [47]:
1. A wavelet ψ(t) must have finite energy which is typically normalized to be one.

∞∫
−∞

|ψ(t)|2dt < ∞ (3.15)
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2. The Fourier transform of the wavelet Ψ( f ) must fulfill also the following admissibility
condition:

Cψ =

∞∫
−∞

|Ψ( f )|2

| f |
d f < ∞ (3.16)

3. For complex wavelets a third requirement exists. The Fourier transform of a complex
wavelet must be real and it is not allowed to have negative frequency components.

The first two criteria mean that a wavelet must be an energy signal with zero mean that is
also localized in time and frequency.

From a given wavelet transform W ψ
x (a,b) obtained using the analysis wavelet ψ∗a,b(t),

the time signal x(t) can be reconstructed using a synthesis wavelet ψ
∗
a,b(t) in the following

manner:

x(t) =
1

Cψψ

∞∫
−∞

∞∫
−∞

W ψ
x (a,b) · 1√

a
ψa,b(t)

da
a2 db (3.17)

The reconstruction is only possible if the analysis and synthesis wavelets fulfill admissi-
bility condition for different wavelets:

Cψψ =

∞∫
−∞

Ψ∗( f ) ·Ψ( f )
| f |

d f < ∞ (3.18)

The continuous wavelet transform in its "classical" definition delivers an analysis de-
pendent of wavelet scales. However, a time-frequency representation of the signal can be
more interesting in some application. For that purpose, it is necessary to reformulate the
definition in terms of frequencies instead of scaling parameters. Thus, the scaling parameter
a is replaced by the multiplicative inverse of a normalized frequency. It can be shown that
a =

fψ

f is a valid replacement, where fψ is a representative (often the center) frequency of the
wavelet ψ(t). The wavelet transform is then redefined to include time shifts and frequency
variations in the following manner [46]

W ψ
x ( f ,τ) =

√∣∣∣∣ f
fψ

∣∣∣∣ ∞∫
−∞

x(t) ·ψ∗
(

f
fψ

(t− τ)

)
dt (3.19)

3.5.2 DiscreteWavelet Transform
In computerized signal processing, time-discrete signals are used and a counterpart for the
continuous wavelet transform is needed. An optimal (non-redundant) representation can be
achieved discretizing the scaling parameter a and the shifting parameter b using a dyadic
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Figure 3.2: Time-frequency plane generated using a dyadic grid for the discrete wavelet transform.
Figure inspired by [46].

grid. Scales are then a power of two and shifts are an integer factor of the same power of
two. The discrete wavelet transform is defined in the following manner [46]:

W ψ
x (k,m) =

∞

∑
n=−∞

x(n) ·2−
k
2 ψ(2−kn−m) (3.20)

The discrete wavelet transform produces a time-frequency (or rather time-scale) plane
that is also discrete. This leads to a low frequency resolution at shorter time and a high
frequency resolution at longer times. This is conform with the Heisenberger’s uncertainty
principle of the Fourier transform [47]. Figure 3.2 shows the time frequency-plane generated
using a dyadic grid.

In order to achieve an optimal (non-redundant) representation of the discrete-time signal
x(n), orthonormal wavelets are used. They fulfill the following criterion:

〈
ψ(k,m),ψ(k′,m′)

〉
= δ (k− k′) ·δ (m−m′) (3.21)

In practice however, a scaling function φ(k,m) associated with the wavelet function
ψ(k,m) is introduced to facilitate a multiresolution representation of the signal. The scaling
function is orthonormal to the wavelet function and has low-pass characteristics. It is
responsible for the approximation am(n) of the signal x(n) at the scale m. On the other hand,
the wavelet function has band-pass behavior and it captures the details dm(n) of the signal
x(n) at that same scale. A multirate representation of the signal means that at any given
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Figure 3.3: Filter bank used to compute thewavelet coefficients using the algorithm known as the fast
wavelet transform.

scale m, the sum of detail and approximation of the signal produce the approximation at the
previous scale (next higher resolution).

am−1(n) = am(n)+dm(n) (3.22)
The use of a multirate filter bank leads to a very efficient computation of the discrete

wavelet transform and is known as the fast wavelet transform. Similar to the fast Fourier
transform, the approximation and detail signals at a given scale are calculated recursively
from the approximation signals at the previous scale. This computation is performed using
the low-pass and high-pass filters associated with the scaling and wavelet function through
a convolution of the impulse response of the filters with approximation of the signal at the
given scale. Thus, for every scale the following relationship holds:

am+1(l) = am(n)∗h(n)|n=2l (3.23)
dm+1(l) = am(n)∗g(n)|n=2l (3.24)

The discrete wavelet decomposition begins with the signal x(n), which is the approxi-
mation itself at the first scale. The signal is filtered by the low-pass and band-pass filters to
produce the approximation and detail coefficients at the next scale. The resulting approxima-
tion coefficients are decimated by a factor of two and the procedure is repeated. Figure 3.3
shows how this procedure is done.

The synthesis of the original signal x(n) from its wavelet coefficients is performed in
a analogous manner. Again, a filter bank is used and the process begins with the wavelet
coefficients at the highest scale. These coefficients are upsampled, filtered using the low-pass
and high-pass synthesis filters and summed to create the approximation coefficients at the
previous scale. From here, the procedure is repeated until the original signal has been
reconstructed.

One of the disadvantages of the discrete wavelet transform is that it is not translation
invariant and can thus become unsuitable for some applications such as detection of edges or
spikes. To overcome this problem, the stationary wavelet transform was introduced [48]. In
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this method, the downsampling of the signal at each stage of the filter bank is replaced by
an upsampling of the filter coefficients. By doing so, the transformed signal has the same
amount of samples at each stage at the cost of redundancy.

3.5.3 Wavelet Packet Decomposition
The wavelet packet analysis is a generalization of the discrete wavelet transform that allows
a flexible time-frequency representation of the signal. The generalization is achieved by
creating wavelets that split the time-frequency plane into the desired intervals and give
the user the chance of creating a custom made analysis. A filter bank realization is also
used for the wavelet packet decomposition but instead of recursively processing only the
approximation coefficients, the detail coefficients are also further filtered [49]. Figures
3.4a and 3.4b show an example of a possible filter bank realization and its corresponding
time-frequency plane.

3.6 Principles of Probability Theory and Statistics
3.6.1 RandomVariable
A random variable X is a function that maps the sample space S of possible outcomes of an
experiment to a real number. If x is a fixed value and X is a random variable, then P(X ≤ x)
denotes the probability of the random variable X being less or equal than the given value x.

3.6.2 Probability Density Function and Cumulative
Distribution Function

The cumulative distribution function of a continuous random variable X is the real valued
function FX(x) defined by:

FX(x) = P(X ≤ x) with x ∈ R (3.25)
A cumulative distribution function must fulfill the following criteria:

1. 0≤ FX(x)≤ 1
2. FX(x1)≤ FX(x2) if x1 ≤ x2

3. lim
x→∞

FX(x) = 1

4. lim
x→−∞

FX(x) = 0

5. lim
x→a+

FX(x) = FX(a+) = FX(a)
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Figure 3.4: (a): An example of a possible filter bank used to compute thewavelet coefficients of a wavelet
packet decomposition. (b): Time-frequency plane generated using thewavelet packet decomposition
displayed in figure (a).

From the cumulative distribution function FX(x), the probability density function fX(x)
can be obtained in the following manner:

fX(x) =
dFX(x)

dx
(3.26)

The following properties are fulfilled by fX(x):
1. fX(x)≥ 0

2.
∞∫
−∞

fX(x)dx = 1

3. fX(x) is piecewise continuous

4. P(a < X ≤ b) =
b∫
a

fX(x)dx
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3.6.3 RandomProcess
A random process X(x; t) is a collection of random variables indexed by the parameter t ∈ T
and defined over the sample space S [50]. The parameter t is typically called time. For a
fixed time t = t0, the random process becomes a random variable X(x; t0). On the other hand,
when the sample point is fixed x = x0, the random process becomes a function X(x0; t) of
the index t, which is also called a realization of the process. If both, the index t and the
sample x are fixed, the random process X(x0; t0) becomes a real number. For a given time t,
the cumulative distribution function FX(x; t) and the probability density function fX(x; t) are
defined as:

FX(x; t) = P(X(t)≤ x) with x, t ∈ R (3.27)
fX(x; t) =

dFX(x; t)
dx

(3.28)

In order to study the relationship between random variables of the process at different
times, the nth order cumulative distribution function is introduced as follows:

FX1,X2,...,Xn(x1,x2, ...,xn; t1, t2, ..., tn) = (3.29)
P(X1(t1)≤ x1,X2(t2)≤ x2, ...,Xn(tn)≤ xn) (3.30)

A random process X(t) is considered to be stationary if its nth order cumulative distribu-
tion function for every set of indexes ti ∈ T, i = 1,2, ...,n and for all n is not affected by any
time shift τ . Thus, stationary is defined as [51]:

FX1,X2,...,Xn(x1,x2, ...,xn; t1, t2, ..., tn) = (3.31)
FX1,X2,...,Xn(x1,x2, ...,xn; t1 + τ, t2 + τ, ..., tn + τ) (3.32)

If the equality holds only for n≤ 2, the process is said to be stationary in the weak sense.
This kind of random processes have the advantage of being representable with arbitrary
precision by autoregressive moving average (ARMA) models (introduced later in section
3.9.1) [52].

3.6.4 CentralMoments
The expected value (or mean) of a random variable X is defined as the center of mass of its
probability density function fX(x):

µX = E{X}=
∞∫
−∞

x fX(x)dx (3.33)
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E{·} denotes the expectation operator. The moment of order n of the probability density
function fX(x) around its mean µX is defined as follows:

µX ,n = E{(X−E{X})n}=
∞∫
−∞

(x−µX)
n fX(x)dx (3.34)

The set of central moments are characterizing features of a random variable. Particularly
relevant for many applications are the second, third and fourth central moments. The second
central moment σ2 is called variance and is a measure of the dispersion or width of the fX(x)
around its mean. The positive square root of the variance is called standard deviation. The
variance is given by:

σ
2
X ,n = E{(X−E{X})2}=

∞∫
−∞

(x−µX)
2 fX(x)dx (3.35)

The third central moment is a measure of symmetry of the probability density function.
If it is equal to zero, the probability density function is symmetrical around its mean. A
negative third central moments arises from a longer tail on the left side of the mean. The
third central moment is used to define the skewness ν{X} of the random variable:

ν{X}= E{(X−E{X})3}
σ3

X
(3.36)

Finally, the fourth central moment is a measure of how much probability mass is con-
centrated in the tails of the distribution. This is often referred to as the "tailedness" of the
distribution. The fourth central moment is used to define the kurtosis k{X} of the random
variable:

k{X}= E{(X−E{X})4}
σ4

X
(3.37)

3.6.5 SimilarityMeasures
A similarity measure is a real-valued function that quantifies the degree of association or
dependency between two random variables [53]. In general, similarity measures are opposite
to distance metrics.

3.6.5.1 Correlation Coefficient

The correlation coefficient ρXY measures the linear relationship or linear degree of association
between two random variables X and Y . It is defined in the following manner:

ρXY =
Cov{X ,Y}

σX ·σY
(3.38)
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Figure 3.5: Principal components of a two dimensional random variableX. This figure was adpated from
publication [56] with permission from the author.

The covariance Cov{·} of the two random variables X and Y is defined by:

Cov{X ,Y}= E{(X−µX)(Y −µY )} (3.39)
The correlation takes values in the interval [−1;+1]. It maximizes when a perfect

positive linear relationship is present between X and Y and becomes −1 in case of perfect
negative linear association. If the two variables are not correlated, ρXY is equal to zero.
Furthermore, the correlation coefficient is independent of scaling or shifting of either of the
random variables.

3.6.6 Principal Component Analysis
The principal component analysis (PCA) is a linear mapping of an n dimensional, zero mean
random variable X = [X1,X2, ...,Xn]

> to a new coordinate system in which the variance of
each component is maximal [54].

For that purpose, an orthonormal matrix V has to be found, such that each projection
p=V ·X of the random variable X with respect to each of the basis vectors of V have maximal
variance. This is an optimization problem that begins by finding the first orthonormal basis
vector v1 that is going to generate the projection p1 with greatest variance [55].

v1 = argmax
v1

{var{p1}}= argmax
v1

{var{v1 ·X}} subject to |v1|= 1 (3.40)

The further principal components are found by projecting the random variable X onto a
hyperplane orthogonal to the previously found basis vector and repeating the maximization
procedure. The algorithm ends when no more projections can be done and thus n principal
components have been found. The basis vectors of V are called the principal components
of X and the projections pi are called scores. The maximized score variances λi are the
principal values. The idea behind PCA is displayed in figure 3.5.
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Furthermore, it can be shown that the solution to this optimization problem can be
found analytically [55]. The eigenvectors of the covariance matrix Cov{X,X} represent
its principal components and its eigenvalues are the principal values. A singular value
decomposition is performed to find them.

Cov{X,X}= E{(X−µX)(X−µX)
>}= E{X ·X>}= V>ΛV (3.41)

PCA is a method that can be very useful to reduce the dimensionality of a random
variable but at the same time retain as much information (variance) as needed in its scores
[54]. In other fields of science, this technique is also known as Karhunen-Loève transform.

3.7 Statistical Classification
In the field of machine learning, the classification task consists of assigning a set of observa-
tions, each characterized by well-defined properties (also called features or patterns), to a
category (also called class). The computed features of a new object are used to separate it
from others and predict its class automatically. In order to develop a classifier, two stages are
needed: training and testing. Depending on the application, a third stage called validation
may also be required [54].

The technical implementation of a classifier begins with the training phase for which
a set of observations is needed. These are labeled by an expert, so that a class is assigned
to each of them. The features of each observation are placed on a training vector x and
its corresponding category is placed in the class label d. This information is then used to
generate a weighting vector w that describes some sort of discriminant function used to
divide the space of features into non-overlapping zones. Each zone corresponds to a class.

Once the classifier has been trained, the test phase begins. Here, a set of new observations,
for which the labels are known to the user but unknown to the classifier, are used to evaluate
the performance of the classification system. Training and testing with different observations
each time can be iterated to improve the performance of the classifier. Once the best possible
classifier has been achieved, another data set unknown up to this point to the classifier, can
again be use to validate the measured performance.

A large variety of classifiers have been created in the field of machine learning. They
range from a simple threshold to support-vector-machine (SVM) or artificial neuronal
networks capable of performing various tasks better than a human being [57].

3.7.1 Support-Vector-Machine
The SVM is a classifier from the field of supervised learners that has the aim of finding a
linear separating hyperplane by maximizing the distance from the separating plane to the
observation in each class. In general, this procedure is a heuristic that minimizes the risk of
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Figure 3.6: Linear SVMused to separate two classes in a two dimensional feature space. Themargin ρ is
maximizedwith the aim of minimizing the classification error in general.

misclassification [58]. Figure 3.6 displays the classification problem in a two dimensional
feature space.

In order to solve this classification task, it has to be reformulated as an optimization
problem. The margin ρ , which is the distance from the closest observation to the separating
line, has to be maximized in order to minimize the risk of misclassification. In this procedure,
the optimal parameter of the separating plane (normal vector w and offset b) are found. Using
the same notation displayed in figure 3.6, the optimization problem can then be formulated
as follows:

argmax
w,b

ρ
2 subject to: (3.42)

Di ≥ ρ for all i, and (3.43)
ρ ≥ 0 (3.44)

This maximization problem can again be rewritten as a minimization problem of a
quadratic polynomial subject to a linear inequality as constraint. Quadratic programming
is the name of this kind of optimization problems. They can be solved very efficiently
in polynomial time. This kind of SVM are called hard margin because they do not allow
classification errors during the training phase. For that case, the soft margin SVM has been
developed that accounts for classification errors and regularizes them. In addition, the SVM
has also been extended to allow non-linear separating surfaces applying the so called kernel
trick [57].

3.8 Statistical Hypothesis Testing
A very common way of evaluating the significance of a result obtained in a scientific study
are statistical tests [59]. Depending on the properties of the study and the distributions
underlying the populations being analyzed, a large variety of tests have been developed.
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The majority of them have in common that they assess the probability (also called p-value)
of making a mistake when a previously set hypothesis is rejected. The hypothesis being
evaluated is typically called null hypothesis H0 and its counterpart is called alternative
hypothesis H1. In order to measure how significant a result may be, the probability p is used.
It can be said in general, that the lower p, the lower also the error probability when rejecting
H0 and thus the more significant the hypothesis H1 becomes. Four significance levels (also
called α levels) of p have been introduced in literature and are defined as follows [59]:
◦ p < 0.1: slightly significant
◦ p < 0.05: significant
◦ p < 0.01: highly significant
◦ p < 0.001: most significant

It is important to mention that the p-value is dependent on two factors, the number of
observations used to calculate it and the probability distribution assumed for the population.
Thus, the interpretation of a p-value must always be done taking them into account. Further-
more, the p-value delivers no information about the causality of a result or its relevance for
the scientific community. Two very popular tests in the field of signal processing because
of their non-parametric nature and simplistic assumptions are the Wilcoxon rank sum and
Wilcoxon signed rank test.

3.9 Time Series Analysis
A time series x(n) with n ∈ N is defined as a time or index dependent sequence of data
points. Time series are commonly used in different fields of science for the empirical
analysis of the dynamical properties and behavior of real-world systems [60]. In cardiology,
typical examples for time series are obtained from the ECG when the time intervals between
the various waves are tracked. Probably, the best known time series is the RR tachogram
(displayed in figure 2.5). In general, the analysis of time series is based on the representation
of the signal using a mathematical model, which can be used to obtain more information
about the underlying phenomenon and predict future events.

3.9.1 AutoregressiveMoving AverageModels
The ARMA model of a time series x(n) is a parametric representation of the underlying
stochastic process being analyzed. These models are very popular because they can describe
with arbitrary precision weak-sense stationary random processes. The ARMA model is
divided into two separated processes, the autoregressive (AR) and the moving average (MA)
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parts. For model orders P and Qε , that correspond respectively to the AR and MA parts of
the model, the following holds [61]:

x(n) =
N

∑
k=1

x(n− k)+
Qε

∑
k=0

ε(n− k) (3.45)

where ε(n) is commonly a white Gaussian noise process. This model can be extended to
include a second time series y(n) of order Q as exogenous input creating an ARMAx model
in the following manner:

x(n) =
N

∑
k=1

x(n− k)+
Q

∑
k=1

y(n− k)+
Qε

∑
k=0

ε(n− k) (3.46)

In many applications, the model order Qε of the MA part is set to one. The other model
orders P and Q can be estimated using methods proposed in literature such as the Akaike
information criterion, the Bayesian information criterion (BIC) or the Box-Jenkins method
[62]. The identification of the model coefficients is typically carried out using least squares
estimation [51]. ARMA models can also be used to study causal dependencies between two
or more processes [63].
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4.1 Introduction
The stratification of risk of death or other complications because of cardiac afflictions is a
relevant research topic [64]. The prognosis of a patient after myocardial infarction or during
heart failure are typical examples in which cardiologists have to reliably decide on the treat-
ment of the patient. For this purpose, risk stratifiers such as the left ventricular dysfunction,
non-sustained ventricular tachycardia, abnormal heart rate variability (HRV) and frequent
ventricular ectopic beats (VEBs) are used. However, statistical analysis demonstrates that
they are not strong predictors even when they are combined. On the other hand, the heart
rate turbulence (HRT) seems to be a more powerful predictor achieving a sensitivity (SEN)
of 30% and a positive predictive value (PPV) of 32% in a variety of studies.

Risk of sudden cardiac death (SCD) after myocardial infarction can be stratified using
the HRT parameters. A normal patient has a turbulence onset (TO) of TO < 0% and a
turbulence slope (TS) of T S > 2.5ms/beat. An HRT curve from a normal patient can be
seen in figure 2.7. If one of the parameters is abnormal, the patient is classified as risk 1 and
if both parameters are not in the normal range, the patient is classified as risk 2. Even with
this approach, the total number of false positives remains high [65]. Hence, new approaches
could be introduced to analyze not only the rhythmical properties of the ECG during HRT
but also the morphology of the ECG waves.

In this work, we propose a new interpretation of HRT based on the theory of dynamic
systems and generated from this interpretation two new descriptors of HRT. In addition, we
created an algorithm for the study of the morphology of electrocardiogram (ECG) waves
during HRT and demonstrated its applicability using the amplitude of the T wave. During the
development of this algorithm, we also introduced special signal processing methods capable
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of dealing with ECG signals recorded from different devices and with diverse properties.
The aim of this project was also to evaluate if these new signal processing algorithms were
suitable for the study of postextrasystolic change of ECG waves. The results shown here
were published in form of a journal paper [41] and presented in two conferences [66, 67].

4.2 Materials andMethods
4.2.1 Data
For the analysis of HRT phenomena, ECG data recorded from patients suffering from fre-
quent VEBs are needed. In addition, algorithms for the automatic detection and classification
of ventricular ectopic beat (VEB) are also required. Thus, in this work, we used separated
data sets that allowed us to work with the following two applications.

For the development (training and testing) of our classification algorithm, the MIT-BIH
Arrhythmia Database from physionet.org was used [31]. A total of 81,844 beats were used
for training and testing. In this data set, a two channel ECG signal with a sampling rate
of 360 Hz was available. In this work, only one of the two channels was used to avoid
redundancy of information. The ectopic beats in the database were manually annotated
by experts. In order to validate the algorithm, another data set provided by the company
Biosigna GmbH was used. The data set contained 56 patients with frequent ectopic beats
was used. In this second data set, the signals were recorded for one hour using a standard
12 lead configuration and a sampling rate of 500 Hz. The ectopic beats were also manually
annotated by experts. A total of 290,149 beats were used in the validation process.

For the system theoretical approach to HRT and the analysis of postextrasystolic T waves,
a subgroup of the validation data set was considered. Only the patients having at least eight
VEB fulfilling the HRT rules were used. In addition, a further recording provided by Prof.
Dr. rer. nat. Wilhelm Stork and his research group at the Institute for Information Processing
Technologies (ITIV) at the Karlsruhe Institute of Technology (KIT) was also included so
that a total of 14 patients were incorporated in this study. This recording had a duration of
9.5 days and a sampling rate of 256 Hz.

4.2.2 Signal ProcessingWorkflow
In order to perform an HRT analysis, a sequence of processing steps are needed. The
workflow begins with the filtering of the raw ECG signals to remove the typical artifacts. It
then continues with the detection of the QRS complexes and the T wave. In order to classify
the QRS complexes and separate the normal ones from the VEB, a support-vector-machine
(SVM) is used. The features given to the SVM are of rhythmical and morphological nature
and were computed to reflect deviations from a template beat. The signal processing steps
will be explained in the following section.
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4.2.2.1 Filtering the ECG Signal

Depending on the application and kind of information that should be gained from the ECG,
the filtering process can be adapted. For the detection of the QRS complexes, the ECG was
first filtered with a band-pass in the band from 2 to 40 Hz. For the T wave detection the
cutoff frequency of the high-pass filter was set at 0.3 Hz in order not to affect the morphology
of the T wave. However, once the ECG waves have been detected, a new filtering process
was used prior to the classification step. The idea behind this procedure is to retain as
much information as possible from the template beat so that the classifier can fulfill its
separating task. An adaptive approach was chosen, where the cutoff frequencies of the filter
are chosen depending on the spectral properties of the template beat. They were respectively
chosen at the frequency values where 2 and 95 % of the total spectral power was located.
Mathematically speaking, we used the following equations to compute the upper cutoff
frequency:

flowpass = f

∣∣∣∣∣∣∣∣∣


f∫

0
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fnyquist∫
0
|F{template(t)}|2d f ′

= 0.95

 (4.1)

The operator F{·} denotes the Fourier transform of the signal. For the cutoff frequency
of the high-pass filter, an analogous equation was used.

fhighpass = f
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0
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fnyquist∫
0
|F{template(t)}|2d f ′

= 0.02

 (4.2)

The frequency fnyquist is defined as half of the sampling rate of the discrete-time ECG. It
is assumed that the sampling rate has been properly chosen to avoid aliasing in the discrete
signal.

4.2.2.2 Detecting theQRS Complex

The detection of the QRS complexes was based on the stationary wavelet transform and
the Haar wavelet was used for decomposition [47]. The first step of the procedure was to
extract the absolute valued detail coefficients Dn(t) at the corresponding decomposition level
around 15 Hz. An adaptive (time and signal dependent) threshold was chosen dependent
of the moving average of the absolute detail coefficients. Values above the threshold were
marked as QRS complexes.

T h(t) = k ·MA{|Dn(t)|} (4.3)
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The operator MA{·} denotes the moving average. The threshold was optimized varying
the parameter k so that the variance of the resulting RR time series was minimized.

4.2.2.3 Detecting the TWave

The method used to detect and delineate the T wave was based on the correlation of each
local T wave with a T wave template. For that purpose, the T wave template had to be built
first. This procedure began with the detection of the maximal amplitude of the ECG signal
in the interval after the QRS complex and before the P wave. This point was labeled as the
peak of the T wave. From there, an interval of ± 160 ms was extracted. The template was
then created averaging the T waves of higher quality. For that purpose the T waves having a
corrupted morphology were removed from the group. Those outliers were found performing
a principal component analysis (PCA) on all the extracted T waves and calculating the
Hotelling's T statistics [68]:

T 2
k =

m

∑
i=1

z2
k,i

λi
k = 1,2, ...,K (4.4)

The kth T wave in the data set has a Hotelling’s T 2 value of T 2
k . The letter i corresponds

to the index of the principal component for which the scores zk,i were computed as projections
onto that same component. Those same scores have a variance of λi. The T waves chosen
to build the template are the ones having a T 2

k value below the average among all T 2
k . Once

the template has been established, it is delineated using the tangential method [69], which
delivers the beginning and end of the wave.

For the delineation of each T wave in the ECG signal, the template was used as reference.
For this purpose, the T wave template was shifted within the interval after the QRS complex
and before the P wave. In addition, the width of the template was also varied to account
for heart rate dependent variations. The combination of shift and width that maximized the
correlation between the template and the local T wave was used to delineate the local T wave.
The beginning and end points of the matching template were set as beginning and endpoint
of the local T wave.

4.2.2.4 Generating a Patient Specific Template

A normal beat can look different depending on patient and ECG lead. Thus, our approach
to classify ectopic beats assumed that for each patient and each ECG lead, ectopic beats
were different (in morphology and rhythm) from normal beats in the same signal. Hence,
a template must be a good representative of the normal beats not only in their morphology
but also in their rhythmical properties. In order to build such a template, the rhythmical
properties were assessed first. A Poincaré plot was built using the RR time series and the
points placed near the bisectrix of the graph were considered for a second stage. Here, the
morphology was taken into consideration. Using the correlation coefficient, the beats having



4.2. Materials and Methods 39

too little similarity with the other beats were excluded. At the end, an average signal was
built that represents the template. Figure 4.1 shows the process of building the template.

0 100 200 300 400 500 600 700 800 900 1000 1100−2000

−1000

0

1000

2000

3000

Time [ms]

Am
pl

itu
de

(a)

0 100 200 300 400 500 600 700 800 900 1000 1100−400

−200

0

200

400

600

Time [ms]

Am
pl

itu
de

(b)

0 100 200 300 400 500 600 700 800 900 1000 1100−200

0

200

400

600

Time [ms]

Am
pl

itu
de

(c)
Figure 4.1: (a): All beats extracted from a 30 minute ECG signal. (b): Selected beats to compute the
template. (c): The template is a clean smooth signal and a good representative of the normal beats. This
figure was reprinted from publication [41] with permission from the publisher.

4.2.2.5 Feature Extraction from theQRS Complex

A classifier, in our case the SVM, assigns a class depending on the feature values computed
from each observation. In this work, we developed an SVM that differentiates between
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three classes, normal beat, VEB, and atrial ectopic beat (AEB) by examining only the QRS
complex. The AEB differ from normal beats only in their rhythmical properties, while the
VEB have different morphological and rhythmical characteristics. Therefore, features were
created to capture the two types of properties.

The rhythmical features were obtained from the RR time series and its reciprocal time
series, the instantaneous heart rate. All ectopic beats were expected to have a shortened
coupling interval and a longer compensatory pause. Using this idea, a total of 20 rhythmical
features were created that included in its calculation the information coming from one or
more beats prior and after the current beat being analyzed. In addition, another 35 properties
were extracted from the morphology of the QRS complex. Some examples of those features
are computed from maximal and minimal amplitude of the beat, area under the curve,
maximal and minimal slope, width, symmetry, central moments, statistical properties of the
amplitude distribution, spectral properties, wavelet coefficients or PCA scores. In total, 55
properties of the QRS complex were used to train and test the SVM.

4.2.2.6 Classifying Beats with the SVM

As mentioned previously, the features obtained from normal beats should be similar to
the ones from the template, while ectopic beats should have strongly different properties.
Therefore, the feature values obtained from every patient and every signal were normalized
using the values from the template. The resulting deviations were used to train the SVM. We
chose a soft margin SVM with Gaussian kernel and found the optimal parameters for it to be
log(Γ) = 1.9 and log(C) = 0.14. The optimal parameters were found using the grid search
optimization.

4.2.2.7 Artifact Detection

Some artifacts coming from movement, loose electrodes, muscular activity or electromagnetic
interference can overlap in spectrum with the ECG signal and are not removed after the
filtering process. If they affect the normal morphology of a QRS complex, they can also lead
to wrong classifications. Therefore, it is important to remove beats labeled as VEB that were
probably wrongly classified.

Beats having amplitudes or energies too large to be physiologically possible were detected
comparing the energy of the beat with the one from the template. Normal beats that were
wrongly classified as ectopic because they are too noisy can be found calculating the complex
coherence between the template and the other beat [70]. Artifacts spreading over various
beats so that a sequence of wrongly classified ectopic beats appeared were detected using
the normal beats at the border of the sequence. Those normal beats were also corrupted but
not that strongly. A lower correlation coefficient between the template and local beat as the
border of the artifact was expected in that case.
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4.2.2.8 Multichannel Analysis

A multichannel ECG signal was processed lead by lead. This procedure can have the
drawback that the detected and classified beats can vary among channels. So for example,
a QRS complex is found in some of the channels but in others it is not, or a QRS complex
is classified as normal in some channels but in others it is labeled as ectopic. In order to
synchronize information among all channels, a voting algorithm is used in which the location
of the QRS complexes, the T waves and the classification of the beats is decided by letting
every ECG channel have one vote. The decision having the majority of the votes is then made
and generalized for all channels. If a tie arises, the most probable case is chosen according
to a-priory knowledge.

4.2.3 System Theoretical Approach to HRT
Different interpretations of the HRT curve have been introduced in the past. For example,
Schneider et al. [71] proposed an approximation using a sine function with time-dependent
frequency and hypothesized that the parameters describing that frequency could predict
mortality in patients with chronic heart failure. We proposed that HRT is the response of a
feedback controlled loop to an external disturbance. In this case, the perturbation was the
VEB and the drop in blood pressure it causes while the regulated variable is the RR time
series adapting to compensate the pressure drop. In terms of system theory, we defined the
HRT curve as the step response of a discrete second order linear time invariant (LTI) system.
The following mathematical model is used:

y(k)+a1 · y(k−1)+a2 · y(k−2) = b0 · x(k)+b1 · x(k−1)+b2 · x(k−2) (4.5)
The input variable x(k) is a unitary step while the output signal y(k) is the recorded RR

time series after the coupling interval and compensatory pause of the VEB. The coefficients
of the difference equation were estimated using the least squares method [51]. The two
solutions z∞1, z∞2 of the characteristic equation of the difference equation (also called poles
of transfer function) were also computed because they contain valuable information about
the dynamical properties of the system:

z2 +a1z+a2 = 0 (4.6)
The two solutions z∞1, z∞2 were then mapped to their continuous time counterparts using

the following transformation:

s∞i =
1

Tmean
· ln(z∞i) (4.7)

Here, Tmean is the mean RR interval during HRT and the ln(·) denotes the complex
natural logarithm. Using the two parameters z∞1, z∞2, the damping coefficient d and the
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Figure 4.2: A normal HRT curve together with the approximations from the step response of a discrete
and continuous LTI system. The parameters d = 0.73 andω0 = 0.45s−1 were estimated for this system.
This figure was reprinted from publication [41] with permission from the publisher.

resonance frequency ω0 of the continuous time second order system were calculated in the
following manner:

ω
2
0 = s∞1 · s∞2 (4.8)
d = s∞1+s∞2

2ω0
(4.9)

The interpretations of these two parameters can be given from the theory of vibrations.
The damping coefficient d is a measure of the stability of the system. The higher d, the
lower the amplitude of the oscillation. For d = 0, the system is critically stable and the
oscillation does not decay, while for d ≥ 1 the system does not oscillate. On the other hand,
the resonance frequency ω0 is a measure of how fast a system responds to an external input
or how fast it oscillates. Figure 4.2 shows the HRT curve displayed in figure 2.7 together
with its discrete time approximation and its continuous time counterpart.

4.2.4 Influence of a VEB on Subsequent ECGWaves
In order to quantify changes in the ECG signal, several morphological descriptors have been
used in the past. The mean value of the descriptor or its variation can be used to predict a
particular outcome for a given patient. For example, Zabel et al. used morphological features
of the T wave to stratify risk of cardiac death (CD) in patients with a history of myocardial
infarction [72]. For the investigation of the influence of a VEB on the subsequent ECG
waves, we developed an algorithm that resembles closely the procedure used to quantify
HRT. In the algorithm the following steps were carried out:
◦ First, after signal preprocessing, all VEB in the signal were found and the ones

fulfilling all HRT rules were selected. The rules can be found in [73].
◦ Second, five waves prior and 15 after each VEB were segmented and their morpholog-

ical features were computed generating a local time series for each feature.
◦ Third, for every ECG signal, so many time series for a given feature were generated,

as the number of VEB present in the signal. The time series are averaged producing
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one smooth sequence of morphological values. The same procedure was carried out
with the segmented waves so that the evolution of the wave morphology from beat to
beat can be visualized too.
◦ Fourth, the time series of each feature was quantified with the two parameters presented

in the next section.

The feasibility of the algorithm was investigated using the T wave and its maximal
amplitude as morphological descriptor. It is important to mention that the same procedure
can be applied to the other ECG waves and all possible features. Figure 4.3 shows the
changes of a postextrasystolic T wave in comparison to a T wave prior to the VEB. The
change in morphology of the postextrasystolic T wave is called postextrasystolic T wave
change (PEST) for short.
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Figure 4.3: (a): ECG signal in the vicinity of a VEB. To visualize PEST, the last T wave prior and the first
wave after the compensatory pause are compared. (b): From the averaged sequence of segemented T
waves in the vicinity of the VEB, the last wave prior to the VEB and the first wave after the compensatory
pause are displayed here. A reduction in T wave amplitude, width and a higher asymmetry can be
observed. This figure was reprinted from publication [41] with permission from the publisher.
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4.2.5 Quantification of Postextrasystolic Change
The shape of the postextrasystolic T wave went through an initial change and recovered with
every beat that passed by. A dynamical behavior of the amplitude of the T wave can be
observed in figure 4.4a. It seems to be described by an exponential trend. A discrete and a
continuous-time approximation of this evolution using a first order difference equation is
also presented in 4.4b.
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Figure 4.4: (a): Time evolution of the amplitude of the Twave in the vicinity of VEB. A clear reduction of
the amplitude can be observed after the compensatory pause followed by an exponential restitution to
its original value. (b): The PEST sequence was approximated with an exponential curve arising from a
first order difference equation. The discrete and continuous time approximations are displayed. This
figure was reprinted from publication [41] with permission from the publisher.

In order to characterize the PEST time series, we introduced two descriptors resembling
the HRT parameters: morphological change onset (MCO) and morphological change slope
(MCS). We defined them as follows:
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MCO =

MF(1)− 1
4

−2
∑

i=−5
MF(i)

1
4

−2
∑

i=−5
MF(i)

(4.10)

MCS =
MF(2)−MF(1)

t(2)− t(1)
(4.11)

MF(i) is the morphological feature at the position i, in our case the maximal amplitude
of the T wave. t(i) is the time at which the ith maximum of the T wave is located. The
difference t(2)−t(1) corresponds with first RR interval after the compensatory pause. Figure
4.5 shows the PEST and its characterizing parameters for the same subject used in figure 4.4.
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Figure 4.5: (a): Graphical representation of the parameter MCO used to quantify the inital change in
morphology of the postextrasystolic T wave. (b): Graphical representation of the parameterMCS used
to quantify the inital change inmorphology of the postextrasystolic Twave. This figurewas reprinted
from publication [41] with permission from the publisher.

4.3 Results
The first goal of this work was to evaluate whether the signal processing workflow developed
to detect and classify VEBs was indeed suitable for the later HRT analysis. In a second step,
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we investigated if the proposed algorithm was capable of capturing morphological changes
in the posextrasystolic waves. The results achieved for these two goals are presented in the
first and second parts of this section respectively.

4.3.1 Evaluation of the Classification Algorithm
The classification algorithm used to find the VEB was evaluated using the validation data
set. Three scenarios were compared. In the first one, no multichannel synchronization and
no artifact detection were used. In the second variant, we allowed only the multichannel
synchronization but left the artifact detection out. In the third scenario, we included both
the artifact detection and the multichannel synchronization. Again, multichannel analysis
and artifact detection were introduced in section 4.2.2.8 and 4.2.2.7. Table 4.1 presents the
results obtained in this study. The best configuration was achieved using the multichannel
synchronization and the artifact reduction. Here, a correct rate of 99.38 %, a SEN of 86.38 %
and a PPV of 77.24 % were achieved. For the computation of SEN and PPV, we grouped
the AEB and the VEB together and labeled their annotation as a positive event. The normal
beats were marked as a negative event.

Table 4.1: Results of Evaluation of the Classification Algorithm

Adaptive Artifact Multichannel Correct
filter detection analysis Rate [%] SEN [%] PPV [%]
no no no 98.31 90.84 44.26
yes yes no 98.75 88.73 51.24
yes yes yes 99.38 86.38 77.24

4.3.2 PEST Among Patients in the Study
We also investigated whether a modification of the postextrasystolic T wave could be captured
by the algorithm introduced in this work. We considered a T wave to be modified if any of
its 12 morphological features changed significantly. For statistical significance testing, we
compared the mean feature value of the waves prior and after the VEB using an ANOVA test.
A change was considered significant if the statistical test delivered an error probability of
p < 0.05. Table 4.2 shows the results of this study. A significantly modified postextrasystolic
T wave was observed in 12 of the 14 patients. For the sake of completeness, we also included
the HRT risk class in the table.
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Table 4.2: Results of the study done to investigate the influence of a VEB on the T wave of the first
subsequent normal beat

Subject number Number of VEB HRT risk class Modified Twave
1 8 0 yes
2 11 0 yes
3 11 1 no
4 12 0 yes
5 15 2 yes
6 15 0 yes
7 21 1 yes
8 25 1 yes
9 26 0 no
10 33 0 yes
11 35 0 yes
12 42 0 yes
13 80 0 yes
14 590 0 yes

4.4 Discussion
A signal processing workflow was created for the detection and classification of ectopic
beats in the ECG. The achieved correct rate of 99.38 % in the detection of the VEBs gave us
confidence in the developed signal processing workflow and demonstrated the applicability
of the classification algorithm. However, it is important to mention that even though the
correct rate seemed high at first sight, it may be influenced by the strong imbalance of the
classes within the data set. We had predominantly more normal beats in the training set than
ectopic ones. This leads to a classification system dealing better with normal beats than
with their ectopic counterparts. The lower SEN of 86.38 % and the PPV of 77.24 % were
still within the range of other published studies [7, 74, 75] leading us to the conclusion that
although the classification method can still be improved, it is good enough to the study the
HRT-related phenomena.

A system theoretical approach to HRT was introduced and the interpretation of the
HRT curve as a step response of a second order system was proposed. An algorithm for
the estimation of the parameters damping coefficient d and resonance frequency ω0 was
developed with the aim of characterizing the HRT curve. We believe that these parameters
give a global characterization of the HRT curve because they consider all points and could be
used to better characterize the control process performed by the autonomic nervous system
after the blood pressure drop because of a VEB.

The influence of the VEB on subsequent ECG waves was studied by means of the T
wave. Specifically, the time evolution of the maximal amplitude of the T wave was observed.
We found that a VEB can lead to an initial change in T wave morphology followed by (what
could be) an exponential recovery to its original shape. For the characterization of this
recovery phase, the parameters of a discrete first order LTI system were proposed. We also
observed that PEST was present in 12 from 14 patients. This demonstrates on one hand that
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our algorithm is capable of capturing PEST phenomena, and on the other hand that PEST
appears to be common among randomly selected patients with frequent VEB. However, the
HRT risk classification did not coincide with the significant presence of PEST. Due to the
small number of patients, it is impossible to generalize this finding. Nevertheless, if HRT risk
classification is indeed uncorrelated to significant PEST, this finding would demonstrate that
morphological changes in the ECG contain new undiscovered information not found in its
rhythmical properties. This possible conclusion motivates also the idea of proposing PEST
as a risk stratifier and investigating its predictive power for outcomes like CD in patients
with a history of myocardial infarction or chronic heart failure (CHF).

The results of this study raise also the question of the physiological mechanisms behind
PEST. It is well known that the shape of the T wave depends, among other factors, on
instantaneous heart rate [69]. Thus, a simple explanation for PEST could be that the
morphological change arises from the acceleration of heart rate after the VEB. However,
normal HRT is characterized by a very small initial reduction of the RR interval. As can be
seen in figure 2.7, the initial reduction of the RR interval is around 50 ms. In addition, the RR
intervals in HRT have an oscillatory behavior, while PEST is characterized by a monotonic
restitution. For these reasons, we conclude that instantaneous heart rate changes are probably
not the mechanisms behind PEST. A more promising explanation could be given based on
the findings of in-silico studies. Keller et al. [76] demonstrated that the shape of the T wave
arises from the heterogeneities in the repolarization of the ventricles and the delayed rectifier
potassium current IKs plays a major role in this process. Thus, we believe that PEST must be
somehow related to changes in either the ionic concentrations or the membrane currents at
cellular level. In any case, it is impossible to definitely conclude alone from this study what
the physiological explanation for PEST may be and what diagnostic power it may have.

4.5 Outlook
In order to investigate the predictive power of PEST, a larger clinical study is needed. The
parameter MCO and MCS could be evaluated as risk predictors in a retrospective follow-up
study. A data set with patients suffering from CHF with a known outcome of CD would be
ideal for this study.

On the other hand, in order to better understand the mechanisms behind PEST, it would
be very interesting to study this phenomenon also in healthy subjects. By doing so, we could
learn if PEST is a normal phenomenon that manifest in everyone when a VEB appears and
how large is its effect on the ECG. The study can also be complemented by an in-silico study
in which the ionic concentrations and currents at cellular level would be observed directly
and could deliver insights on the mechanisms behind PEST.

These two studies were indeed carried out and their results are presented in the next two
chapters of this thesis.
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4.6 Conclusion
In this work, we introduced a new interpretation of the HRT based on the theory of LTI
systems and proposed an algorithm to obtain the damping coefficient and the resonance
freqeuncy of the HRT curve. Furthermore, we created and optimized the signal processing
algorithm and observed that PEST was a phenomenon characterized by an initial change
of the postextrasystolic T wave morphology followed by a recovery to initial shape. More
research is needed to conclusively understand the underlying mechanisms behind PEST and
its clinical value.





CHAPTER5
Postextrasystolic TWave in Healthy

Subjects
5.1 Introduction
In the previous chapter, the concept of postextrasystolic T wave change (PEST) was intro-
duced and defined as the short-time variation of T wave shape after a ventricular ectopic beat
(VEB). We also showed that morphology of the wave undergoes an initial modification and
recovers steadily with every beat. The PEST phenomenon has been known for more than one
hundred years [77] and it has been observed in patients with different pathological conditions
[78, 79]. However, the physiological mechanisms behind PEST are not fully understood.
Some authors have proposed that PEST may be related to cardiac memory and prematurity
of the VEB, while others believe it is rather a consequence of the increased blood preasure
after a long compensatory pause [80–83]. It is also unknown if PEST has any diagnostic
value. As a matter of fact, it is unclear if PEST is a normal phenomenon present in healthy
subjects and if so, how does it manifest.

In order to shed light on this topic, we studied PEST in a group of ten patients with
structurally healthy ventricles. In concrete, we turned our attention to two open questions.
First, is PEST present in healthy subjects, and if so, what are its properties. Second, are
the PEST parameters correlated to the heart rate turbulence (HRT) parameters or the basal
heart rate of the patients. In addition, a large multiscale electrophysiological simulation
was performed with the aim of recreating PEST and gaining more information about the
electrophysiological mechanisms behind it. A total of 15 beats were simulated in the temporal
vicinity of a VEB. This work was carried out in close cooperation with the group BSICoS
at the University of Zaragoza and the Department of Signal Theory and Communications
at the University Rey Juan Carlos in Madrid. It was published in form of an internationl
conference paper [84].
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5.2 Materials andMethods
5.2.1 Clinical and Simulated Data
The clinical study used for this work had been previously designed to investigate HRT and
its dependency on coupling interval and resting heart rate. It was recorded at the Arrhythmia
Unit at University Hospital Virgen de la Arrixaca de Murcia, Spain and provided to us from
our cooperation partners at the Department of Signal Theory and Communications of the
Rey Juan Carlos University in Madrid, Spain and the BSICoS Group at the University of
Zaragoza, Spain. This study was also used in the past to investigate other related topics
such as the measurement of HRT using only a photoplethysmographic sensor [85]. The
data contained the recordings of ten patients with structurally healthy ventricles that had to
go through catheter ablation therapy because of a supraventricular tachycardia. After the
ablation procedure was finished but before leaving the electrophysiology laboratory, each
patient underwent a protocol of right ventricular stimulation triggering ectopic beats from
the apex. The stimulation was performed every 20 sinus beats so that at the end of the
procedure, between 11 and 20 VEB (depending on the patient) were suitable for HRT and
PEST analysis. The electrocardiogram (ECG) was recorded at a sampling rate of 1 or 2 kHz.

On the other hand, the in-silico study was performed with the electrophysiological
model from ten Tusscher et al. [86] and a monodomain simulation was carried out with the
software acCELLerate [87, 88]. The full torso geometry was obtained segmenting a magnetic
resonance image from a healthy subject. Anisotropic electrical conductivities were chosen
appropietely for each tissue class including ventricles, skeletal muscle, fat, blood, lung, liver
and spleen. In the simulation, the depolarization wave of the normal beats originates in the
Purkjnie muscle junctions and propagates to the neighboring voxels triggering each time an
action potential (AP). For the repolarization scheme (responsible for the generation of the
T wave in the ECG), regional dependencies of the AP were included in the model together
with transmural heterogeneity [89, 90]. It is also important to mention that no ion channels
dependent on mechanical stretch were included so that only electrophysiological phenomena
could be analyzed. In total, five sinus beats prior to the VEB, the VEB itself (including the
coupling interval and the compensatory pause) and another nine normal postextrasystolic
beats were simulated. The RR time series used for this simulation was obtained from the
recording presented in figure 2.7 and corresponded with a normal HRT. The simulated ECG
had a sampling frequency of 1 kHz. The simulated ECG signal was treated in the same way
(the same algorithms were applied) like the other ten from the electrophysiological study.
Thus, the simulation was treated as if it had been the 11th patient of the electrophysiological
study. Figure 5.1 shows a portion of the simulated ECG including the leads Einthoven I, II
and Wilson V1. In the same figure, the ventricular anatomy displaying the transmembrane
voltages in the heart tissue and the origin of the ectopic beat can be observed.
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(a)

(b)
Figure 5.1: (a): Cut of the ventricular anatomy displaying the transmembrane voltage coded in color.
The ectopic depolarization wave can be seen originating in the ventricular apex. (b): A portion of the
simulated ECGcentered around theVEB. This figurewas reprinted frompublication [84]with permission
from the authors.

5.2.2 Signal ProcessingWorkflow
The signal processing steps carried out to obtain the needed information from the ECG
were described in the previous chapter and were intended to remain the same in this work.
However, a challenging task arose when detecting the paced VEB in the ECG. The solution
proposed to overcome this problem will be presented in the next section.
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5.2.3 QRSDetection and Classification
As it turned out, the VEB had a very low amplitude in many of the ECG channels. This lead
to a large amount of VEB not being detected and not being used for further HRT and PEST
analysis. To overcome this problem, we had the idea of finding an optimal patient specific
linear combination of the ECG channels that delivered a large VEB amplitude facilitating
automatic detection. However, the task was actually more complex than that. The required
linear transformation had to be performed before the automatic QRS complex detection
because otherwise the VEB would not even have had the chance of being detected. To solve
this problem, we came up with an indirect approach. If the reason for the low amplitude of
the VEB relied on the fact that those beats were perpendicular to the normal ones in the ECG
lead space, then we could first find the direction that maximizes the normal beats and look
afterwards for an orthogonal subspace in which the direction that maximizes the amplitude
of the VEB can be found.

In order to first find the mixing vector w that maximizes normal QRS complex amplitude,
the multichannel ECG signal was interpreted as a realization of a multidimensional random
process X in the ECG lead space and only the linearly independent channels were taken into
consideration. By plotting the ECG leads against each other, a new parametric representation
was obtained, where every ECG wave builds a loop. This representation is shown in figure
5.2a for one of the signals in the study. Since there are 20 times more normal beats than
ectopic ones in the signal, we assumed that the normal beats would dominate the ECG lead
space and that a vector pointing in the direction of the center of mass of all data points would
probably also point in the direction of the the normal QRS loop. Thus, the center of mass is
defined as the mixing vector w. This is the red vector in figure 5.2a. This vector w spanned an
orthogonal subspace, in which a further principal component analysis (PCA) was performed.
Since the normal QRS complex has little power on this plane, the first principal component
should point in the direction of the projected VEB loop. All principal components together
with the first mixing vector w span an orthonormal basis W. The ECG is then projected onto
this basis (Y = X ·W) for further analysis.

From the transformed ECG signal Y, we retained only the channels with highest amount
of energy containing together at least 90 % of the total energy of the original signal. Typically,
no more than three transformed channels fulfilled this criterion. Finally, the transformed
ECG was processed with the standard multilead algorithm that includes synchronization
among leads. Now, the VEB could be detected in two out of three channels and the HRT and
PEST analysis were possible. Figure 5.2b shows the resulting linearly combined channels
with highest energy. The first channel is characterized by a spiky normal QRS complex. In
the second channel, the amplitude of the VEB is largest. The third channel is orthogonal to
both the normal QRS complex and the VEB and is thus characterized by similar amplitudes
in all QRS complexes.

The algorithm can be summarized as follows:
◦ First, the ECG was filtered. In particular the offset was removed and a stable isoline

was achieved.
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◦ Second, the mixing vector w was computed and the data points were projected onto
the orthogonal plane perpendicular to w.
◦ Third, in the orthogonal subspace, a PCA was performed with the aim of maximizing

the amplitude of the VEB. For further analysis the number of transformed channels
preserved must contain at least 90 % of the original energy of the signal.
◦ Fourth, the standard multilead processing of the ECG signal that includes synchro-

nization among channels was performed with the resulting linearly combined leads.

5.2.4 Maximizing TWave Amplitude
Since the idea behind PEST is to measure changes in T wave morphology, it would be
of great help if those changes could be somehow amplified to prior the analysis. For this
purpose, we combined the linearly independent ECG leads to create a transformed channel
with maximal T wave amplitude. By maximizing T wave amplitude, we expected PEST
to be also amplified. To achieve maximization of T wave amplitude, we applied a similar
procedure as the one used with the normal QRS complexes in the previous section. In this
case, however, we used T wave templates instead of the complete signal. The advantage of
using the templates bases on the fact that the T wave loop is very clean and the direction
of maximization can be found very precisely. Figure 5.3 shows the T wave templates from
three leads of the same signal, the T wave loop and the resulting linearly combined channel
with a spiky T wave.

5.2.5 Quantifying PESTwithOneGeneral Feature
In the last chapter, we proposed that the quantification of PEST could be carried out using
any morphological feature characterizing the T wave such as the amplitude, the width, the
symmetry and so on. However, it would be of great help if we could find a feature that
captures the general change in morphology and accounts for changes in all properties. A pos-
sible candidate for this task would be the correlation coefficient between the postextrasystolic
T waves and a beat prior to the VEB. The squared correlation coefficient has the property
of being a number between 0 and +1 making it a very intuitive measure of similarity. So,
for example, a large PEST would be characterized by a number significantly lower than
+1. However, for this application, the correlation coefficient has the disadvantage of being
independent of scaling or offsetting any of the two waves. To overcome this problem, we
proposed a new measure of similarity called the l_operator because it is closely related to
the Euclidean norm (or simply the length l(k)) of the difference between two time-discrete
signals x(k) and y(k) being compared. It is defined in the following manner:
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(a)

(b)
Figure 5.2: (a): ECG signal displayed as a three dimensional parametric representation, where the lead
Einthoven I,Wilson V1 and V2 are plotted against each other. The red arrow points towards the center
of mass of all data points which is also the direction of the normal QRS loop. The red vector is defined
as is the mixing vectorw for the linear transformation. A plane is spanned perpendicular tow. In this
plane the direction that maximizes VEB energy is found using a PCA. (b): The first three leads of the
transformed ECG signal with respect to the basisW demonstrate how the first lead has high normal
QRS amplitude, while the second lead is characterized by a large amplitude of the VEB. This figure was
reprinted from publication [84] with permission from the authors.

l_operator{x(k),y(k)}= 1− ||l(k)||2
||x(k)||2+||y(k)||2 (5.1)

= 1− ||x(k)−y(k)||2
||x(k)||2+||y(k)||2 (5.2)

= 2〈x(k),y(k)〉
||x(k)||2+||y(k)||2 (5.3)
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Figure 5.3: (a): T wave template from three leads of the same ECG signal. This kind of templates were
used to create amultidimensional T wave loop and find the linear combination that maximizes Twave
amplitude. (b): T wave loop and direction of maximal T wave amplitude. (c): ECG signal for which the T
wave amplitude wasmaximized. The signal is characterized by the spiky shape of the Twave. This figure
was reprinted from publication [84] with permission from the authors.

The l_operator is a similarity measure originally based on distance. It has similar prop-
erties to the correlation coefficient because it delivers also a number in the interval [−1,+1].
However, +1 can only be achieved if the two signals are perfectly equal. Scaling or offsetting
any of the two signals will deliver a lower value. As for the correlation coefficient, orthogonal
signals have also a similarity of 0 when compared using the l_operator. Furthermore, it
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Figure 5.4: The l_operator is a measure of similarity between the two time-discrete signals x(k) and y(k).
It is baser, however, on the Euclidian distance (length of difference) ||l(k)|| between the two time-discrete
signals x(k) and y(k).

resembles the Sørensen-Dice coefficient commonly used in information theory to compare
similarity between two binary vectors [91, 92].

The next step in the quantification of PEST was to create a time series of morphological
features in the vicinity of the VEB. For that purpose, five T waves prior to each VEB and
another 15 afterwards were segmented. A T wave template was created averaging the T
waves prior to each VEB. The template was then compared to all waves in its vicinity.
Mathematically speaking, the morphological feature was calculated as follows:

lop(n) = l_operator{Tn(t),Template(t)} (5.4)
Using the mean time series of l_operator values, the parameters to quantify PEST were

computed using the equations 4.10 proposed in the last chapter. Figure 5.6 shows an example
of a time series of l_operator values and the PEST parameters.

MCO =

lop(1)− 1
4

−2
∑

i=−5
lop(i)

1
4

−2
∑

i=−5
lop(i)

(5.5)

MCS =
lop(2)− lop(1)

t(2)− t(1)
(5.6)

Figure 5.5: Example of a time series of l_operator values and the PEST parameters. This figure was
reprinted from publication [84] with permission from the authors.
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5.3 Results
The parameters morphological change onset (MCO) and morphological change slope (MCS)
were computed for all patients in the study and are presented in table 5.1. In the table,
the patient number and the amount of VEB used for the analysis are also presented. It is
important to recall that patient number 11 is the simulated subject. The table presents also
the basal RR interval length and the parameter turbulence onset (TO) and turbulence slope
(TS) from the analysis of HRT together with the overall results in the study.

Table 5.1: Results showing HRT and PEST parameters for the patients examined. Patient number 11 is
the simulated subject. The overall statistics are given asmedian and interquartile range (med±iqr). This
table was reprinted from publication [84] with permission from the authors.
Patient # Nr. Basal RR [ms] Nr. of VEB TO [%] TS [ms/beat] MCO [‰] MCS [‰/s]

1 1074 14 -3.75 10.90 -0.68 0.65
2 940 20 0.51 2.71 -11.17 11.41
3 851 16 -1.65 7.09 -7.72 7.78
4 1147 17 0.53 27.57 -5.10 2.38
5 736 11 -1.05 1.77 -1.17 1.44
6 911 18 -0.81 4.16 -12.70 14.22
7 708 12 -5.59 12.49 -14.50 20.47
8 744 13 -1.20 7.09 -49.64 66.29
9 952 18 -2.94 7.05 -7.03 7.38
10 1140 11 -7.52 22.50 -2.41 2.10
11 998 1 -2.31 6.20 -1.07 1.16

overall 940±284.25 14±6.50 -1.65±2.68 7.09±7.42 -7.03±10.83 7.38±1.61

5.3.1 Manifestation of PEST among healthy subjects
All patients presented a small but measurable PEST. Even though the strength of PEST was
different in every patient, they all had in common that PEST was characterized by an initial
reduction of l_operator value followed by a restitution within one or two postextrasystolic
beats. However, the kind of postextrasystolic change was different in every patient. This
change could be a reduction (or an increase) in T wave amplitude, a greater T wave width
or other changes in symmetry or slope. To illustrate this, figure 5.5 shows PEST in patient
number 2, 7 and 11.

In patient number 2, PEST was characterized by a reduction in T wave amplitude in the
first postextrasystolic wave and an almost complete restoration of morphology within the
next beat. The second postextrasystolic wave had only a slightly lower amplitude than the
original one. The third wave had already normal morphology.

On the other hand, PEST in patient number 7 was characterized by an alternating T wave
amplitude. The first postextrasystolic wave had a larger amplitude than the template while
the second wave had a reduced one. The third postextrasystolic wave was again normal.
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Finally, the simulated patient had a very small PEST characterized by an almost unno-
ticeable increase in amplitude in the first postectopic T wave.

Figure 5.6: Themanifestation of PESTwas different among the patients from the study. Patient number
2 (upper panel) had a decreased postectopic Twave amplitude. Patient number 7 (middle pannel) had
alternating postextrasystolic T wave amplitude. Simulated patient number 11 (lower panel) had almost
no PEST. This figure was reprinted from publication [84] with permission from the authors.

5.3.2 Correlation to HRT andHeart Rate
A simple statistical analysis was carried out to investigate if PEST parameter MCO and
MCS are related to the HRT parameters TO and TS or the sinus rhythm (basal RR interval)
of the patients. Table 5.2 shows the results of the correlation analysis. In general, very low
correlations were found between PEST and HRT. On the other hand, PEST and heart rate at
rest seem to have a stronger correlation.

Table 5.2: Correlation coefficient between the PEST andHRT together with PEST and basal RR.

MCO [‰] MCS [‰/s]
Basal RR [ms] 0.51 -0.55
TO [%] -0.14 0.08

TS [ms/beat] -0.18 0.13
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5.4 Discussion
The first part of this study suggest that PEST is a normal phenomenon present in subjects
with structurally healthy ventricles. This result extends the knowledge found in literature
where PEST has been primarily observed in patients with different cardiac diseases. We also
found that the strength of the morphological change of the postextrasystolic T wave was
patient specific. According to the results of the second part of the study, the patient specific
PEST could be related to some extent to the resting heart rate of the patient. However, other
patient specific properties of the ECG or the VEB such as duration of the coupling interval,
the blood pressure drop after the VEB or the increase in blood pressure at the end of the
compensatory pause could also play an important role. More research is needed to definitely
conclude what the mechanisms behind PEST are. For now, we can assure that this is an
interesting research topic with many open questions to be addressed.

In the first part of the study we also realized that the simulated patient had almost no
PEST. We can give two possible explanations for this fact. First, the model did not include
ion channels dependent on mechanical strech. This means that the possible reduction of
blood pressure after the coupling interval or increase after the compensatory pause does not
have any influence on the electrophysiology. This would support the idea that PEST could be
related to electromechanical coupling of the heart and postectopic potentiation of contractile
strength [93]. Second, the ten Tuscher model is characterized by strong long term stability.
This means that the model can be used to simulate many subsequent beats without drifting
away from the normal behavior. Even though the VEB pushes the electrophysiological
simulation away from its operating point at a stable action potential duration and diastolic
interval, the change in those parameters is too little to trigger any modifications at cellular
level that can be captured in the surface ECG [94]. Thus, at this moment, we cannot conclude
definitely that the explanation for PEST comes from pure electrophysiological phenomena
or whether or not it is related to mechanical stress in the myocard. We also do not know if
the autonomic nervous system (ANS) is playing a role here.

Even though the number of patients was small, they all had in common that PEST was
characterized by an initial change in morphology and a recovery within one or two beats after
the compensatory pause. If this result can be generalized, this could mean that structurally
healthy ventricles are capable of restoring original electrphysiological conditions within one
or two seconds after the initial change. Thus, patients with a higher risk of cardiac afflictions
may diverge from this behavior and present, for example, a slower recovery.

Finally, we also found that PEST could be independent from HRT due to the low
correlation coefficients. It is thus plausible to believe that PEST parameters are independent
biomarkers that can be used for the prediction of cardiac death (CD) (or other complications)
in patients with heart afflictions, complement HRT parameters and increase its sensitivity
and positive predictive value.

It was also interesting to see that all patients had a relatively small PEST. The median
MCO was -7.03 ‰. Such a low number can only be measured accurately if very high signal
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quality is given, strong filtering techniques or averaging over a large number of VEB are
applied. Otherwise, a PEST analysis may not be possible.

5.5 Outlook
The main priority of a future project in this field should be a larger data set that ensures a
stronger statistical power of the study. It would also be interesting to have longer signals
with more VEB and other portions free of VEB. This would allow a comparison with
other ECG biomarkers coming from the heart rate variability (HRV) or the QT time. In
addition, the electrophysiological model used for the simulation can be extended to include
electromechanical coupling and stress dependent ion channels. Furthermore, the same
simulation can be repeated with a different model, one that has a more sensitive relationship
between action potential duration and diastolic interval. By doing so, the changes triggered
by a VEB could lead to a larger PEST.

On the clinical side, it would be interesting to investigate PEST parameters as risk
stratifiers of CD (or other complications). As a matter of fact, we carried out such a study
with patients suffering from chronic heart failure (CHF). The results of that study are
presented in the next chapter of this thesis.

5.6 Conclusion
In this work, we showed that PEST is a normal phenomenon that manifest in a different
manner among the patients in the data set. PEST is, however, characterized by an initial
change of postextrasystolic T wave morphology and a rapid recovery to its original shape
within one or two beats. Yet, we did not observe this in the simulation. This is probably
because of how the electrphysiological model was conceived. In addition, we also showed
that PEST parameter were uncorrelated to HRT parameters, and that they may be related
to other patient specific features such as the resting heart rate. More research is needed to
evaluate the power of PEST as a risk parameter.



CHAPTER6
Predicting Pump Failure

Progression Death
6.1 Introduction
In the previous chapter, we showed that postextrasystolic T wave change (PEST) is a
phenomenon that is present in subjects with structurally healthy ventricles. It is characterized
by an initial change in T wave morphology (amplitude, width, symmetry and other properties)
and a restitution to the original shape within one or two beats. Although PEST has been also
observed in patients with coronary artery disease and left ventricular dysfunction [95], its
clinical relevance has not been discovered yet. Specifically, the very few clinical studies
performed on the identification of high risk patients based on their PEST properties has been
impossible so far. Nevertheless, PEST has not been investigated in relation to chronic heart
failure (CHF) and cardiac death (CD). Thus, the aim of this work was to investigate if PEST
can be used to identify high risk patients suffering from CHF and complement the predictive
power of the heart rate turbulence (HRT) parameters.

In a previous study, PEST was demonstrated to correlate with postectopic contractile
potentiation [93]. This is a phenomenon in which the strength of the myocardium increases
in the first normal beat after a ventricular ectopic beat (VEB). In the mentioned study, it was
observed that PEST was more prominent if myocardial contractility was reduced. This result
lead us to postulate that PEST, and in concrete the parameters morphological change onset
(MCO) and morphological change slope (MCS), could be used as non-invasive biomarkers
to predict pump failure progression death (PFD) as a consequence of CHF. This work
was carried out in close cooperation with group BSICoS at the University of Zaragoza and
published in form of an international conference paper [96].

63
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6.2 Materials andMethods
6.2.1 Clinical Data
The data set we used for the investigation of risk assessment based on PEST parameters is
called MUSIC (MUerte Súbita en Insuficiencia Cardiaca) [97]. This data set was the result of
a prospective, longitudinal multicenter study carried out in Spain with the goal of evaluating
non-invasive electrocardiogram (ECG)-based biomarkers for the prediction of different types
of cardiac death in ambulatory patients with CHF. A total of 992 patients marked with the
New York Heart Association (NYHA) class I and II were enrolled and prospectively followed
up for a median of 44 months (range: 28 to 51). The medications taken by the patients were
not withdrawn for this study. A large portion of the patients included in the data set did not
have sinus rhythm because of other heart afflictions such as atrial fibrillation (AFib) or had
implantable pace makers or defibrillators. In such cases, an HRT analysis is not possible.
For this work, we included only the patients having sinus rhythm for which an HRT analysis
could be performed. The resulting cohort contained 537 patients, from which 410 (76.4 %)
were survivors at the end of the follow-up period. The non-survivors where classified as
follows: 24 (4.5 %) died of non-cardiac causes, 44 (8.2 %) died of sudden cardiac death
(SCD) and 59 (11.0 %) died of PFD. The latter group is the one this work was intended for.
We also defined the class CD as SCD and PFD together and the class total mortality (TM) as
all types of cardiac and other unknown causes of death together. A summary of the clinically
relevant characteristics of each patient can be found in table 6.2.

For each patient, a 24 hour standard Holter ECG was recorded. The original 12 leads
were reduced to two or three orthogonal leads using the linear transformation according
to Dower [98]. The signals were acquired at a sampling rate of 200 Hz. The automatic
annotations of the QRS complexes and their classification were also available in the database.

6.2.2 Signal ProcessingMethods
Processing the Holter ECG in the MUSIC database proved to be challenging due to the
relatively low quality of the signals. The processing techniques already existing had to be
adapted or redesigned. The modifications will be explained in the following sections.

6.2.2.1 Signal Preprocessing

As mentioned in the previous chapter, a clean T wave morphology is very important for PEST
analysis because the postextrasystolic changes are very small. In order to remove the artifacts
in the ECG but maintain the morphology of the T wave, the filtering process was modified.
First, power line hum was eliminated using a Gaussian filter with a center frequency at 50 Hz
and a width of 1 Hz and all harmonics. Second, the signal was filtered with a narrower band



6.2. Materials and Methods 65

pass filter with cutoff frequencies at 0.3 and 20 Hz to match the frequency spectrum of the
T wave. Since baseline wander can go above 0.3 Hz, a second baseline wander removal
technique was performed. Here, a two stage moving median filter with window lengths of
0.7 and 1.8 s was applied [90].

After T wave detection, a T wave template was created and compared locally to each
T wave. The comparison was carried out in frequency domain. If the local T wave had
considerably different spectral properties, a low signal to noise ratio was assumed and the
local T wave was removed from the analysis.

6.2.2.2 TWaveDetection

In order to achieve a more robust T wave detection, the stationary wavelet transform (SWT)
was used in this case [99]. The procedure began with the cancellation of the P wave and the
QRS interval. This was done replacing that signal portion with a smooth sigmoid function.
The resulting signal was assumed to contain only T waves. It was decomposed using the
biorthogonal 3.3 wavelet up to the level four. The maximal amplitude of the SWT in the
segment between two consecutive R peaks was labeled as the T wave maximum. This method
was repeated in every channel and synchronization among all channels was performed to
correct wrongly detected waves.

6.2.2.3 Quantifying of PEST

The way PEST was quantified remained basically the same but two changes were carried
out. First, in order to account for possible low quality T waves that may damage the PEST
analysis, a further refinement step was carried out. We required the T waves not to be affected
by the VEB (n = [−5, ...,−2]∪ n = [3, ...,15]) to have a high l_operator value of at least
0.96 when compared with the template. This ensures that only high quality T waves are
used as reference when measuring PEST. Second, the parameter MCO was reformulated
and the average of l_operator values of the T waves prior to the VEB was removed from the
denominator (see equation 6.1). Since l_operator values are smaller or equal to one, they
can potentiate MCO if low quality T waves are present in the analysis. For this reason, the
parameters used in this study were redefined as:

MCO = lop(1)− 1
4

−2

∑
i=−5

lop(i) ·1000 [‰] (6.1)

MCS =
lop(2)− lop(1)

t(2)− t(1)
·1000 [‰/s] (6.2)

The notation lop(n) represents again the l_operator value when comparing the T wave
template with the T wave number n:

lop(n) = l_operator{Tn(t),Template(t)} (6.3)
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6.2.3 Statistical Analysis
There are many ways of quantifying the predictive power of a parameter regarding a given
classification problem. Modern approaches such as cross validation have been sucessfully
applied in fields like machine learning [100]. However, in medicine, the question if a
parameter can be used for risk assessment is carried out in a more traditional way based
primarily on statistical tests. First, the participants in the study are separated according to
their outcome at the end of the study. Survivors and non-survivors with their corresponding
cause of death are compared always one class against all others with respect to their statistical
properties. In this work, that comparison was carried out using a two-tailed Wilcoxon-Mann-
Whitney test, which is a non-parametric test that does not require any given distribution of
the data.

In the second step, the complete population was split into two non-overlapping subgroups
for each PEST parameter. The group with the higher values will be labeled using the +

sign, while the group with lower parameter values will be marked by the − sign. Thus, the
subgroups were called MCO+, MCO-, MCS+ and MCS-. The optimal dividing thresholds
for the subgroups were found with a receiver operating characteristic (ROC) curve. The ROC
curves calculated for both PEST parameter can be seen in figure 6.1. Using the separated
subgroups, we tested with respect to PFD if the observed difference in proportions was
indeed statistically significant. The aim of this analysis was to evaluate if high and low risk
patients can be discriminated by PEST. For this purpose, a Fisher’s exact test was carried
out. This test allowed us to assess the predictive power of both parameters.

We also investigated if PEST parameters were related to other relevant but invasive
cardiac biomarkers such as reduced left ventricular dysfunction, NYHA class III, etc. The
test used here was again Fisher’s exact test in the case of categorical variables and the
two-tailed Wilcoxon-Mann-Whitney test for continuous variables. This analysis may become
interesting because it opens the possibility of replacing the invasive biomarkers with the
non-invasive MCO and MCS if a surrogate relationship was to be found.

For all statistical tests, a significance level of p < 0.05 was chosen.

6.3 Results
First, the statistical properties of the complete population were analyzed and the parameters
MCO [‰] and MCS [‰/s] were found to have a median and interquartile range (med±iqr)
of -6.970±13.657 and 6.377±15.221 respectively. The results for the statistical analysis
with respect to the outcome of the study are presented in table 6.1. No significant differences
in any of the comparisons were found.

Second, from the ROC curves, an area under the curve (AUC) of 0.546 and 1-0.452=0.548
were found for MCO and MCS respectively. In addition, the optimal thresholds that
maximized the sum of sensitivity (SEN) and 1-specificity (SPE) were MCO=-7.0 ‰ and
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Table 6.1: med±iqr for MCO andMCS of each cause of death. The error probability (p value) for the
comparisons among classes is also given.

MCO [‰] MCS [‰/s]
cause of death others cause of death others
med±iqr med±iqr p-value med±iqr med±iqr p-value

SCD vs. other -8.22±11.43 -6.79±13.81 0.616 7.10±11.47 6.37±15.48 0.758
PFD vs. other -5.74±7.68 -7.18±14.03 0.245 4.58±11.65 6.61±15.36 0.227
CD vs. other -5.98±10.44 -7.14±14.47 0.567 6.20±11.31 6.57±15.40 0.457
TMvs. other -6.69±11.96 -7.00±14.19 0.917 6.29±13.63 6.48±15.40 0.631

MCS=6.333 ‰/s. Afterwards, the 537 patients were divided into the positive and negative
subgroups. In the group MCO- 265 patients were included, while 272 were part of MCO+.
On the other hand, 280 patients were classified as MCS+ and the other 257 as MCS-.

(a) (b)
Figure 6.1: (a): ROC curve for the parameterMCOwith respect to the outcome PFD and the point for
optimal separation are displayed. (b): ROC curve for the parameterMCSwith respect to the outcome
PFD. The point for optimal separation are displayed. This figure was reprinted from publication [96] with
permission from the author.

Third, the results of the test evaluating if high and low risk patients can be discriminated
using PEST is displayed in the last row of table 6.2. No significance was found for any of the
two PEST parameters. However, the error probability for MCO was p=0.054 which is close
to the significance level. The rest of table 6.2 shows the comparison of the PEST parameter
to other relevant cardiac biomarkers. The difference in proportions of each subgroup was
statistically significant for QRS>120 ms for both MCO and MCS. Significance was also
present when comparing average heart rate with MCS.
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6.4 Discussion
The results obtained from the Wilcoxon-Mann-Whitney test comparing the distributions
of the study outcomes showed that the PEST parameters were not related to any sort of
cardiac death. Furthermore, the analysis carried out with the ROC curve delivered an AUC
slightly above 0.5 in both cases demonstrating again the low predictive power of the PEST
parameters. In addition, the Fisher’s exact test to evaluate MCO and MCS as risk predictors
also turned out to be negative. These results are in accordance with other findings in literature
where PEST also failed to discriminate high risk patients suffering from coronary artery
disease or left ventricular dysfunction [95]. Furthermore, these results could also validate
the hypothesis presented in the previous chapter of this thesis, where we proposed that PEST
may be a normal phenomenon among all patients that is independent of their cardiac disease.

Nevertheless, we have to question if the results obtained here can be trusted. As men-
tioned previously, a PEST analysis can only be performed accurately if a high signal quality
is given. This was not the case in this study. Figure 6.2 shows a typical example of how
an ECG in the vicinity of a VEB may look like in the MUSIC database. The beat to beat
variation of the T wave because of diverse external perturbations is probably larger than
PEST itself. Thus, in this kind of signals, PEST would be lost in noise.

0 1 2 3 4 5 6 7 8
Time [s]

Am
pl

itu
de

Figure 6.2: Example of an ECG signal extracted for PEST analysis. The low signal quality compromises
the accurate estimation of the parametersMCO andMCS.

Finally, the significance test considering MCO+ and MCO- with respect to PFD delivered
an error probability of p = 0.054 which is close to the significance level. This could mean,
that despite the difficulties imposed by the quality of the signals and the relatively low
statistical power of the study, the possibility of PEST being a valuable risk stratifier may
be realistic and the used algorithm could be the correct one. Furthermore, even though the
total amount of patients included in this study was relatively large, the non-survivors PFD
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outcome were only 59 (11.0 %). This number is probably too low to generalize the results
obtained here and for now, we can only conclude that more research is needed to definitely
prove or disprove the predictive power of PEST.

6.5 Outlook
The focus of a future study should lie on the clinical meaning of PEST and its applicability
for risk assessment. For that purpose, a data set with similar properties to the one used here
but with better signal quality would be necessary. Survivors of myocardial infarction or
patients suffering from CHF should remain the target of the study. The statistical analysis
can be performed in the same manner as here but it would be interesting to extend the
morphological features to include others like the T wave amplitude, width or symmetry.
Even though the l_operator is capable of measuring general morphological changes, it may
not be sensitive enough for this task. Thus, including other features in the analysis would
deliver a more elaborated quantification of PEST.

6.6 Conclusion
From this study, we concluded that PEST was not capable of identifying PFD patients in the
MUSIC data set. This result may have one of the two following explanations. First, PEST is
a normal phenomenon that manifest independently of the state of health of the patient, or
second, the signal quality and the algorithms we used to capture PEST did not allow us to
accurately quantify it. In any case, more research is needed to finally conclude what the true
clinical value of PEST may be.
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CHAPTER7
Detecting the Beginning of the

PWave
7.1 Introduction
The P wave in the electrocardiogram (ECG) plays an important role when diagnosing atrial
diseases such as recurrent atrial ectopic beats (AEB), atrial fibrillation (AFib) or atrial flutter
(AFlu). The latter two are a common cause of stroke [101]. These diseases originate from
structural modifications of the heart tissue and remodeling of the electrophysiology of the
cardiac myocytes [102]. They lead together to morphological changes of the normal P wave
that can be used to identify high risk patients and treat them even before symptoms appear
[103–105].

In case that symptoms are already present, and pharmacological treatment does not prove
effective, the arrhythmia patient is typically treated with a minimally invasive radiofrequency
ablation [106]. Although ablation therapy has been demonstrated to work successfully in
many cases, recurrence has been observed in up to 35 % of the patients. The analysis of the
shape of the P wave before and after ablation can deliver a more accurate forecast of the
success of the ablation [107, 108].

Nevertheless, manual annotation of the P wave in the ECG signal is a subjective and very
time demanding task. In addition, the accuracy of the annotations is dependent on the quality
of the signal, the chosen ECG lead and the experience of the annotator. Figure 7.1 shows two
ECG signals with manually annotated P waves (onset and peak) from the QT database in
physionet.org [31]. While the annotations seem to be accurate in figure 7.1 (a), the marked
peak of the P wave does not seem to match the true maximum of the wave in figure 7.1 (b).

Hence, in this project, we created a new algorithm based on the stationary wavelet
transform (SWT) for the automatic detection and delineation of the P wave in the ECG.
Using electrograms recorded inside the heart and on the chest of a patient, it was possible to
develop an algorithm and find precisely the beginning of the P wave. The algorithm was then

73
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validated with manually annotated ECG signals. The results presented here were published
as a journal paper [99] and presented in form of a conference contribution [109].G. Lenis et al.: P wave detection and delineation in the ECG      39

Methods
Clinical data

To develop and test the algorithm for the P  wave detection and 
 delineation, a data set of simultaneously recorded surface ECG 
signals and intracardiac electrograms was used. This data set was 
acquired at Städtisches Klinikum Karlsruhe (Karlsruhe, Germany) 

using the EnSite NavX Velocity electroanatomical mapping sys-
tem (St. Jude Medical, St. Paul, MN, USA). Two basket catheters 
( Constellation; Marlborough, MA, USA) were used for simultane-
ous biatrial mapping. The signal was recorded from a 54-year-old 
female patient undergoing ablation therapy for paroxysmal atrial 
fibrillation. The surface ECG and the intracardiac electrograms were 
recorded at a sample rate of 2034.5 Hz.

A portion of the signal characterized by sinus rhythm and with 
a duration of 33 s (32 P waves present) was specially selected for the 
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Figure 1: ECG segments extracted from the QT database in PhysioNet.
The database has been annotated by an expert physician. (A) High-quality signal (sel30) with intuitive annotations. (B) Low-quality signal 
(sele0129) with abnormal P wave morphology and arguable annotations. The fiducial points of the P wave are not set consistently by the 
expert physician.
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(b)
Figure 7.1: Two examples of themanually annotated signals in theQT database from physionet.org. (a):
High quality signal with accurate annotation. (b): Lower quality signal for which the annotated peak of
the Pwave does not match its maximum. The fiducial points were not set consistenly from onewave to
the next one. This figure was reprinted from publication [99] with permission from the publisher.
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7.2 Materials andMethods
7.2.1 Data
Two data sets were used for the purpose of developing, testing and validating the delineation
algorithm presented here. First, for the development and testing process, simultaneously
recorded surface ECG and intracardiac electrogram (EGM) during an ablation procedure
were used. The data were acquired from a 54 year old female patient suffering from
paroxysmal AFib. The recording system was the EnSite NavX Velocity X1 electroanatomical
mapping system using biatrial mapping with two basket catheters. All signals were aquired
at a sampling rate of 2032.5 Hz. In this data set, 32 P waves were obtained during sinus
rhythm. Since good coverage of the sinus node was given, we assumed that these signals
could be used as reference to label the beginning of the P wave in the surface ECG. This
data set and its visualization was provided by Dr.-Ing. Tobias Oesterlein in close cooperation
with the Städtisches Klinikum in Karlsruhe, Germany and published also in [110].

Second, the algorithm was validated using the QT database from physionet.org [111].
This data set contains 105 ECG signals each with a duration of 15 minutes and sampled
at 250 Hz. The recordings were manually annotated by two expert physicians. For every
signal in the database, two channels were acquired. A total of 3194 P waves were included.
Although 7.1 shows a controversial annotation, the majority of the markings in this database
are very accurate and thus considered a reliable tool for benchmarking.

7.2.2 ECG Signal Preprocessing
The general signal preprocessing scheme of an ECG was introduced in chapter 4. The
procedure remained the same here but a modification of the filtering parameters was carried
out. In order to match the spectral properties of the P wave, a phase free band-pass filter with
cutoff frequencies at 1 and 15 Hz was applied [112]. These frequencies are not recommended
for diagnostic purposes because they may remove too much information from the ECG. In
this work, the filtered signal was used only for the detection of the P wave and any diagnostic
information was gained from the original signal. Due to the low cutoff frequency of the
low-pass filter, no power line hum filter was required.

7.2.3 Phase Free SWT
As mentioned in the mathematical fundamentals, the SWT was defined as a modified version
of the discrete wavelet transform to achieve the property of remaining invariant with respect
to translations of the original signal. For this purpose, the downsampling process of the
signal in every step of the filter bank is replaced by an upsampling of the filter coefficients
while maintaining the transformed signal unaltered. The transformed signal is thus invariant
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with respect to translations and allows the precise detection of an event of interest like a
P wave in the /ECG. The filter bank representation of the SWT can be seen in figure 7.2 (a).

The finite impulse response (FIR) wavelet filters used in the SWT analysis are causal.
Thus, their phase differs from zero and it is not necessarily linear. This leads to a transformed
signal that is shifted in time with respect to the original signal. So, for example, the maximum
of the P wave in the original signal is not necessarily aligned with the maximum (or any other
characteristic point) in the transformed signal. In addition, the non-symmetrical wavelet
filters have a non-linear phase making an estimation of the time shift highly unpractical. This
phenomenon is demonstrated in figure 7.2. A P wave was modeled using two Gaussian bells
for the right and left half of the P wave. Each Gaussian bell had a different width producing
an unsymmetrical wave. It can be seen in figure 7.2 (c) that the transformed P wave has its
zero crossing shifted in time with respect to the maximum of the P wave. Hence, a direct
detection of the P wave maximum would not be possible in this case.

In order to eliminate the time shift from the wavelet filter, we introduced a new algorithm
that will be explained as follows. First, the SWT of the signal was computed in the standard
manner. Second, the original signal was reverted in time and the SWT of the reverted signal
was calculated. The resulting SWT was reverted again in time again. The two SWT are
then added to produce a resulting signal that is free of phase. This transformed signal was
obtained using the biorthogonal wavelet 3.3 at the decomposition level seven. This wavelet
together with its scaling function can be seen in figure 7.2 (b).

We proved mathematically that the resulting filter had zero phase in the following manner.
The signal being analyzed was called x(t) and its Fourier transform X( f ) = F{x(t)}. The
time inversion produces the signal x(−t) in the time domain and the complex conjugate
X∗( f ) in the frequency domain. If we choose H( f ) = F{h(t)} to be the transfer function
of the wavelet filter and Y ( f ) = F{y(t)} the wavelet transform of x(t), then the following
holds:

Y ( f ) = X( f ) ·H( f )+(X∗( f ) ·H( f ))∗ (7.1)
= X( f )(H( f )+H∗( f )) (7.2)
= X( f ) ·2 ·Re{H( f )} (7.3)

Using this procedure, the resulting wavelet filter used to analyze x(t) was in fact 2 ·
Re{H( f )}. This is a real valued filter that is free of phase. The resulting phase free SWT can
be seen in figure 7.3. The maximum of the original signal and its transform are aligned in time
so that a direct detection of the maximum was possible. There is a further advantage of this
procedure which is demonstrated in figure 7.3. The minima left and right of the maximum
correspond with the beginning and end of the P wave. These side minima were used to
automatically delineate the P wave. We also postulated a third advantage of this method.
Since the wavelet transform is carried out at a higher level, in this example level seven, the
high frequency noise and power line hum should be filtered out in the SWT process. Baseline
wander should also be canceled out since it is captured by the approximation coefficients
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transfer function H(f) in the Fourier domain. Additionally, the original 
signal x(t) is reversed in time, producing x(–t). The reversed time sig-
nal has the Fourier transform X∗(f) = F{x(–t)}, where the asterisk, “∗”, 
is used to denote the conjugate complex operator. The time-reversed 
signal is also filtered with H(f), and the resulting output is reversed in 
time again. Now, this signal and the originally filtered one are added 
together producing the filtered signal Y(f) in the Fourier domain. The 
resulting signal Y(f) behaves as a filtered version of X(f) using filter 
2·Re{H(f)}. Since this filtering transfer function is purely real, it does 
not contain any phase and x(t) and y(t) are aligned in time.
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Besides the fact that the maxima of the transformed and origi-
nal signals are now aligned, we also observe in Figure 3C that the 
new resulting transformed waveform has one more very important 
property: its minima left and right of the maximum can be related 
directly to the beginning and the end of the wave. Therefore, by find-
ing the local side minima, we also automatically delineate the wave.
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signal is also filtered with H(f), and the resulting output is reversed in 
time again. Now, this signal and the originally filtered one are added 
together producing the filtered signal Y(f) in the Fourier domain. The 
resulting signal Y(f) behaves as a filtered version of X(f) using filter 
2·Re{H(f)}. Since this filtering transfer function is purely real, it does 
not contain any phase and x(t) and y(t) are aligned in time.

 

* *

*
( ) ( ) ( ) ( ( ) ( ) )

( )( ( ) ( ) )
( ) 2 Re{ ( )}

Y f X f H f X f H f
X f H f H f
X f H f

= ⋅ + ⋅
= +
= ⋅ ⋅  

(2)

Besides the fact that the maxima of the transformed and origi-
nal signals are now aligned, we also observe in Figure 3C that the 
new resulting transformed waveform has one more very important 
property: its minima left and right of the maximum can be related 
directly to the beginning and the end of the wave. Therefore, by find-
ing the local side minima, we also automatically delineate the wave.
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Figure 2: (A) Block diagram of the filter bank implementation used to carry out the SWT of a signal x(n). The operator Ui represents the 
upsampling process. Adapted from [36]. (B) Reverse biorthogonal 3.3 scaling (green) and wavelet (brown) functions. (C) Asymmetrical 
 bell-shaped waveform similar to a P wave (black) and its SWT (red) using the reverse biorthogonal 3.3 wavelet at the decomposition level 7. 
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(c)
Figure 7.2: (a): Block diagram of the filter bank representation of the SWT. The operatorU ih(n) repre-
sents ith upsampling step of the filter h(n). (b): Reverse biorthogonal wavelet 3.3 (brown) and its scaling
function (green). (c): Modell of the P wave (black) and its SWT (red) using the reverse biorthogonal
wavelet 3.3. A time shift between themaximum of hemodelled Pwave and the zero crossing of the SWT
can be observed. This figure was reprinted from publication [99] with permission from the publisher.

of the SWT and we used the detail coefficients for the analysis. We will demonstrate this
advantage in a later section.
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Even so, in this work, we focus our development only on the 
peak and beginning of the P wave in the surface ECG. This is because, 
as mentioned before, the intracardiac electrograms with the given 
catheter placement inside the atria can only be used to generate the 
golden truth for the beginning of the wave. Therefore, the method we 
developed can be evaluated only for Pon. However, as we will demon-
strate later, the peak of the wave is necessary in the process of finding 
Pon. This is the reason why we validate both fiducial points with the 
QT database from PhysioNet.

Another advantage of using the SWT at a given frequency band 
is that noise or artifacts present in other bands are strongly damped 
in the transformed signal. Therefore, low-frequency baseline wan-
der, power line interference at 50 or 60 Hz, and muscular or random 
noise at high frequencies are strongly attenuated in the transformed 
ECG that will be used in the delineation process.

Intracardiac signal processing

Filtering the intracardiac signals: The signal processing chain 
developed in this article was specially created for bipolar intracar-
diac signals. The bipolar signals are obtained by subtracting the 
recorded extracellular potential from two neighboring electrodes in 

the basket catheter. Since deterministic perturbations such as power 
line interference, ventricular far field, or baseline wander caused by 
respiration appear equally in neighboring electrodes, subtracting the 
two signals delivers pure atrial activity. Therefore, bipolar signals are 
often characterized by a larger SNR than unipolar signals. Thus, the 
first step is to load the bipolar signals and preprocess them.

The extracted bipolar intracardiac signals were filtered using a 
concatenation of Gaussian high- and low-pass filters with cutoff fre-
quencies located at 30 and 300 Hz, respectively. This type of filtering 
is in accordance with the spectral properties of intracardiac signals 
as shown in [15].

It is important to mention that the filtering process applied to 
both the surface ECG and the intracardiac signal results in filtered 
signals that are aligned in time. This is relevant because, otherwise, 
the beginning of the P wave in the intracardiac signal will no longer 
be synchronous to the beginning of the wave in the surface ECG, even 
though the two were recorded simultaneously.

Detecting the beginning of the atrial activity in the intracardiac 
 signal: As proposed in the beginning of this article, the golden 
truth about the initiation of the electrical activation of the atria can 
be accurately retrieved using intracardiac measurements and apply-
ing a multielectrode catheter covering the sinus node. Figure 4A and 
B show the atrial geometry from the perspectives left anterior oblique 
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Figure 3: (A) Bell-shaped waveform (black) and its SWT (red) using a reverse biorthogonal 3.3 wavelet at the decomposition level 7. (B) To produce 
the signal in red, the original waveform (black) was initially reversed in time. Then, the same SWT was carried out on the reversed signal, and the 
resulting waveform was reversed in time again. (C) Original bell-shaped signal (black) and its phase free SWT (red). The red signal is obtained 
by adding the transformed signals from (A) and (B). The extrema in the phase free SWT can be used to automatically delineate the P wave.
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Even so, in this work, we focus our development only on the 
peak and beginning of the P wave in the surface ECG. This is because, 
as mentioned before, the intracardiac electrograms with the given 
catheter placement inside the atria can only be used to generate the 
golden truth for the beginning of the wave. Therefore, the method we 
developed can be evaluated only for Pon. However, as we will demon-
strate later, the peak of the wave is necessary in the process of finding 
Pon. This is the reason why we validate both fiducial points with the 
QT database from PhysioNet.

Another advantage of using the SWT at a given frequency band 
is that noise or artifacts present in other bands are strongly damped 
in the transformed signal. Therefore, low-frequency baseline wan-
der, power line interference at 50 or 60 Hz, and muscular or random 
noise at high frequencies are strongly attenuated in the transformed 
ECG that will be used in the delineation process.

Intracardiac signal processing

Filtering the intracardiac signals: The signal processing chain 
developed in this article was specially created for bipolar intracar-
diac signals. The bipolar signals are obtained by subtracting the 
recorded extracellular potential from two neighboring electrodes in 

the basket catheter. Since deterministic perturbations such as power 
line interference, ventricular far field, or baseline wander caused by 
respiration appear equally in neighboring electrodes, subtracting the 
two signals delivers pure atrial activity. Therefore, bipolar signals are 
often characterized by a larger SNR than unipolar signals. Thus, the 
first step is to load the bipolar signals and preprocess them.

The extracted bipolar intracardiac signals were filtered using a 
concatenation of Gaussian high- and low-pass filters with cutoff fre-
quencies located at 30 and 300 Hz, respectively. This type of filtering 
is in accordance with the spectral properties of intracardiac signals 
as shown in [15].

It is important to mention that the filtering process applied to 
both the surface ECG and the intracardiac signal results in filtered 
signals that are aligned in time. This is relevant because, otherwise, 
the beginning of the P wave in the intracardiac signal will no longer 
be synchronous to the beginning of the wave in the surface ECG, even 
though the two were recorded simultaneously.

Detecting the beginning of the atrial activity in the intracardiac 
 signal: As proposed in the beginning of this article, the golden 
truth about the initiation of the electrical activation of the atria can 
be accurately retrieved using intracardiac measurements and apply-
ing a multielectrode catheter covering the sinus node. Figure 4A and 
B show the atrial geometry from the perspectives left anterior oblique 
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Figure 3: (A) Bell-shaped waveform (black) and its SWT (red) using a reverse biorthogonal 3.3 wavelet at the decomposition level 7. (B) To produce 
the signal in red, the original waveform (black) was initially reversed in time. Then, the same SWT was carried out on the reversed signal, and the 
resulting waveform was reversed in time again. (C) Original bell-shaped signal (black) and its phase free SWT (red). The red signal is obtained 
by adding the transformed signals from (A) and (B). The extrema in the phase free SWT can be used to automatically delineate the P wave.
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Even so, in this work, we focus our development only on the 
peak and beginning of the P wave in the surface ECG. This is because, 
as mentioned before, the intracardiac electrograms with the given 
catheter placement inside the atria can only be used to generate the 
golden truth for the beginning of the wave. Therefore, the method we 
developed can be evaluated only for Pon. However, as we will demon-
strate later, the peak of the wave is necessary in the process of finding 
Pon. This is the reason why we validate both fiducial points with the 
QT database from PhysioNet.

Another advantage of using the SWT at a given frequency band 
is that noise or artifacts present in other bands are strongly damped 
in the transformed signal. Therefore, low-frequency baseline wan-
der, power line interference at 50 or 60 Hz, and muscular or random 
noise at high frequencies are strongly attenuated in the transformed 
ECG that will be used in the delineation process.

Intracardiac signal processing

Filtering the intracardiac signals: The signal processing chain 
developed in this article was specially created for bipolar intracar-
diac signals. The bipolar signals are obtained by subtracting the 
recorded extracellular potential from two neighboring electrodes in 

the basket catheter. Since deterministic perturbations such as power 
line interference, ventricular far field, or baseline wander caused by 
respiration appear equally in neighboring electrodes, subtracting the 
two signals delivers pure atrial activity. Therefore, bipolar signals are 
often characterized by a larger SNR than unipolar signals. Thus, the 
first step is to load the bipolar signals and preprocess them.

The extracted bipolar intracardiac signals were filtered using a 
concatenation of Gaussian high- and low-pass filters with cutoff fre-
quencies located at 30 and 300 Hz, respectively. This type of filtering 
is in accordance with the spectral properties of intracardiac signals 
as shown in [15].

It is important to mention that the filtering process applied to 
both the surface ECG and the intracardiac signal results in filtered 
signals that are aligned in time. This is relevant because, otherwise, 
the beginning of the P wave in the intracardiac signal will no longer 
be synchronous to the beginning of the wave in the surface ECG, even 
though the two were recorded simultaneously.

Detecting the beginning of the atrial activity in the intracardiac 
 signal: As proposed in the beginning of this article, the golden 
truth about the initiation of the electrical activation of the atria can 
be accurately retrieved using intracardiac measurements and apply-
ing a multielectrode catheter covering the sinus node. Figure 4A and 
B show the atrial geometry from the perspectives left anterior oblique 
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Figure 3: (A) Bell-shaped waveform (black) and its SWT (red) using a reverse biorthogonal 3.3 wavelet at the decomposition level 7. (B) To produce 
the signal in red, the original waveform (black) was initially reversed in time. Then, the same SWT was carried out on the reversed signal, and the 
resulting waveform was reversed in time again. (C) Original bell-shaped signal (black) and its phase free SWT (red). The red signal is obtained 
by adding the transformed signals from (A) and (B). The extrema in the phase free SWT can be used to automatically delineate the P wave.
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(c)
Figure 7.3: (a): P wavemodel (black) and its SWT (red) with the reverse biorthogonal 3.3 wavelet at the
decomposition level seven. (b): P wavemodel (black) and its reversed-time SWT (red). (c): P wavemodel
(black) and its phase free SWT (red). The red signal is the result of the sum of the transformed signals
from (a) and (b). The automatic delineation of the Pwavewas performed using the extrema in the phase
free SWT. This figure was reprinted from publication [99] with permission from the publisher.

7.2.4 Intracardiac Signal Processing
7.2.4.1 Intracardiac Signal Filtering

In this work, we used bipolar signals because they are clean of far field artifacts and baseline
wander coming from respiration and other low frequency perturbations. The signal is
filtered with a concatenation of two Gaussian filters with cutoff frequencies at 30 and 300 Hz
according to the standard procedure found in literature [113]. It is important to mention
that the filters applied to the surface ECG and intracardiac EGM were both phase free. This
ensured that all signals are aligned in time which was a mandatory requirement since the
intracardiac EGM are being used as reference for the beginning of the P wave in the surface
ECG.
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7.2.4.2 Detecting the Beginning of the Atrial Activation in the Intracardiac EGM

The beginning of the atrial depolarization can be obtained from intracardiac recordings. For
this purpose, a good coverage of the area around the sinus node using the basket catheter
was required. Figures 7.4 (a) and (b) show the atrial anatomy of the patient undergoing
catheter ablation and the exact location of the electrodes of the basket catheter. In order
to detect the instant when the atrial activation began, the algorithm presented in [114] was
extended. That algorithm was based on the non-linear energy operator (NLEO), which was
used to transform the atrial EGM to potentiate atrial depolarization waves and reduce other
unwanted signal components. Afterwards, a signal dependent threshold was applied to detect
the exact instant at which the depolarization wave reached the catheter. In order to increase
the robustness of the procedure, a detected activity was accepted as such if it was detected in
at least two neighboring electrode pairs.

Figure 7.4 (c) shows the multichannel intracardiac recording from both basket catheters
delivering 56 bipolar EGM traces. The signals in blue originate from the right atrium while
the signals in green were recorded in the left atrium. The activity during two P waves can be
seen in this figure. The detected beginnings of the depolarization waves are marked with
a red line. The simultaneous ECG is displayed in figure 7.4. The beginning of the P wave
was marked with the same red line, which became the reference for the development of the
delineation algorithm.

7.2.5 PwaveDetection andDelineation in the ECG
7.2.5.1 Removing theQT interval

In order to facilitate the detection of the P wave and avoid detecting other ECG waves like
the QRS complex or the T wave, the QT interval was canceled. The idea was to replace this
interval with a smooth function for which the wavelet coefficients were very low. By doing
so, the only remaining wave in the ECG was the P wave and the phase free SWT can be used
to detect it. The smooth function chosen was a sigmoid given by the following equation:

s(t) =
s2− s1

1+ e−t + s2 (7.4)
The parameters s1 and s2 characterize the sigmoid function and were set to assure that

the resulting signal was continuous:

s1 = x(tr1) (7.5)
s2 = x(tr2) (7.6)

Here, the original ECG signal is called x(t) and the boundary points of the replacement
interval were located 50 ms prior to the Q peak (tr1) and 60 % of the interval into the



80 Chapter 7. Detecting the Beginning of the P Wave
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(c)
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and right anterior oblique. Electrode placement inside the atria are 
represented with white dots in the figure. This positioning remained 
stable during the complete recording. The position, where the sinus 
node is expected to be, is covered by at least a group of electrodes 
from the basket catheter.

To detect the initiation of the activity of the sinus node, the 
 algorithm introduced by Schilling [31] was minimally extended. 
This algorithm uses a non-linear energy operator [32] to transform 
the bipolar atrial signal into a representation where high-frequency-
high-amplitude components are potentiated. In the original algo-
rithm proposed by Schilling, a signal-dependent threshold is chosen 
in every channel to detect atrial activity. If the signal exceeds the 

threshold, then atrial activity is detected. In our particular case, we 
are interested in finding the beginning of such depolarization wave. 
Therefore, we had to make the threshold more sensitive and reduce 
it by a fixed factor. However, in order not to lose robustness, we 
combined information from different channels. Thus, an activation 
is accepted as such only if it is present in at least two neighboring 
electrodes.

Figure 4C shows a multichannel intracardiac signal. In addi-
tion, its corresponding ECG is displayed in Figure 4D together with 
the sample point (dotted line in the figure) that was labeled as Pon 
in the ECG. To set this point, the intracardiac signals recorded in the 
proximity of the sinus node are used and the point is set when the 
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Figure 4: (A) Atrial geometry displayed from the perspective left anterior oblique. It was obtained from the patient during the ablation 
procedure. The position of the basket (white dots) catheter ensures a good coverage of the sinus node. The right atrium is colored blue, 
while the left atrium is green. (B) Perspective right anterior oblique from the same atrial geometry. (C) Multichannel intracardiac record-
ings obtained using the basket catheter. The color of the signals corresponds the atrium they were recorded from. (D) ECG signal and lead 
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(d)
Figure 7.4: (a): Atrial geometry obtained from the patient undergoing catheter ablation. This perspective
is called left anterior oblique. The position of the electrodes in the right atrium is marked with white
dots. A good coverage of the sinus node can be assumed. (b): Same atrial geometry visualized from
the perspective right anterior oblique. (c): Multichannel intracardiac EGM recorded using the biatrial
configuration displayed in (a) and (b). The color of the signal corresponds with the atrium it was recorded
from. (d): ECG lead Einthoven II recorded simultaneously during the catheter ablation. The beginning
of the Pwave is marked with the red line in both, the surface and intracardiac signals. This figure was
reprinted from publication [99] with permission from the publisher.

succeeding R peak (tr2). Figure 7.5 (a) shows an ECG signal in its original form and the
same signal after QT interval removal. The delineation of the P wave is shown in figure
7.5 and was obtained directly from the transformed signal. The delineation process will be
explained in detail in the next section.
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Figure 7.5: (a): ECG signal before and after theQT segment has been replaced and the signal has been
filtered. The replacing signal is a smooth sigmoid. The resulting ECG contains only P waves. (b): The SWT
of the replaced ECG signal is also displayed in red. The beginning of the Pwave and its peak are obtained
directly from the phase free SWT. This figure was reprinted from publication [99] with permission from
the publisher.

7.2.5.2 Delineating the Pwave

The delineation procedure began with the detection of the P wave peak. For that purpose the
absolute value of the phase free SWT was computed. This was done to account for inverted
P waves that may have a negative polarity. In order to find the peak of the P wave, the final
portion of each RR interval was inspected. The largest absolute maximum of the transformed
signal in that interval was set as the P wave peak. The side absolute maxima were found
to correspond to the beginning and end on the P wave. In the case that more than one side
maximum was found when searching for the beginning of the wave, the maximum closest to
10 % of the area under the transformed P wave was chosen. The same procedure was done
for the P wave offset. A summary of the signal processing steps to achieve delineation can
be seen in figure 7.6.
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Figure 7.6: Signal processing algorithm displayed as flow diagram for the delineation process of the
Pwave. This figure was reprinted from publication [99] with permission from the publisher.

7.2.5.3 Evaluating theMethodwith Synthetic Signals

We created a small study using synthetic signals to evaluate how the method performs
with varying morphology of the P wave and in the presence of noise. For this purpose,
the morphology and noise patterns of the wave were varied and the delineation algorithm
was tested. We then compared the results of the delineation algorithm with a well-known
reference. The comparison was carried out subtracting the reference value from the modified
one as follows: Pon,dev = Pon,mod−Pon,re f or Ppeak,dev = Ppeak,mod−Ppeak,re f . The reference
P wave and its delineation can be seen in figure 7.7 (a).

In the first part of the study, the morphology of the P wave was varied. For that purpose,
our P wave model was generated from two halves of a Gaussian bell concatenated in the
following manner:
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x∆σ (t) =


exp

(
− (t−µ)2

2(σl+∆σ)2

)
, for t ≤ 0,

exp

(
− (t−µ)2

2σ2r

)
, for t > 0

(7.7)

The parameters σl = 70ms and σr = 90ms were chosen to recreate a realistic P wave
with asymmetric shape. The variation of the parameter ∆σ was chosen from −20 to +20 ms
in steps of 1 ms. Figure 7.7 (c) shows a P wave modeled with ∆σ =+15ms. In addition, we
also allowed the amplitude of the P wave to vary. For that purpose, a constant coefficient a
in the range from −2 to +2 in steps of of 0.25 was introduced as follows:

xa(t) = a · x(t) (7.8)
Figure 7.7 (b) shows a P wave with inverted amplitude at a =−1.
In the second part of the study, we evaluated the performance of the algorithm with

respect to noise. We chose four models to recreate the typical kind of perturbations present in
the ECG signal. All types of noises were added to the reference P wave and the delineation
procedure was performed afterwards. The four kinds of perturbations are described as
follows:
◦ additive white Gaussian noise (AWGN) with the following amplitude distribution:

fX(x) =
1

σ
√

2π
· e−

1
2(

x
σ )

2 (7.9)

The variance of the amplitude distribution can be adapted to achieve a different signal-
to-noise ratio (SNR).
◦ additive white Laplacian noise (AWLN) with the following amplitude distribution

fX(x) =
1

2λ
· e−|

x
λ
| (7.10)

The variance 2λ 2 of the amplitude distribution can be varied to generate different SNR
levels.
◦ Low frequency baseline wander in the band from 0 to 0.4 Hz:

bw(t) = A ·
5

∑
k=1

cos(2π · (k−1) ·0.1Hz · t +φ(k)) (7.11)

The amplitude A of the baseline model was adapted to generate different SNR levels.
The random phase φ(k) came from a uniform distribution in the interval [0;2π).
◦ Power line hum at 50 Hz and its first four harmonics was modeled as follows:

pl(t) = A ·
5

∑
k=1

1
k
· cos(2π · k ·50Hz · t +φ(k)) (7.12)
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The amplitude A of the power line model was varied to achieve different SNR levels.
The random phase φ(k) came from a uniform distribution in the interval [0;2π).

The SNR levels were chosen from −3 to +30 dB at an interval of 3 dB. Figure 7.7 (d)
shows the P wave reference corrupted by an AWGN at an SNR of +12 dB. Further, a total
of 1000 realizations of each noise model was generated to create a sufficiently large sample
size of each noise configuration.46      G. Lenis et al.: P wave detection and delineation in the ECG

The scaling factor a was chosen from -2 to +2 at intervals of 0.25. 
Figure 7B shows an example of a scaled P wave for which a = -1.

 – Since our developed algorithm deals with the detection of the 
beginning of the wave, we decided to make the wave wider only 
on the its left side. Thus, to the parameter σl, a variation ∆σ was 
added:
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The additive parameter ∆σ was chosen from -20 to +20  ms at 
intervals of 1 ms. In this particular case, we compared the change 
of the width of the wave ∆σ with the change in the position of Pon 
with respect to the reference P wave. Figure 7C shows an example of 
a wider P wave for which ∆σ = +15 ms.

In the second part of the study, the performance of the algorithm 
in the presence of noise was evaluated. The following noise models 
were added to our P wave reference (Figure 7A):

 – Additive white Gaussian noise (AWGN) with amplitude 
distribution:
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(8)

The variance σ2 of the amplitude distribution can be adjusted to 
achieve different SNR levels.

 – Additive white Laplacian noise (AWLN) with amplitude 
distribution:
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The amplitude A of the power line model can be adjusted to 
achieve different SNR levels. The phase φ(k) of each cosine wave was 
chosen randomly from a uniform distribution in the interval [0; 2π).

 – Baseline wander up to 0.4  Hz was modeled in the following 
manner:
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The amplitude A of the baseline model can be varied to achieve 
different SNR levels. The phase φ(k) of each cosine wave was chosen 
randomly from a uniform distribution in the interval [0; 2π).
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The scaling factor a was chosen from -2 to +2 at intervals of 0.25. 
Figure 7B shows an example of a scaled P wave for which a = -1.

 – Since our developed algorithm deals with the detection of the 
beginning of the wave, we decided to make the wave wider only 
on the its left side. Thus, to the parameter σl, a variation ∆σ was 
added:
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The additive parameter ∆σ was chosen from -20 to +20  ms at 
intervals of 1 ms. In this particular case, we compared the change 
of the width of the wave ∆σ with the change in the position of Pon 
with respect to the reference P wave. Figure 7C shows an example of 
a wider P wave for which ∆σ = +15 ms.

In the second part of the study, the performance of the algorithm 
in the presence of noise was evaluated. The following noise models 
were added to our P wave reference (Figure 7A):

 – Additive white Gaussian noise (AWGN) with amplitude 
distribution:

 

21-
21( ) .

2

x

Xf x e σ

σ π

⎛ ⎞
⎜ ⎟⎝ ⎠= ⋅

 
(8)

The variance σ2 of the amplitude distribution can be adjusted to 
achieve different SNR levels.

 – Additive white Laplacian noise (AWLN) with amplitude 
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achieve different SNR levels. The phase φ(k) of each cosine wave was 
chosen randomly from a uniform distribution in the interval [0; 2π).

 – Baseline wander up to 0.4  Hz was modeled in the following 
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The amplitude A of the baseline model can be varied to achieve 
different SNR levels. The phase φ(k) of each cosine wave was chosen 
randomly from a uniform distribution in the interval [0; 2π).
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The scaling factor a was chosen from -2 to +2 at intervals of 0.25. 
Figure 7B shows an example of a scaled P wave for which a = -1.

 – Since our developed algorithm deals with the detection of the 
beginning of the wave, we decided to make the wave wider only 
on the its left side. Thus, to the parameter σl, a variation ∆σ was 
added:
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The additive parameter ∆σ was chosen from -20 to +20  ms at 
intervals of 1 ms. In this particular case, we compared the change 
of the width of the wave ∆σ with the change in the position of Pon 
with respect to the reference P wave. Figure 7C shows an example of 
a wider P wave for which ∆σ = +15 ms.

In the second part of the study, the performance of the algorithm 
in the presence of noise was evaluated. The following noise models 
were added to our P wave reference (Figure 7A):

 – Additive white Gaussian noise (AWGN) with amplitude 
distribution:
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The variance σ2 of the amplitude distribution can be adjusted to 
achieve different SNR levels.

 – Additive white Laplacian noise (AWLN) with amplitude 
distribution:
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 – Power line interference at 50 Hz and its harmonics were  modeled 
in the following manner:
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The amplitude A of the power line model can be adjusted to 
achieve different SNR levels. The phase φ(k) of each cosine wave was 
chosen randomly from a uniform distribution in the interval [0; 2π).

 – Baseline wander up to 0.4  Hz was modeled in the following 
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The amplitude A of the baseline model can be varied to achieve 
different SNR levels. The phase φ(k) of each cosine wave was chosen 
randomly from a uniform distribution in the interval [0; 2π).
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The scaling factor a was chosen from -2 to +2 at intervals of 0.25. 
Figure 7B shows an example of a scaled P wave for which a = -1.

 – Since our developed algorithm deals with the detection of the 
beginning of the wave, we decided to make the wave wider only 
on the its left side. Thus, to the parameter σl, a variation ∆σ was 
added:
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The additive parameter ∆σ was chosen from -20 to +20  ms at 
intervals of 1 ms. In this particular case, we compared the change 
of the width of the wave ∆σ with the change in the position of Pon 
with respect to the reference P wave. Figure 7C shows an example of 
a wider P wave for which ∆σ = +15 ms.

In the second part of the study, the performance of the algorithm 
in the presence of noise was evaluated. The following noise models 
were added to our P wave reference (Figure 7A):

 – Additive white Gaussian noise (AWGN) with amplitude 
distribution:
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The variance σ2 of the amplitude distribution can be adjusted to 
achieve different SNR levels.

 – Additive white Laplacian noise (AWLN) with amplitude 
distribution:
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 – Power line interference at 50 Hz and its harmonics were  modeled 
in the following manner:
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The amplitude A of the power line model can be adjusted to 
achieve different SNR levels. The phase φ(k) of each cosine wave was 
chosen randomly from a uniform distribution in the interval [0; 2π).

 – Baseline wander up to 0.4  Hz was modeled in the following 
manner:
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The amplitude A of the baseline model can be varied to achieve 
different SNR levels. The phase φ(k) of each cosine wave was chosen 
randomly from a uniform distribution in the interval [0; 2π).

Time (ms)

0 200 400 600 800 1000

A
m

pl
itu

de

-1

-0.5

0

0.5

1
A B

C D

Time (ms)

0 200 400 600 800 1000

A
m

pl
itu

de

-1

-0.5

0

0.5

1

Time (ms)

0 200 400 600 800 1000

A
m

pl
itu

de

-1

-0.5

0

0.5

1

Time (ms)

0 200 400 600 800 1000

A
m

pl
itu

de

-1

-0.5

0

0.5

1

Pon: t=366 ms

Pon: t=352 ms Pon: t=366 ms

Pon: t=368 ms

Figure 7: (A) Reference P wave model with the beginning of the wave labeled as Pon. (B) Inverted P wave and its automatically estimated 
point Pon. (C) Wider P wave for which its left side has been made 15 ms wider. (D) P wave corrupted by AWGN at an SNR of 12 dB.

Bereitgestellt von | KIT-Bibliothek
Angemeldet

Heruntergeladen am | 15.01.17 00:26

(d)
Figure 7.7: (a): P wavemodel used as reference for the evaluatian of the algorithm. The beginning of the
Pwave is labeled as Pon. (b): Reference Pwavewith inverted amplitude together with its automaticallydetected Pon. (c): P wavemodel with a 15mswider left side. (d): P wave corrupted by AWGN at an SNRof+12dB. This figure was reprinted from publication [99] with permission from the publisher.

7.2.6 Finding theOptimal Configuration for the Algorithm
The algorithm presented here had two more components that were optimally chosen:
◦ The wavelet used in the SWT. Different wavelets produce different transforms and

thus different delineation points of the P wave. Therefore, we tested the following
wavelets and searched for the one that produced the most accurate results: Haar, db2,
rbio3.1, rbio3.3, rbio3.5, bior1.3, bior1.5, coif1, sym4, and sym5. We took into account
that the shape of the chosen wavelets was similar to the morphology of the P wave.
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◦ The second parameter to choose was the decomposition level of the SWT. The center
frequency of the P wave can be used to estimate the decomposition level because in
the filter bank representation of the transform, the Nyquist (and sample) frequency of
the wavelet coefficients is halved at every stage. Assuming that the center frequency of
the P wave is 7 Hz, the approximated decomposition level can be estimated as follows:

L ≈
⌊

log2

(
fnyquist

fcenter

)⌋
=

⌊
log2

(
fsample

fcenter

)⌋
−1 (7.13)

=

⌊
log2

(
2032.5Hz

7Hz

)⌋
−1 = 7 (7.14)

Finally, we concentrated the evaluation scheme on the ECG lead Einthoven II because
this is the lead where the P wave has the largest amplitude.

7.3 Results
7.3.1 Evaluation of the Algorithmwith Synthetic Signals
The results obtained from the evaluation carried out with synthetic signals on the onset of the
P wave can be seen in figure 7.8. The amplitude of the P wave hardly affected the delineation
process. Only for negative amplitudes a small deviation from the reference was observed. In
addition, the deviation from the reference in the onset point of the wave had an almost linear
dependency from the width of the wave. This means that Pon was shifted proportionally to
the standard deviation of the Gaussian bell used to model the P wave.

The power line hum and the baseline wander had almost no influence on the delineation
process. However, AWGN and AWLN did have a strong impact in the delineating points.
Even though the accuracy of the method (measured as the mean of the deviation from the
reference) remained high, the robustness of the method (measured as the standard deviation
of the deviation from the reference) decrease with lower SNR. For both noise models, the
standard deviation of the error for both, Pon and Ppeak, was a bit more than 10 ms at an SNR
of −3 dB, which corresponds to approximately 10 % of the full width at halve maximum of
the wave.

The results obtained from the evaluation performed with synthetic signals on the onset
of the P wave can be seen in figure 7.9. In general, the results were very similar to the ones
observed for Ppeak. The exception was the dependency from the width of the wave. A small
linear relationship between the width of the wave and the point labeled as maximum was the
result of this study.
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48      G. Lenis et al.: P wave detection and delineation in the ECG

Based on these criteria and using the intracardiac data as 
golden truth, the reverse biorthogonal wavelet 3.3 and the 
decomposition level 7 (delineation error of 1.95±5.61 ms) 
were selected. Even though there are other configurations 
with different wavelets and decomposition levels that have 
a lower averaged difference, the combination of average 
and standard deviation was considered to be optimal for 
the mentioned configuration.

Validation of the algorithm using the QT 
database from PhysioNet
Since the algorithm presented here was created to work 
independently from intracardiac electrograms, it should 
be validated using a data set that has been annotated 
without intracardiac information. As mentioned before, 
the manual annotation of a physician is not always perfect 
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Based on these criteria and using the intracardiac data as 
golden truth, the reverse biorthogonal wavelet 3.3 and the 
decomposition level 7 (delineation error of 1.95±5.61 ms) 
were selected. Even though there are other configurations 
with different wavelets and decomposition levels that have 
a lower averaged difference, the combination of average 
and standard deviation was considered to be optimal for 
the mentioned configuration.

Validation of the algorithm using the QT 
database from PhysioNet
Since the algorithm presented here was created to work 
independently from intracardiac electrograms, it should 
be validated using a data set that has been annotated 
without intracardiac information. As mentioned before, 
the manual annotation of a physician is not always perfect 
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Based on these criteria and using the intracardiac data as 
golden truth, the reverse biorthogonal wavelet 3.3 and the 
decomposition level 7 (delineation error of 1.95±5.61 ms) 
were selected. Even though there are other configurations 
with different wavelets and decomposition levels that have 
a lower averaged difference, the combination of average 
and standard deviation was considered to be optimal for 
the mentioned configuration.

Validation of the algorithm using the QT 
database from PhysioNet
Since the algorithm presented here was created to work 
independently from intracardiac electrograms, it should 
be validated using a data set that has been annotated 
without intracardiac information. As mentioned before, 
the manual annotation of a physician is not always perfect 
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Based on these criteria and using the intracardiac data as 
golden truth, the reverse biorthogonal wavelet 3.3 and the 
decomposition level 7 (delineation error of 1.95±5.61 ms) 
were selected. Even though there are other configurations 
with different wavelets and decomposition levels that have 
a lower averaged difference, the combination of average 
and standard deviation was considered to be optimal for 
the mentioned configuration.

Validation of the algorithm using the QT 
database from PhysioNet
Since the algorithm presented here was created to work 
independently from intracardiac electrograms, it should 
be validated using a data set that has been annotated 
without intracardiac information. As mentioned before, 
the manual annotation of a physician is not always perfect 
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The dots correspond to the mean deviation error and the bars to its standard deviation. The following cases were considered: (A) a varying 
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(f)
Figure 7.8: Deviations from the reference in the delineation of Pon with varying (a): amplitude of theP wave, (b): width of the P wave, (c): SNR under the influence of AWGN, (d): SNR under the influence
of AWLN, (e): SNR under the influence of power line hum and (f): SNR under the influence of baseline
wander. This figure was reprinted from publication [99] with permission from the publisher.

7.3.2 Optimal Configuration for the Algorithm
We evaluated the optimal configuration of the algorithm based on the delineation error of
Pon using the intracardiac measurement as reference. The delineation error was defined as
Perror = Pautomatic−Pre f erence. The mean value of Perror is a measure of the accuracy of the
algorithm while its standard deviation quantifies the robustness of the method. We chose the
best performing configuration based on both, mean and standard deviation. Table 7.1 shows
the results of the evaluation process with varying wavelet and decomposition level. The best
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and the quality of the annotation can be compromised by 
other external factors. However, it is the closest we can get 
to the golden truth when no intracardiac signals are given.

For delineation, the detail coefficients of an SWT 
computed using the reverse biorthogonal 3.3 wavelet at 
a decomposition level of 4 was used. Again, this is the 
wavelet that proved to be the best in the development 
process. The decomposition level had to be recalculated 

because the sampling frequency of the data set is a dif-
ferent one. Using Eq. 13, the decomposition level for this 
database was calculated to be 4.

To validate the algorithm presented here, the QT 
database from PhysioNet was used. This database con-
tains 105 recordings with a duration of 15 min each. Every 
record contains a two-channel ECG signal obtained from 
other standard databases, e.g. the MIT-BIH arrhythmia 
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other external factors. However, it is the closest we can get 
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For delineation, the detail coefficients of an SWT 
computed using the reverse biorthogonal 3.3 wavelet at 
a decomposition level of 4 was used. Again, this is the 
wavelet that proved to be the best in the development 
process. The decomposition level had to be recalculated 
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ferent one. Using Eq. 13, the decomposition level for this 
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To validate the algorithm presented here, the QT 
database from PhysioNet was used. This database con-
tains 105 recordings with a duration of 15 min each. Every 
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Figure 9: Deviations in the automatic delineation process when compared to a reference for Ppeak.
The dots correspond to the mean deviation error and the bars to its standard deviation. The following cases were considered: (A) a varying 
amplitude of the P wave, (B) a wave with changing width on its left side, (C) AWGN, (D) AWLN, (E) power line interference, and (F) baseline 
wander.
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(f)
Figure 7.9: Deviations from the reference in the delineation of Ppeak with varying (a): amplitude of theP wave, (b): width of the P wave, (c): SNR under the influence of AWGN, (d): SNR under the influence
of AWLN, (e): SNR under the influence of power line hum and (f): SNR under the influence of baseline
wander. This figure was reprinted from publication [99] with permission from the publisher.

performing configuration was the reverse biorthogonal wavelet 3.3 at a decomposition level
of seven delivering a delineation error of 1.95±5.61 ms.

7.3.3 Validation of the AlgorithmBased on theQTDatabase
Since the P wave delineation algorithm was created to work independently from intracardiac
signals, it was also validated with the manually annotated surface ECG signals from the QT
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wavelet level 4 level 5 level 6 level 7 level 8
haar 14.15± 18.65 12.75± 10.44 9.72± 13.90 1.31± 11.80 -34.35± 42.82
db2 13.62± 14.06 12.18± 8.73 8.76± 14.25 -3.98± 8.54 -70.67± 167.10
rbio3.1 14.87± 14.12 10.69± 13.87 7.83± 13.84 -5.01± 6.62 -37.28± 35.74
rbio3.3 23.12± 42.01 4.81± 20.01 13.67± 13.62 1.95± 5.61 -46.36± 28.39
rbio3.5 17.13± 65.59 19.42± 32.42 -0.66± 15.26 3.13± 12.92 -43.44± 27.59
bior1.3 16.11± 22.29 15.13± 14.21 10.11± 14.04 2.57± 12.35 -33.64± 30.25
bior1.5 16.11± 22.29 15.18± 14.12 10.23± 14.16 3.06± 12.65 -39.52± 29.87
coif1 5.39± 23.20 5.39± 21.92 0.11± 18.51 0.57± 81.27 -25.47± 39.86
sym4 6.34± 46.96 1.92± 22.46 -16.37± 42.39 3.50± 29.00 -9.48± 4.59
sym5 17.13± 65.81 15.04± 32.91 9.11± 16.33 -8.71± 24.57 -53.94± 193.15

Table 7.1: Results of the automatic delineation algorithm for the P wave validated with intracardiac
measurements. Mean value and standard deviation (mean± std) of the delineation errorwere calculated
for thebeginningof thewave (Pon) andaregiven inmilliseconds. This tablewas reprinted frompublication[99] with permission from the publisher.

database in physionet.org. We used the best performing wavelet found in the previous section
but had to adapt the decomposition level to the lower sampling frequency of 250 Hz of the
signals. The recalculated decomposition level was four. Since two channels were available
for each ECG in the databse, we considered the channel that delivered the better delineation
results. This procedure was also used by Martínez and we kept it here for comparability
reasons [115].

Tables 7.2 to 7.4 present the results obtained for all 115 signals in the database and
the summarizing global results. We evaluated only Pon and Ppeak since these were the two
delineation points the algorithm was created for. The delineation error was again defined as
Perror = Pautomatic−Pre f erence. A global average and standard deviation of -0.32 ± 12.41 ms
for Pon and -5.75 ± 9.12 ms for Ppeak were achieved.

Figure 7.10 illustrates the performance of the algorithm. Here, the same signals as in
figure 7.1 are displayed together with the manual annotations from an expert physician and
the automatic delineation delivered by our method. The figure 7.1 (a) shows concordant
annotations, while in 7.1 (b) the automatic annotation seems to be more accurate.

7.4 Discussion
7.4.1 Evaluation of the Algorithmwith Synthetic Data
In the first part of this study, we investigated the influence of P wave amplitude and width on
the delineation procedure. We found that the amplitude of the P wave has very little impact
on the delineating points. This is due to the fact that the SWT is a linear transformation. A
scaled amplitude modifies the amplitude of the transform but not the location of its extreme
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Pon PpeakSignal name Number of Pwaves mean±std mean±std
sel100 30 0.27± 6.72 10.13± 8.83
sel102 0 - -
sel103 30 -6.93± 6.96 1.73± 7.62
sel104 17 -18.59± 53.03 9.88± 45.83
sel114 50 3.04± 23.69 -4.48± 29.62
sel116 50 -1.84± 8.60 2.56± 8.23
sel117 30 12.80± 13.83 5.33± 7.88
sel123 30 10.40± 15.60 6.00± 9.95
sel14046 31 -1.29± 13.56 5.81± 7.85
sel14157 28 -8.43± 11.84 10.43± 4.53
sel14172 50 1.60± 9.25 7.76± 4.74
sel15814 30 -7.33± 10.46 2.13± 6.10
sel16265 30 -4.13± 6.77 6.13± 5.82
sel16272 30 -1.87± 6.37 1.73± 4.03
sel16273 30 -5.60± 11.20 2.53± 5.20
sel16420 30 -1.33± 5.29 5.07± 5.45
sel16483 30 -3.47± 6.95 1.07± 4.32
sel16539 30 -10.53± 12.97 7.20± 4.25
sel16773 30 -0.53± 4.78 5.33± 5.07
sel16786 30 -4.00± 6.56 3.20± 4.97
sel16795 30 -3.07± 10.38 1.07± 6.30
sel17152 30 -19.33± 6.65 3.60± 3.21
sel17453 30 0.00± 7.57 3.87± 4.64
sel213 71 -5.13± 16.59 3.66± 7.55
sel221 0 - -
sel223 31 -16.90± 13.13 0.52± 6.09
sel230 50 -3.44± 11.68 3.92± 6.23
sel231 50 1.04± 10.34 4.24± 7.38
sel232 0 - -
sel233 30 -0.80± 7.31 0.13± 6.17
sel30 30 1.20± 6.74 5.20± 3.66
sel301 30 0.13± 6.34 5.60± 6.18
sel302 30 -7.60± 5.49 2.40± 4.28
sel306 36 -5.00± 8.13 1.33± 14.09
sel307 30 -0.13± 7.24 0.93± 5.11
sel308 50 -0.32± 5.76 -3.36± 12.21

Table 7.2: First of three parts of the results obtained for automatic delineation algorithm validated with
the QT database from physionet.org. Numeric values are presented as mean and standard deviation
(mean± std) inmilliseconds and represent the difference between automated and themanual annotation.
This table was reprinted from publication [99] with permission from the publisher.
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Pon PpeakSignal name Number of Pwaves mean±std mean±std
sel31 30 2.53± 10.79 0.40± 4.25
sel310 0 - -
sel32 30 -7.73± 10.34 2.53± 5.99
sel33 30 3.73± 9.57 2.80± 3.95
sel34 30 -15.20± 31.13 0.80± 10.58
sel35 0 - -
sel36 1 160.00± 0.00 180.00± 0.00
sel37 0 - -
sel38 30 5.20± 29.09 23.60± 30.58
sel39 30 2.80± 7.44 4.13± 3.71
sel40 30 15.47± 58.79 21.60± 61.86
sel41 30 25.73± 24.22 15.60± 33.22
sel42 30 -26.53± 5.41 3.60± 3.84
sel43 30 -18.93± 11.21 0.80± 3.70
sel44 22 -14.55± 6.24 -2.00± 4.90
sel45 30 -6.80± 21.45 -0.13± 3.86
sel46 29 -9.52± 12.80 1.79± 4.85
sel47 30 -2.40± 5.81 -0.40± 10.52
sel48 30 -6.93± 10.81 2.00± 7.84
sel49 30 -16.67± 9.10 -1.07± 3.31
sel50 0 - -
sel51 30 -6.27± 17.03 -2.13± 4.55
sel52 30 -0.67± 11.41 2.00± 5.23
sel803 30 5.20± 11.17 6.93± 6.72
sel808 30 -2.00± 11.15 6.00± 6.28
sel811 30 6.67± 10.73 0.53± 5.43
sel820 30 1.60± 10.43 2.13± 10.22
sel821 26 -16.00± 24.03 -4.62± 15.62
sel840 47 -6.21± 22.64 0.60± 13.24
sel847 33 5.33± 8.98 5.58± 5.99
sel853 30 2.00± 8.96 4.67± 9.69
sel871 70 5.49± 9.85 1.31± 4.24
sel872 30 10.67± 8.62 4.00± 5.75
sel873 33 -6.55± 14.03 0.97± 9.28
sel883 30 -4.27± 8.46 3.20± 13.91

Table 7.3: Second part of the results obtained for automatic delineation algorithm validated with the QT
database from physionet.org. Numeric values are presented as mean and standard deviation (mean±
std) in milliseconds and represent the difference between automated and themanual annotation. This
table was reprinted from publication [99] with permission from the publisher.
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Pon PpeakSignal name Number of Pwaves mean±std mean±std
sel891 58 -2.07± 17.43 13.59± 19.92
sele0104 30 0.00± 5.94 6.13± 3.75
sele0106 30 4.93± 7.70 3.60± 4.74
sele0107 34 3.29± 10.30 4.24± 6.07
sele0110 30 -6.00± 9.32 -0.27± 5.03
sele0111 30 -1.60± 8.57 4.40± 6.92
sele0112 50 3.28± 12.56 2.80± 7.68
sele0114 30 -4.93± 14.16 2.00± 9.56
sele0116 30 -16.67± 77.24 7.87± 70.60
sele0121 30 -2.80± 6.40 -0.27± 4.19
sele0122 30 -3.60± 6.42 6.67± 4.50
sele0124 50 4.56± 8.04 4.96± 8.76
sele0126 30 0.13± 8.24 8.80± 6.42
sele0129 30 -3.20± 11.62 6.93± 5.55
sele0133 30 4.00± 6.21 8.00± 7.05
sele0136 30 -0.53± 8.65 1.20± 6.49
sele0166 36 2.67± 10.25 -1.11± 6.53
sele0170 30 2.40± 6.09 7.47± 4.42
sele0203 30 -3.33± 29.97 9.47± 24.74
sele0210 30 1.33± 20.94 7.20± 5.98
sele0211 30 4.27± 7.12 4.27± 5.14
sele0303 30 -0.93± 13.02 1.07± 5.03
sele0405 30 -10.40± 13.15 0.67± 6.13
sele0406 31 -4.52± 7.64 3.10± 2.87
sele0409 30 -13.07± 6.30 3.73± 5.25
sele0411 30 -1.07± 6.30 2.27± 4.89
sele0509 30 -0.13± 4.75 4.40± 7.74
sele0603 30 -0.27± 7.35 8.00± 8.00
sele0604 30 -1.33± 7.30 -6.13± 8.25
sele0606 30 2.93± 6.88 6.80± 4.35
sele0607 30 -0.13± 10.10 3.73± 6.21
sele0609 30 -3.47± 9.08 6.80± 4.35
sele0612 30 28.67± 13.46 6.13± 5.73
sele0704 30 8.53± 17.63 5.33± 14.22
global 3194 -0.27± 12.20 5.75± 9.12

Table 7.4: Third and final part of the results obtained for automatic delineation algorithm validated with
the QT database from physionet.org. Numeric values are presented as mean and standard deviation
(mean± std) in milliseconds the difference between automated and themanual annotation. This table
was reprinted from publication [99] with permission from the publisher.



92 Chapter 7. Detecting the Beginning of the P Wave52      G. Lenis et al.: P wave detection and delineation in the ECG

The second part of the study had the aim of quanti-
fying the accuracy and robustness of the method in the 
presence of different kinds of noise. The results showed 
that for all types of noise and all SNR levels, the algo-
rithm remains very accurate in delivering low-average 
 delineation errors. We believe that this behavior is based 
on the fact that the detail coefficients of the phase free 
SWT come from a band pass filtering process that removes 

low- and high-frequency artifacts but maintains the 
P wave almost intact.

However, the robustness of the method, measured 
as the standard deviation of the delineation error, was 
strongly affected by very low SNR levels, in particu-
lar when Gaussian and Laplacian random noises were 
applied. This is plausible because the power spectral 
density of white Gaussian and Laplacian noises is equally 
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Figure 10: Comparison between manual and automatic delineation.
The red cross represents the annotation made by the physician, while the blue circle corresponds to the automatic delineation of Ppeak and 
Pon. (A) High-quality signal (sel30) for which manual and automatic annotations are in full agreement. (B) Low-quality signal (sele0129) with 
abnormal P wave morphology for which the automatic algorithm delivers more intuitive delineation.
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(b)
Figure 7.10: (a): Manual and automatic annotations are compared. The blue circle represents the auto-
matic annotation from our algorithm, while the red cross corresponds to the delineation of Ppeak and Pondelivered by the expert physician. (A) High-quality signal for which automatic andmanual delineations
are in full agreement. (B) ECG signal with abnormal Pwavemorphology for which the automatic algo-
rithm seems to deliver more accurate delineation. This figure was reprinted from publication [99] with
permission from the publisher.

points. We also showed that the point Pon would shift proportionally to the width of the
P wave. This is probably because the wavelet transform is related to a higher order derivative
of the P wave making the extreme points of the transform of the Gaussian bell proportional
to its standard deviation.

In the second part of this analysis, we evaluated the impact of noise on the delineation
process. We found that the algorithm is very accurate at all SNR levels under the influence
of white noise but the robustness lowers with decreasing SNR. This is expected since white
noise overlaps in the time and frequency domain with the P wave damaging its morphology
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and compromising the delineation procedure. However, the results obtained at standard SNR
levels expected from qualitative recording devices are very precise and definitely useful for
this application. Furthermore, baseline wander and power line hum did not have a measurable
impact on the delineation process. This is due to the fact that these two perturbations are
located in a different frequency band than the one used for phase free SWT.

In summary, these results prove that the phase free SWT has very favorable properties
relevant for a delineation method.

7.4.2 Plausibility of the Algorithm
In the investigation on the best configuration for the algorithm, we found that the reverse
biorthogonal wavelet 3.3 delivered the most accurate and robust delineation. This result is
indeed plausible because the scaling function of this wavelet is also bell shaped and thus very
similar to the P wave. This wavelet has a higher correlation with the P wave and delivers larger
wavelet coefficients in the SWT accounting also for a higher SNR. Furthermore, among the
family of the reverse biorthogonal 3.x wavelets, the third one had the best performance. In
this family of wavelets, the higher the wavelet order, the sharper it is in the frequency domain
but also the broader it is in the time domain. Thus, the reverse biorthogonal 3.3 wavelet
should have the best trade-off between spectral sharpness and time concentration for this
particular application.

We also found out that level seven was the best performing one in terms of accuracy
and robustness. This is also in accordance with our initial guess presented in section 7.2.6.
However, since sub-band correlation is a well-known phenomenon in the wavelet theory, it
was necessary to test other neighboring levels. As a matter of fact, the reverse biorthogonal
3.5 and coiflet 1 delivered also very good results at level six.

7.4.3 Performance of the Algorithm in theQTDatabase in
Relation toOtherMethods

The algorithm was also evaluated in a realistic environment using the QT database. Different
P wave morphologies from different patients and ECG leads posed a challenging task for our
method. Thus, it was gratifying to see that the algorithm performed very accurately delivering
a delineation error of Pon below the time resolution of the signal and the error for Ppeak was
just above one sample. Compared to other methods in literature, our algorithm delivered
the most accurate delineation of Pon and it was within the range of the other methods for
Ppeak. Table 7.5 shows a comparative summary of the methods proposed in literature. The
sensitivity (SEN) and positive predictive value (PPV) are also presented in the table and were
defined according to Martínez [115]. It is important to mention that a direct comparison is
not entirely adequate since other authors considered only P waves of high quality in their
analysis, while we included all P waves in the database independent of their quality.
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Pon PpeakNo. mean± std SEN PPV mean± std SEN PPV
This work 3194 -0.27± 12.20 100% 88.15% 5.75± 9.12 100% 88.15%
MartinezWT [115] 3194 2.0± 14.8 98.87% 91.03% 3.6± 13.2 98.87% 91.03%
Dumont [116] N/A 1.9± 11.8 98.79% 99.23% 1.4± 9 98.39% 98.88%
Laguna [115] 3194 14.0± 13.3 97.7% 91.17% 4.8± 10.6 97.7% 91.17%
Ghaffari [117] N/A 1.2± 6.3 99.46% 99.46% 4.1± 10.5 98.83% 98.83%
Martinez PT [108] 3194 2.6± 14.5 98.65% N/A 32± 25.7 98.65% N/A
Lin [118] 1750 1.7± 10.8 99.6% N/A 2.7± 8.1 97.7% N/A

Table 7.5: Comparison among different delineation algorithms of the P wave found in literature. The
abbreviation "No." stands for the number of Pwaves used in the analysis. The delineation errors are given
as mean and standard deviation (mean± std) in milliseconds. The sensitivity and positive predictive
value are denoted by SEN and PPV. Our method delivered the most accurate delineation of Pon andcompetitive performance finding Ppeak. This table was reprinted from publication [99] with permissionfrom the publisher.

7.4.4 Limitations
The proposed algorithm and the results obtained quantifying its performance have a series
of limitations that should be presented as follows. First, the data set used to find the
best configuration of the method was not particularly diverse. One single patient and 33
P waves do not necessarily have a strong statistical power. However, it was enough to obtain
convincing results in the QT database. Yet, we cannot exclude the possibility that other
wavelets and other decomposition levels could perform even better with other unknown
signals.

Second, the delineation of Pon is dependent on the correct finding of the side maxima
in the SWT. In the case that more than one side maximum appears, the one closest to the
first 10 % of the area under the transformed P wave are chosen. However, this is a heuristic
chosen to match our intuition on the location of the first delineating point in a normal P wave.
There could be other P wave morphologies for which this approach may not be the correct
one.

Finally, the algorithm was created to work with ECG signals recorded in sinus rhythm
for which a P wave is expected prior to the QRS complex. However, supraventricular
tachycardias such as AFlu or AFib, for which more than one P wave may appear in a single
RR interval, are going to pose a problem for the algorithm. The same is valid for ventricular
tachycardias in which no P wave is present in the RR interval.

7.4.5 Outlook
In a future project, it would be very interesting to extend the data set of intracardiac signals
to include more patients and other P wave morphologies. The best performing configuration
of the method could be further investigated and improved. At some point it may become
necessary to extend the algorithm to account for supraventricular arrhythmias. The combined
usage of intracardiac and surface recordings can help to understand how complex diseases
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such as AFlu or AFib manifest in the surface ECG. Furthermore, the precise delineation of
the P wave allows also the investigation of the time evolution of the P wave morphology and
it could be used to facilitate diagnosis, risk stratification or preoperative planing.

7.5 Conclusion
The results obtained in this study proved that the phase free SWT fulfills the most impor-
tant requirements of a delineation algorithm. The points Ppeak and Pon are independent of
amplitude of the P wave but linearly dependent of its width. The method remains very
accurate under the influence of noise and is robust at high SNR levels. It is also not affected
by baseline wander or power line hum. The evaluation on the QT database demonstrated a
strong performance in comparison to other methods in literature and validated the config-
uration chosen for our method. In future, the algorithm should be extended to account for
supraventricular and ventricular tachycardias.
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CHAPTER8
Separating the Effect of Respiration

onHeart Rate Variability
8.1 Introduction
The rate at which the human heart pumps blood in the body is not constant. As a matter of
fact, it is continuously adapting to internal and external factors. This phenomenon is called
heart rate variability (HRV) and it is primarily regulated by the two complementary branches
of the autonomic nervous system (ANS), the sympathetic and the parasympathetic nervous
systems. A healthy person, for whom the regulation of the heart is normal, is expected to
have a strong HRV [9]. It is also well known that HRV is tightly coupled to respiration and
blood pressure in the cardiovascular system. Moreover, the phenomenon called respiratory
sinus arrhythmia (RSA) is the strongest manifestation of the ANS directed to the heart and
measured in the RR time series [16].

In RSA, the RR time series and the breathing pattern synchronize leading to a reduction
of heart rate during expiration and an increased of heart rate during inspiration [16]. This
phenomenon is not fully understood but it is believed to maximize gas transfer between the
lungs and the blood vessels while minimizing mechanical work with the aim of maintaining
healthy concentration of gases in the body (oxygen and carbon dioxide in blood). In addition,
the influence of RSA on HRV is dependent on many factors such as state of health, age, tidal
volume and respiration rate of the subject [37–39]. This complicates a direct measurement
of the effect of RSA on the HRV parameters. This is the reason why other authors in
different applications have tried to control the influence of respiration on HRV either by
fixing the respiration rate of the subjects or by subtracting its effect with signal processing
methods [17, 119]. These applications have the common hypothesis that respiration free
HRV parameters could have a higher diagnostic power or at least deliver new insights about
the regulation carried out by the ANS.

In order to shed more light on this topic, we developed a method to quantify coupling
between respiration and HRV and separated its respiration dependent part if significant

99
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coupling was present. The quantification of coupling was based on the Granger's causality
and significant coupling is detected using statistical hypothesis testing. Furthermore, the
method used to separate the respiration dependent part of HRV was carried out depending on
the type of respiration being analyzed. For the case of paced respiration, a Gaussian notch
filter was developed, while for natural breathing we created a moving average (MA) filter that
included respiration as external input. The methods were tested and validated on a theoretical
basis using synthetic signals. We further applied the method to separate respiration from
HRV in a data set with paced respiration and another one with natural breathing. This work
was carried out in close cooperation with group BSICoS a the University of Zaragoza and
published as a journal paper [63] and presented in form of a conference contribution [120].

8.2 Materials andMethods
8.2.1 Data
8.2.1.1 Synthetic Signals

For the purpose of testing our algorithms on a theoretical basis, we used synthetic signals for
which the ground truth was well-known to perform a simulation study. The RR time series,
the respiration pattern and the directional coupling from respiration to RR time series were
modeled to reproduce realistic recordings. Figure 8.1 shows the block diagram used for the
simulation study. Here, the intrinsic (respiration independent) RR time series is generated
as a realization of pink noise. The respiration signal resp(n) was modeled as a sinusoidal
function with a time dependent frequency. The directional coupling to create the respiration
dependent part in the RR time series RRresp(n) was modeled with an MA filter with transfer
function G(k). The intrinsic and respiration dependent parts of the RR time series build
together the measured RR time series RRmeas(n). The structure used for this model is a
particular case of the more general multivariate dynamic adjustment models [121].

More specifically, the models used to reproduce the signals used in this study were
defined as follows:
◦ Respiration was generated using a sinusoidal function having the form resp(n) =

A · cos(φ(n)). The time-dependent phase φ(n) was defined as the discrete-time ap-
proximation of the integral of the time-varying frequency f (n).

φ(n) =
n

∑
k=0

f (k)
fs

(8.1)

The parameter fs is the sampling frequency in Hz of the respiration signal. We set the
sampling frequency to 4 Hz because it is a typical value used in literature for HRV
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RRintri(n)

coupling filter
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^

Synthetic signal generator Decoupling algorithm

correlation

^
CC{ RRintri(n) , RRintri(n) }

Evaluation of reconstruction quality

Figure 8.1: Scheme used to synthesize the signals needed to test our algorithms at a theoretical level.
This figure was reprinted from publication [63] with permission from the publisher.

analysis [122]. For the time-varying frequency f (n), we used a hyperbolic tangent
(tanh) function given by the following equation:

f (n) = f0 + f1 · tanh
(

n−n0

fs ·T

)
(8.2)

This is a sigmoid function that was parametrized to obtain the desired signal properties.
This function has inferior and superior bounds equal to f0− f1 and f0+ f1 respectively.
The product fs ·T is a time-discrete constant that modifies the slope of the sigmoid
function. We chose the parameters A, f0, f1, T and n0 in such manner that different
physiological scenarios could be recreated. For constant breathing, f0 ∈ [0.1;0.6]Hz
and f1 = 0.005Hz were chosen to ensure a concentrated spectrum around the breathing
frequency f0. For spontaneous breathing, f0 ∈ [0.1;0.6]Hz and f1 ∈ [0;0.1]Hz were
chosen randomly to mimic variability in the breathing frequency. The other parameters
were also obtained from a uniform distribution with the following properties: A ∈
[0.2;0.5], n0 = [180,540], T ∈ [10;30]s, and a signal length of N = 720 sample points
equivalent to three minutes was set fixed. In Figure 8.2, four possible realizations of
the time varying frequencies are presented.
◦ The intrinsic RR time series was modeled as a realization of Gaussian pink noise.

This type of random process is characterized by a Gaussian distribution of amplitudes
N (0;σ) in the time domain and a power spectral density (PSD) proportional to
the reciprocal of the frequency SRRintri( f ) ∝ 1/ f . This signal can be generated as a
low-pass filtered additive white Gaussian noise (AWGN) [123].
◦ The coupling filter G(k) was modeled as a moving average system applied on the

respiration signal. The measured RR time series was then given in the following way:
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Figure 8.2: Four possible realizations of time-varying respiration frequencies with different parameter
sets. The following sets of parameters were used: (a): f0 = 0.16Hz, f 1 = 0.08Hz, n0 = 540, T = 20 s. (b):
f0 = 0.3Hz, f1 = 0.1Hz, n0 = 360, T = 10 s. (c): f0 = 0.28Hz, f1 = 0.005Hz, n0 = 480, T = 20 s. (d): f0 =
0.2Hz, f1 = 0.05Hz, n0 = 360, T = 30 s. This figure was reprinted from publication [63] with permission
from the publisher.

RRmeas(n) =
K

∑
k=1

g(k) · resp(n− k)+RRintri(n)

Here, the parameter K is the filter order and g(n) is its impulse response. For the study
with synthetic signals, the parameter K ≤ 12 was chosen. Thus, respiration values
from up to three seconds in the past could be coupled to the current RR interval [124].

A possible realization of the kind of signals that can be generated using this simulation
scheme is presented in figures 8.3 (a) to (h). The time domain signals and their corresponding
spectra can be seen. From the shape of the signals, it can be seen that the recorded RRmeas(n)
is a combination of both, RRintri(n) and resp(n). The last two figures show the results of the
decoupling procedure use to reconstruct the original RRintri(n) in an accurate manner. In
addition, a comparison between real recordings and synthesized signals can be seen in figure
8.4. Although the real recordings and the simulated signals are not perfectly equal in the
time domain, their spectral properties are very similar. This demonstrated the capabilities of
the simulation scheme and allowed us to use it to test the decoupling algorithms.

8.2.1.2 Paced Respiration Study

The PRS was conducted by the research group BSICoS at the University of Zaragoza in
Spain with the aim of creating a multimodal data set with cardiovascular signals recorded
from healthy subjects breathing at a fixed respiration rate. These data were used in a previous
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Figure 8.3: Demonstration of the kind of signals that were generated with the simulation scheme. In the
left column are the time domain representations while in the right column are the spectra of the signals.
(a): Synthesized respiration signal with time-dependent frequency (b): PSD of the signal displayed in
(a). (c): Synthesized intrinsic RR time series. (d): PSD of the signal displayed in (c). (e): Synthesized RR
time series to recreate ameasured one. (f): PSD of the signal displayed in (e). (g): Reconstructed intrinsic
RR time series with the decoupling algorithm proposed here. (h): PSD of the signal displayed in (h). This
figure was reprinted from publication [63] with permission from the publisher.

research project published in [125]. 19 subjects (6 females, 13 males) participated in the
study with ages ranging from 21 to 52 years (median of 28 years). For the study, the subjects
were asked to breath at a given constant rate for three minutes, to take a short break afterwards
and to breath again at the next given frequency. The respiration frequencies went from 0.1 to
0.6 Hz in steps of 0.1 Hz. A video with a sine wave oscillating at the requested breathing
frequency was displayed to the subjects and they were told to follow the pattern with their
breathing. The sine wave in the video had a small error of 0.22±1.05 mHz.

Respiratory pattern and electrocardiogram (ECG) were acquired simultaneously with
the recorders ABP-10 and POLY-37 from the manufacturer Medicom MTD. The ECG was
sampled at a rate of 1000 Hz, with a resolution of 24 bits and the signal was acquired with an
orthogonal electrode placement. The respiratory signal was recorded with a chest belt at a
sampling rate of 250 Hz. An example of the signals acquired in the PRS study in comparison
with synthesized signals with similar properties can be seen in figure 8.4.
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Figure 8.4: Comparison between the signals recorded in the PRS study (left column) and the ones
synthesized to test our algorithms (right column). (a): Respiration pattern recorded in the PRS study. (b):
Synthetic respiration signal with similar properties to the one presented in (a). (c): PSD of the respiration
signal presented in (a). (d): PSD of the respiration signal displayed in (b). (e): RR time series recorded in
the PRS study. (f): Synthetic RR time series with similar properties to the one presented in (e). (g): PSD of
the RR time series presented in (e). (h): PSD of the R time series displayed in (f). This figure was reprinted
from publication [63] with permission from the publisher.

The quality of the recordings was visually inspected and one subject had to be removed
from the study because of low signal-to-noise ratio (SNR) and missing signal portions. In
addition, we had to be careful with aliasing when dealing with the RR time series and the
respiration. The RR time series has an inherent sampling rate that is equal to the heart rate of
the subject. Since we wanted to investigate respiration at the exact same moments when the
heart beats, aliasing could become a problem if the subject was breathing faster than their
mean heart rate divided by two (sampling theorem). This became particularly problematic
for the higher breathing rates of 0.5 and 0.6 Hz. For this reason, we had to additionally
remove three subjects from the analysis violating the sampling theorem at 0.5 Hz and another
nine at 0.6 Hz.
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8.2.1.3 Fantasia Database

In order to include signals recorded from subjects breathing at a spontaneous rate in our
investigations, we used the Fantasia database from physionet.org [126]. This data set was
recorded from 20 young and 20 old subjects (20 males and 20 females) while they were
watching the Disney movie Fantasia in a supine position at rest. The young subjects were
between 21 and 34 years old, while the age of the older participants ranged from 68 to 85
years. An ECG lead and a respiration signal were acquired for each subject in the database.
The signals had a duration of 2 hours and were sampled at 250 Hz. An example of the signals
in the Fantasia database in comparison with synthesized signals with similar properties can
be seen in figure 8.5.
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Figure 8.5: Comparison between the signals recorded in the Fantasia database (left column) and the
ones synthesized to test our algorithms (right column). (a): Respiration pattern recorded in the Fantasia
database. (b): Synthetic respiration signal with similar properties to the one presented in (a). (c): PSD
of the respiration signal presented in (a). (d): PSD of the respiration signal displayed in (b). (e): RR time
series recorded in the Fantasia database. (f): Synthetic RR time series with similar properties to the one
presented in (e). (g): PSD of the RR time series presented in (e). (h): PSD of the R time series displayed in
(f). This figure was reprinted from publication [63] with permission from the publisher.
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8.2.2 Filtering the ECG and Respiration Signals
The ECG signal was filtered with a Butterworth high-pass filter with a cutoff at 0.5 Hz to
remove baseline wander. Power line hum was removed using a Gaussian notch filter at 50 or
60 Hz and its harmonics. High frequency random noise was removed with a Butterworth
low-pass filter with a cutoff frequency at 250 Hz. This upper cutoff frequency was chosen
particularly high to preserve the R peak in the ECG and achieve an accurate RR time series.

The respiration signal was filtered with a Gaussian high-pass filter with a cutoff at 0.05 Hz
to remove baseline wander. Power line hum was removed in the same manner as with the
ECG signal. High frequency random noise was removed with a Butterworth low-pass filter
with a cutoff frequency at 20 Hz.

8.2.3 Correcting the RR Time Series
The signal processing work flow to obtain the RR time series from the ECG was presented
in chapter 4 and was kept unchanged here. However, special attention was payed to the RR
time series because detection errors in the R peak can lead to wrong RR intervals and the
coupling analysis can be compromised. In order to account for artifacts in the RR time series,
we cleaned the series using the method proposed by Malik, in which RR intervals that differ
in more than 20 % from the previous or subsequent one are removed [127]. There are other
methods to clean the RR time series, yet the removal without replacement seems to be the
most conservative one.

8.2.4 Quantifying Coupling with the Granger's Causality
In order to quantify coupling (causality) between respiration and RR time series, we used the
method proposed by Granger [128]. In this approach, a time series y(n) was considered to
cause another time series x(n), if the prediction of the latter one could be improved when
information from the first series was introduced. The initial prediction of the time series
x(n) was performed with a linear autoregressive (AR) model. In order to improve the AR
estimation of x(n), the series y(n) was introduced through a linear MA model and statistically
evaluated to test if it produces a significantly better prediction. The quality of an estimation
was measured based on the comparison between the variance of the prediction error of the
AR model with respect to the error variance of the MA model. In mathematical terms, the
Granger's causality was defined in the following manner:

First, the time series x(n) was modeled as an AR random process:

x(n) =
P

∑
k=1

a(k) · x(n− k)+ εAR(n) (8.3)
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The AR model was chosen to have an order of P. Further, it is assumed that the prediction
error εAR(n) was normally distributed having an expected value µAR and a variance σ2

AR.
Typically, the expected value of the prediction error was zero, so that its variance could be
estimated by:

σ
2
AR =

1
N−P−1

N−P

∑
k=1

ε
2
AR(n) (8.4)

In this equation, N was the total number of sample points in the time series. The estimated
variance σ2

AR was a random variable distributed according to the χ2
N−P probability density

function [129]. Once the AR model has been evaluated, the exogenous input was included
into the prediction model with an MAx filter:

x(n) =
P

∑
k=1

a(k) · x(n− k)+
Q

∑
k=1

b(k) · y(n− k)+ εARMAx(n) (8.5)

The MAx model was chosen to have an order of Q and its error variance σ2
ARMAx is

χ2
N−P−Q distributed. The quality of the predictions is then compared building the normalized

difference of the two error variances [130]:

γyx =
σ2

AR−σ2
ARMAx

σ2
ARMAx

(8.6)

=
σ2

AR

σ2
ARMAx

−1 (8.7)

The ratio σ2
AR/σ2

ARMAx was again a random variable governed by the F distribution with
N−P and N−P−Q degrees of freedom [129]. The null hypothesis that y(n) did not cause
x(n) was tested with an F-test allowing a maximal error probability of 5%. Under these
conditions, the threshold for which an improvement in the prediction of x(n) was statistically
significant was given by:

γ
5%
yx = F−1(0.05,N−P,N−P−Q)−1 (8.8)

In this equation, F−1 stands for the inverse F distribution. Furthermore, the parameter γyx

could be interpreted as a measure of coupling strength. Thus, γyx = 0 means that no coupling
was present between the two time series. Stronger coupling is reflected in higher values of
γyx and the causality becomes statistically significant if the threshold γ5%

yx was exceeded.
In addition, for an optimal estimation of the model orders P and Q, we used the Bayesian

information criterion (BIC) [131]. In this method, an optimal trade-off between model order
P and precision of the estimation is achieved when the following cost function is minimized:

BICAR(P) = N · ln(σ2
AR)+P · ln(N) (8.9)
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The same procedure was applied to find the model order Q for the MAx model. If no
minimum is found for this cost function, the optimization process was adapted and a "best
guess" was found according to [132]. In our study, x(n) corresponded with the recorded RR
time series RRmeas(n) while the respiration time series resp(n) was represented by y(n). In
addition, the decoupling procedure was only performed if significant coupling between these
two series was detected.

8.2.5 Decoupling Paced Respiration
In paced respiration, the spectrum of the RR time series was characterized by a localized
peak at the breathing frequency that concentrates coupling to a narrow frequency band. Thus,
we assumed that it should be possible to remove this peak using a notch filter and separate the
respiration driven part of HRV. For this purpose, we developed an optimal Gaussian notch
filter that matched the peak corresponding to respiration in the RR time series and removed it.
The HRV spectrum was estimated using Welch's method [133]. Here, a Hamming window
with a width of 64 s (256 sample points) and an overlap of 50 % were chosen. The time series
was extended with zero padding to generate 1024 points before the fast Fourier transform
was carried out.

As mentioned previously, the idea behind this method is to approximate the respiration
driven peak in the HRV spectrum and use that approximation to produce a notch filter. The
notch filter was then created by inverting the approximated peak. Figure 8.6 demonstrates
this principle. The approximation of the spectral peak was carried out with a Gaussian bell
for which the amplitude, shift and width were optimized. The optimization problem was
formulated as a least squares minimization in the following manner:

|SRR(k)−SGauss(k)|2→ min for k ·∆ f ∈ Bmin∣∣SRR(k)−a · exp(−b · (k ·∆ f − fresp)
2)
∣∣2→ min for k ·∆ f ∈ Bmin

Here, SRR(k) was the PSD of the RR time series and SGauss was the Gaussian bell with
amplitude a and reciprocal width b. The paced breathing frequency was denoted by fresp

and corresponded with the maximum of the peak in the spectrum. The parameter Bmin was
the frequency band in which the estimation is carried out. This interval was chosen between
the first side minima left and right from the peak at fresp. Finally, k is the discrete spectral
variable and ∆ f is the spectral resolution.

In its current formulation, the optimization problem has a non-linear dependency from the
parameters a and b. However, the problem can be reformulated using the natural logarithm
to generate a linear optimization problem as follows:
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∣∣ln(SRR(k))− ln(a · exp(−b · (k ·∆ f − fresp)
2))
∣∣2→ min for k ·∆ f ∈ Bmin∣∣ln(SRR(k))− ln(a)+b · (k ·∆ f − fresp)

2∣∣2→ min for k ·∆ f ∈ Bmin

The estimation of ln(a) and b is carried out with the linear least squares approach.
With the two parameters, the decoupling filter is created as an inverted Gaussian bell in the
following manner:

|H(k)|2 = a · (1− exp(−b · (k ·∆ f − fresp)
2))

We carried out the filter step to decouple the two series in the time domain to avoid
boundary effects arising from circular convolution. This method has the advantage that a
respiration signal is not mandatory. The whole procedure can be carried out using only the
RR time series and the paced respiration frequency. Nevertheless, the respiration frequency
is assumed to be constant and the method can only work if the coupled spectral power is
concentrated around the breathing rate.
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Figure 8.6: Gaussian notch filter used to decouple paced respiration. (a): Respiration driven part of
HRV is characterized by a peak in the spectrum concentrated at the breathing frequency (blue). It was
approximated using a Gaussian bell (red). (b): The Gaussian bell is inverted to create a notch filter (black).
The filtered spectrum (orange) no longer had a peak at the breathing frequency. This figurewas reprinted
from publication [63] with permission from the publisher.
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8.2.6 Decoupling Natural Breathing
In the more general case of spontaneous breathing, the respiration rate could no longer be
assumed to be constant and a more general decoupling procedure was required. The idea
here, was to model coupling with an MAx filter that interconnects respiration and RR time
series. Once the estimation has been performed, it can be subtracted from the measured RR
time series. The filter is characterized by its impulse response h(n) and its order Q. The
complete coupling model was given by:

RRmeas(n) =
Q

∑
k=1

h(k) · resp(n− k)+RRintri(n)

The model order Q was also found using the BIC. We also assumed that RRintri(n) and

the respiration driven part of HRV given by
Q
∑

k=1
h(k) · resp(n− k) to be uncorrelated to each

other. By doing so, we were able to reformulate the estimation problem as a minimization
one in which h(n) became a decorrelation filter. This was achieved when:

∣∣∣∣∣RRmeas(n)−
Q

∑
k=1

h(k) · resp(n− k)

∣∣∣∣∣
2

→ min for h(k) ∈ R

The filter coefficients were found using linear least squares minimization and with them,
the estimated intrinsic RR time was calculated as:

R̂Rintri(n) = RRmeas(n)−
Q

∑
k=1

h(k) · resp(n− k)

In figure 8.7, four exemplary signals demonstrating the decoupling procedure can be
seen. The time and frequency domain representations of all signals can be seen before and
after decoupling has been applied. Two of the signals come from the simulation study while
the other two are real recordings. Two of the signals correspond to paced respiration while
the other two are spontaneous breathing.

8.2.7 Evaluating the Algorithmwith Synthetic Data
With the aim of evaluating the algorithms developed in this work at a theoretical level, we
created two experiments in which the synthetic signals were used. In the first experiment,
the Granger's causality was evaluated as a measure of coupling. In particular, the validity of
the threshold γ5%

yx to detect significant coupling was put to the test. In the second experiment,
we tested the performance of the two decoupling algorithms.
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Figure 8.7: (a): Synthetic RR time series with paced respiration before (green) and after (orange) the
decoupling algorithmwas applied. (b): PSD of the signals presented in (a). (c): Synthetic RR time series
with natural breathing before (green) and after (orange) the decoupling algorithmwas applied. (d): PSD
of the signals presented in (c). (e): Recorded RR time series with paced respiration before (blue) and after
(orange) the decoupling algorithmwas applied. (f): PSD of the signals presented in (e). (g): Recorded RR
time series with natural breathing before (blue) and after (orange) the decoupling algorithmwas applied.
(h): PSD of the signals presented in (g). This figure was reprinted from publication [63] with permission
from the publisher.

8.2.7.1 Evaluating Granger's Causality as aMeasure of Coupling

With the purpose of achieving a strong statistical power, we performed this experiment
with 200 000 different synthesized signals. The previously introduced parameter A was the
amplitude of the respiration signal coupling into the RR time series. It was varied to recreate
various coupling strengths and study how the measure γyx changed in dependency from A.
The amplitude A = {0,0.6,1.4,2.8,5} was chosen with the intention of recreating the normal
range of the HRV parameter LF/HF ∈ [0.2;5]. For A = 0, no coupling is present while A > 0
leads to a coupled respiration signal with A = 5 being the strongest coupling.

From the 200 000 realizations, half of them were devoted for the no coupling case of
A = 0. In every realization, the RR time series, the spontaneous breathing signal and the
coupling filter g(n) were generated randomly. In particular, the coupling filter was chosen to
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have an order of Q≤ 12 and its coefficients were extracted from a uniform distribution in
the interval [−1,+1].

8.2.7.2 Evaluating the Decoupling Algorithms

The evaluation of the decoupling measures was carried out with a data set of 100 000
realizations. Half of them were used to test paced respiration while the others aimed at
testing natural breathing. The random parameters used to generate this database were
introduced in section 8.2.1.1. Decoupling was performed for both cases (paced respiration
and natural breathing) with both methods (Gaussian notch filter and MAx filter).

The quality of the reconstructed intrinsic RR time series R̂Rintri(n) was quantified with the
correlation coefficient. For that purpose, the correlation coefficient between the reconstructed
and the original intrinsic RR time series RRintri(n) was estimated. The closer the correlation
coefficient is to +1, the better the performance of the decoupling procedure.

8.2.8 HRVAnalysis
It was also of great interest for this study to investigate how standard HRV parameters
change after its respiration driven part has been decoupled. The HRV analysis began with
the calculation of HRV parameters from the measured RR time series. Afterwards, the RR
time series was decoupled and the same HRV parameters were computed from the estimated
intrinsic RR time series.

For the decoupling procedure, the original RR time series was first interpolated to a
sampling rate of 4 Hz using monotone cubic splines [134]. There were three reasons for
this step. First, the calculation of frequency domain HRV parameters was carried out using
Welch's method which required equidistant sampling. Additionally, the increased number of
sampling points delivers a spectrum with more information. Third, for the quantification of
coupling between respiration and RR time series, the same sampling frequency is required
for both signals. Thus, the respiration signal had to be downsampled to achieve a sampling
rate of 4 Hz. An anti-alising filter with a cutoff frequency of 2 Hz was applied prior to
the downsampling procedure. Third, the monotone cubic splines are important to avoid
overshootings in the interpolation step. The overshootings generate larger and shorter RR
intervals and could lead to non-accurate estimation of the HRV parameters after decoupling.

For the quantification of HRV, many parameters have been proposed in the past but we
concentrated our study on seven parameters, four from the time domain (including one non-
linear and one geometrical parameter) and another three from the frequency domain. From
the time domain, the parameters SDNN, rMSSD, TINN and Approximate Entropy (ApEn
with r = 0.2 · SDNN, m = 2 and N = 720) were computed. The time domain parameters
were obtained from the decoupled RR time series resampled at the same positions of the
original RR time series. By doing so, we allowed a direct comparison between the HRV
parameters before and after decoupling.
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The parameters LF, HF and LF/HF were obtained from the frequency domain. Welch's
method was used for the estimation of the PSD of the RR time series. Here, a Hamming
window with a width of 64 s (256 sample points) and an overlap of 50 % were chosen. The
time series was extended with zero padding to generate 1024 points before the fast Fourier
transform was carried out achieving a frequency resolution of δ f = 3.91 ·103 Hz.

Although the number of HRV parameters chosen for the analysis is not particularly large,
the authors assumed it be sufficient for a proper evaluation of the autonomous regulation of
the heart.

8.3 Results
8.3.1 Performance of Granger's Causality as a Coupling

Measure
The results of the analysis investigating the parameter γyx as a coupling measure are presented
in form of boxplots in figure 8.8 (a). The threshold for statistically significant coupling γ5%

yx

is also displayed in the figure. Using this threshold, the 200 000 realizations were classified
into the two subgroups significant and non-significant coupling. The performance of this
classification was quantified using the golden truth known from the synthetic signals. A
global correct rate of 96.2 % was achieved. Furthermore, a sensitivity (SEN) of 92.6 %,
a specificity (SPE) of 100 %, a positive predictive value (PPV) of 100 % and a negative
predictive value (NPV) of 93.1 % were achieved. The majority of classification errors were
observed for A = 0.6 at which coupling was the lowest. In addition, a clear monotonic
dependency was observed between the amplitude A and the median of γyx.

8.3.2 Performance of the Decoupling Algorithms
The results of the analysis investigating the decoupling algorithms to reconstruct R̂Rintri(n)
from the measured RRmeas(n) and the respiration resp(n) are displayed in form of boxplots in
figure 8.8 (b). As quality measure, we used the correlation coefficient between reconstructed
and synthesized intrinsic RR time series. In the case of paced respiration, the Gaussian filter
delivered a median correlation coefficient of 0.968 which turned out to be just below the one
obtained with the MAx filter. The lower 25th percentile of two filters were 0.958 and 0.990
respectively demonstrating the high quality reconstruction of both methods.

For natural breathing, we found the MAx filter to be the better performing method.
It achieved a median correlation coefficient of 0.992 and an interquartile range of 0.008
demonstrating a very accurate and robust reconstruction. With the Gaussian notch filter, a
median correlation coefficient of 0.864 and an interquartile range of 0.111 was achieved. The
upper 75th percentile of the performance of this filter was 0.931 proving that even though
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this method was not created for this application, it was capable of delivering high quality
reconstructions in some cases for which respiration frequency remained relatively constant.

These results proved that the MAx filter worked better in both scenarios. Therefore,
for the analysis of the investigation of the coupling measure in γyx and the analysis of the
decoupled HRV parameters we decided to use only the MAx filter.
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Figure 8.8: Summary of results obtained from the study performedwith 200000 synthetic signals. (a):
Coupling measure γyx obtained from the Granger's causality in dependency of the amplitude of therespiration A. For A = 0 no coupling was present while A = 5 represented the strongest coupling. γ5%

yx is
the threshold used to detect significant coupling. This classification system achieved a global correct rate
of 96.3%. (b): Results of the reconstruction of the intrinsic RR time seriesmeasured using the correlation
coefficient. This figure was reprinted from publication [63] with permission from the publisher.

8.3.3 Coupling between Respiration and RR Time Series
8.3.3.1 Paced Respiration Study

The coupling strength γyx was investigated in dependency of the paced breathing frequency.
The results are presented in figure 8.10. The median coupling was observed to have a
clear dependency on the breathing frequency. The threshold for significant coupling is
also displayed in the same figure. At 0.1 Hz the median coupling was low and grew with
increasing frequency reaching its maximum at 0.3 Hz. Here, significant coupling was present
in almost all participants. When the respiration rate was increased further, the coupling



8.3. Results 115

measure γyx decreased reaching its lowest value at 0.6 Hz. At this frequency, the median
coupling was below threshold.

We also did not observe a clear dependency of the intersubject variability, quantified as
the interquartile range of the boxplots, and the breathing frequency. However, the lowest
interquartile range appeared at the breathing rates 0.1 and 0.6 Hz which were also the
frequencies with the lowest coupling strengths. The highest interquartile range appeared at
0.2 Hz.

8.3.3.2 Fantasia Database

The coupling strength was evaluated also in the Fanatasia database. However, the ECG
signals in this database have a length of 120 minutes which is significantly larger than
the recordings with a duration of three minutes in the PRS study. In order to achieve
comparability between the two data sets, we split each signal in the Fantasia database into
intervals of the length three minutes and chose the most suited one for the analysis. According
to Malik [127], three conditions have to be fulfilled to ensure high quality RR time series:
◦ No ectopic beats are allowed in the signal.
◦ The difference between each RR interval and the previous or subsequent one cannot

be greater than 20 %.
◦ Stationarity in the sense of Malik must be given. In this definition, the first RR interval

cannot differ in more than 20 % from any other RR interval in the three minute period.

For all the patients, we used initially all the segments that fulfilled the three criteria but
kept only the median γyx for further analysis. Among the selected segments and overall
patients, we measured a respiration rate of 0.3±0.09 Hz. Figure 8.9 shows the results
obtained in this study in form of a boxplot. The threshold for significant coupling is also
shown in the figure. About 75 % of the participants in the study did not have significant
coupling. As a matter of fact, median coupling was even lower than the one observed for
0.6 Hz in the PRS study. However, the variability of γyx among the subjects in the study was
similar to the one observed for 0.3 Hz in the PRS study.

8.3.4 Analysis of Heart Rate Variability
We compared the HRV parameters before and after decoupling and tested if a possible change
was statistically significant. The error probability (p-value) was computed with the paired
Wilcoxon signed rank test and a p-value p < 0.05 was considered significant. This procedure
was carried out for the PRS study and the Fantasia database. The results were summarized
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Figure 8.9: Strength of coupling γyx based on the Granger's causality depicted in dependency of thebreathing frequency in paced respiration (PRS study) and natural breathing (Fantasia database). A clear
dependency of the coupling strength can be demonstrated in paced respiration withmaximal coupling
observed at 0.3Hz. In natural breathing coupling strength was clearly lower with amedian value below
the significance threshold γ5%

yx but intersubject variability was similar to the one observed in the PRSstudy.

in table 8.1 in the form of median and interquartile range. The boxplots for the parameters
SDNN and ApEn are also presented graphically in figure 8.10.

8.3.4.1 Paced Respiration Study

We observed in the PRS study that in general, the decoupled RR time series has less power
than the measured one. In addition, the original HRV parameters had a strong dependency
of the respiration rate. However, after decoupling, the different median values leveled and
became more independent of breathing frequency. Furthermore, the intersubject variability,
measured as the interquartile range of the decoupled parameters, was reduced also.

For the time domain parameters, a reduction of SDNN and rMSSD was observed at the
lower frequencies (0.1 and 0.2 Hz). Yet, the medians of these two parameters maintained their
original values at higher respiration rates (0.3 to 0.6 Hz). The behavior of the geometrical
parameter TINN was very similar to the one of SDNN. Interesting were the results obtained
for ApEn. This was the only parameter for which its median value increased significantly at
the lowest two breathing rates. For the higher breathing frequencies, the changes were more
subtle.

In the frequency domain, a significant decrease of the parameter LF at the lowest
breathing rate of 0.1 Hz was observed. We were positively surprised by this result because
it shows the capability of this procedure to decouple respiration from RR time series even
when they have overlapping PSD. This result also matched the observed performance in the
study with synthetic signals. Additionally, the parameter HF was observed to be significantly
reduced after decoupling for the respiration frequencies 0.2 and 0.3 Hz.



118 Chapter 8. Separating the Effect of Respiration on Heart Rate Variability

before after before after before after before after before after before after before after

50

100

150

S
D

N
N

 [m
s]

0.1 Hz 0.2 Hz 0.3 Hz 0.4 Hz 0.5 Hz 0.6 Hz natural breathing

decoupled parameters
original parameters

(a)
original parameters

decoupled parameters

before after before after before after before after before after before after before after

0.4

0.6

0.8

1

A
pp

ro
xi

m
at

eh
E

nt
ro

py
h[n

oh
u.

]

0.1hHz 0.2hHz 0.3hHz 0.4hHz 0.5hHz 0.6hHz naturalhbreathing

(b)
Figure 8.10: Two examples of the results of the analysis evaluating the change in the HRV parameters
before and after decoupling. For each parameter, the boxplots in dependency of the paced respiration
rate for the subjects in the PRS study and the spontaneous breathing for the subjects in the Fantasia
database before and after decoupling are also shown. It can be seen how the boxplots tend to level
after decoupling and a strong dependency on breathing frequency is no longer observed. The following
HRV parameters are dispayed (a): SDNN. (b): ApEn. This figure was reprinted from publication [63] with
permission from the publisher.

8.3.4.2 Fantasia Database

In the analysis done for the Fantasia database, we also observed a slight reduction of the
median HRV parameters and their interquartile range. Yet, the decrease was not statistically
significant.

8.4 Discussion
8.4.1 Validity of the ChosenModel for Coupling Analysis
The model we chose to couple the exogenous input (respiration) to the RR time series has an
open-loop structure and is fully described by the finite impulse response (FIR) filter g(n).
However, this can be seen as a restricting model that is not conform with the feedback-loop
nature observed in cardiovascular control processes such as the baroreceptor reflex or the
cardiopulmonary coupling. As mentioned previously, our open-loop model is a special
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case of the larger family of multidynamic adjustment models for which the feedback-loop
configuration would have been possible. A larger system with feedback-loop integration
would allow the investigation of the origin of cardiovascular oscillations and can also be used
to quantify coupling [135]. However, it was our intention to measure coupling according to
Granger as an improvement in estimation when the exogenous variable is considered. In the
feedback-loop model, this interpretation is no longer given in its original form. Furthermore,
it was our intention to quantify the direct coupling from the breathing pattern to the RR time
series and for this application, we believe that the open-loop model is appropriate.

8.4.2 Evaluation of Granger's Causality as a CouplingMeasure
The coupling measure γyx delivered intuitive results in the simulation study. First, we
observed that it was directly dependent on the amplitude A of the respiration pattern. The
larger A the stronger was also the median coupling value among the repetitions carried
out in the experiment. In addition, the significance threshold γ5%

yx , which was derived on
a theoretical basis, proved also to be a powerful tool to detect coupling. In 96.3 % of the
cases, the classification delivered by this threshold was correct. Even for the lowest coupling
strength at A = 0.6, the median γyx was above threshold. Nevertheless, we observed the
vast majority of classification errors for A = 0.6 which decayed with increasing A. This is
an expected result since low amplitude in the respiration signal leads to small respiration
dependent part in the RR time series that can no longer be detected by Granger's approach.
We believe this should not be a problem in practice since for weak coupling, respiration
should have little impact on HRV and the decoupled HRV parameters should not be very
different from the coupled ones.

A further point of discussion is the linearity of all the methods used for the study
with synthetic signals. Coupling was modeled using the linear filter g(n) and the strength
of coupling was calculated with the Granger's causality which is also a linear approach.
Thus, our results evaluating γyx may be overestimated because our quantification problem
is matched to the coupling model. Nevertheless, the results of the simulation study were
so convincing that we were still interested in the investigation of linearly decoupled HRV
parameters in paced respiration and spontaneous breathing.

8.4.3 Evaluation of Separation Algorithms
The results from the study with synthetic signals demonstrated the high performance of both
separation algorithms. In particular, the MAx filter turned out to be the better method in
both scenarios (paced respiration and natural breathing) achieving in both cases a median
correlation coefficient of over 0.99. This is probably due to the fact that this filter incor-
porates information from both, the measured RR time series and the recorded respiration
which combined with a linear model of coupling gives a perfect match for this application.
Nevertheless, as mentioned previously, the results may be overestimated because the model
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used to couple respiration with RR time series is also linear. In any case, the comparability
to the Gaussian notch filter should still be given because the latter is also a linear method.

The Gaussian notch filter demonstrated also a surprisingly good performance in the study
with synthetic signals. It was originally developed for paced respiration and it achieved in
that case a median correlation coefficient of over 0.96. The method has also the advantage of
not requiring a respiration signal making it a viable solution in case no respiration recording
device is available. We also observed that in the case of spontaneous breathing, the median
performance was above 0.86 and the upper quartile laying above 0.93. This makes the
method applicable in the case natural breathing if the breathing frequency remains at an
approximately constant rate.

8.4.4 Coupling between Respiration and RR Time Series
8.4.4.1 Paced Respiration Study

The results in the paced respiration study demonstrated that the median coupling strength
has a clear dependency on respiration rate and that it maximizes at 0.3 Hz. This is in
accordance with the results reported by Pitzalis [124]. However, within the group of subjects
analyzed, we observed different coupling strengths ranging from very strong to statistically
non-significant for the same breathing frequency. These results suggest that even though a
global trend exist, coupling between respiration and RR time series may be a subject specific
property with different dependencies from the breathing rate.

The fact that coupling strength maximized at 0.3 Hz was an interesting result because
humans tend to breath at about this same frequency naturally. This phenomenon resembles
some sort of physiological resonance in which RSA maximizes at the same frequency a
person would breath spontaneously which would again lead to an optimized gas transfer
on the lungs without further effort. We also found that coupling strength was lowest at
0.1 and 0.2 Hz. We postulated two possible explanations for this result. First, this could
be the consequence of the RR time series being very well estimated using only the AR
model. In that case, the improvement in estimation measured when respiration is added,
would be very low, leading possibly to a non-significant Granger's causality. Second, a
physiological explanation would be that other regulation mechanisms below 0.2 Hz such as
the baroreceptor reflex, systemic blood pressure and perfusion and body temperature may
overlap with the RSA and compromise the MAx estimation.

Finally, a further reduction of coupling strength was observed above 0.4 Hz. This was
also in accordance with other results presented in literature showing that RSA decreases with
increasing frequency above 0.3 Hz.
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8.4.4.2 Fantasia Database

In the Fantasia database, we observed that 75 % of the subjects did not have significant
coupling. This could be explained partially because of the older participants who could have
a diminished RSA since this phenomenon is believed to decrease with age [136, 137]. Yet,
half of the younger participants did not show significant coupling either. As a matter of
fact, the median γyx value in spontaneous breathing was the lowest compared to all paced
respiration frequencies. This is probably because in paced respiration, the breathing pattern
is very regular which could facilitate synchronization and lead to an increased RSA. We
also observed that the intersubject variability in the Fantasia database was very similar to
the one observed at 0.3 Hz in the PRS study. This result could mean that the intersubject
variability in RSA is best quantified when subjects are told to breathe constantly at their
natural frequency.

8.4.5 Analysis of Heart Rate Variability
8.4.5.1 Paced Respiration Study

With the paced respiration study, we realized how HRV parameters can depend on the
breathing frequency. For example SDNN, which is a measure of total HRV power went
from 119.89 ms on median to less than 40 % of that value at 0.4 Hz. Thus, if a cardiac
patient would be diagnosed based only on SDNN, the outcome would be completely different
depending on breathing frequency. For this reason, it was also satisfying to see, that after
decoupling, the median values among all breathing frequencies leveled and the interquartile
ranges decreased. This way, the comparability among subjects is improved facilitating the
diagnosis from a physician.

We also observed as a general result that the HRV parameters that quantify power in
the RR time series were strongly reduced after decoupling. This demonstrates that RSA
is responsible for a major part of the variability in the RR time series. However, we also
realized that the way the HRV parameters change after decoupling depends strongly on the
breathing frequency. For example SDNN underwent a reduction of 50 % at 0.1 Hz but less
than 10 % at 0.4 Hz. Since the majority of the spectral power of the RR time series tends to
be concentrated at lower frequencies below 0.2 Hz, the decoupling procedure has a stronger
impact on SDNN when respiration has a lower rate. From the frequency domain parameters,
we observed a strong reduction of LF at the the breathing frequency of 0.1 Hz. Further, the
parameter HF was strongly diminished in the band from 0.2 to 0.4 Hz. These results are very
plausible because LF quantifies spectral power between 0.04 and 0.15 Hz while HF ranges
from 0.15 to 0.4 Hz.

Another interesting result was the increased median ApEn after decoupling. This param-
eter is a measure of how chaotic is a signal. The higher the irregularity in the signal, the
higher also ApEn. In this case, the increase in ApEn value is probably because the paced
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respiration produces a very regular RR time series which after decoupling becomes more
chaotic.

8.4.5.2 Fantasia Database

In the Fantasia database, we observed that almost half of the HRV parameters did change
significantly after decoupling but the modifications were notoriously smaller than in paced
respiration. Furthermore, the change in interquartile range was also relatively small. These
results are in accordance with the strength of coupling observed between respiration and HRV
in the case of spontaneous breathing. In general, if coupling is weak, then the decoupling
procedure will only remove little power from the RR time series so that the HRV parameters
remain almost the same.

8.5 Limitations
The method chosen to quantify coupling and decouple the RR time series is based on least
squares estimation and linear regression. Although this method turned out to be a good
approach for the kind of signals we used here, it does not account for non-linear coupling.
We investigated here the relationship between coupling and respiration rate. However, the
amplitude of the respiration pattern (breathing depth) plays also an important role and can
modify strength of coupling even at constant breathing rates [39]. This phenomenon cannot
be included in our model. Furthermore, the Granger's causality is a measure of coupling
based on a given model. Thus, if the model is not correctly chosen, the procedure may fail.
One of the critical points here is the model order which we chose using the BIC. This is an
approach that tends to favor lower model orders and could lead to underestimated dynamics
that do not capture the true behavior of the time series.

The intention of the study based on synthetic signals was to validate our methods on a
theoretical basis. The results were convincing and motivated us to use the method on real
recordings. However, the results could be overestimated. We modeled coupling with a linear
transfer function from respiration to RR time series. We then decouple respiration using
again a linear model which is a perfect match for this problem. In addition, we modeled
respiration with a sinusoidal function and RR time series with pink noise. In reality, these
time series are more complex and the performance of the method is probably lower in those
cases.

The population used for the both studies is also an aspect that can be considered a
limitation. For the PRS study, 19 subjects enrolled while in the Fantasia database 20
participants were present, which is a good number for comparison. However, the two groups
are fairly different. The population in the PRS study was predominantly masculine and
young while in the Fantasia database, half of the people were older and an equal distribution
of men and women was given. Thus a direct comparison between these two groups is not
ideal. Yet it can help us postulate new hypotheses to be tested in future prospective studies.
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The last topic that could be considered a limitation is possible aliasing that remained
unnoticed in the time series we analyzed here. Even though we tried to minimize aliasing by
removing from the study the subjects that did not fulfill the Shannon-Nyquist theorem, it
is still possible that the higher harmonics of the respiration pattern lead to aliasing errors.
However, we also observed that the shape of the respiration signal is close to a sinusoidal
function leading to low energy in the higher harmonics. This result was corroborated by the
synthetic signal study in which aliasing did compromise the performance of the filters.

8.6 Outlook
The first step in a future project would be the extension of our model to include blood pressure
and feedback loops between the three most relevant variables in the cardiorespiratory system.
We believe this should improve the current description of the dynamical interactions between
RR time series, respiration and blood pressure. In addition, it would be also interesting to
introduce non-linear models that include respiration amplitude (depth of breathing) into the
coupling measure. However, we would have to go away from the Granger's causality to a
new non-linear measure of coupling.

In this work, we investigated the impact of respiration and coupling on the HRV parame-
ters. This kind of study could be extended to analyze the dependency of other variables such
as age, gender, fitness or, state of health. They could be combined to examine imbalances
of the ANS that are associated with other diseases such as diabetes mellitus, hypertension,
chronic heart failure (CHF) or myocardial infarction [138–141]. In these afflictions, a re-
duced HRV is a predictor of cardiac death. Hence, it would be of great help for the medical
community if the decoupled HRV parameter could improve the predicting power of standard
HRV even further.

Finally, we would like to study, if the problems that arise from aliasing in the RR time
series at higher respiration rates could be avoided, if the respiration signal is sampled at
the same points where the RR time series is sampled at. In this work, the RR time series
was interpolated to 4 Hz but respiration was downsampled to the same 4 Hz after low-pass
filtering. Thus, we could postulate that by sampling respiration at the same points of the RR
time series without any further preprocessing, the aliasing effect should be the same on both
series and the decoupling procedure would include it and lead to a more accurate γyx and a
better decoupled RR time series. More research is definitely needed to prove this idea.

8.6.1 Conclusion
In this work, we used the idea behind Granger's causality to create a method that is capable of
measuring coupling strength between respiration and RR time series and identify statistically
significant coupling. We also developed two linear filters, a Gaussian notch and an MAx
filter to decouple respiration from the RR time series. The methodology was validated at a
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theoretical level using synthetic signals demonstrating that the MAx filter was the better one
applicable in paced respiration and spontaneous breathing.

We learned from the analysis of the PRS study that coupling strength is clearly dependent
on respiration rate and that it maximizes at 0.3 Hz. We also observed that the median HRV
parameters varied among breathing frequencies but leveled after decoupling. The interquartile
range was diminished after decoupling suggesting that part of the intersubject variability
arises from different manifestations of RSA in each subject. In addition, the decoupling
procedure led to a significant reduction of the HRV parameters that quantify power in the
RR time series corroborating the notion that RSA is a very relevant component of HRV in
the case of paced respiration.

The Fantasia database delivered very different results from the ones observed in paced
respiration. The coupling strength between respiration and RR time series was notoriously
lower and in 75 % of the subjects, it did not reach the significance level. We also observed
that for the subjects with significant coupling, the decoupled HRV parameters underwent a
relatively small change. From these results, we concluded that paced respiration probably
facilitates coupling and the physiological mechanisms responsible for RSA are potentitated
when breathing rate remains constant.

Finally, we concluded that the analysis of decoupled HRV parameters could help us to
better understand the role they play in the description of the ANS regulation. Furthermore,
the decoupled parameters may have an undiscovered diagnostic power that could help to
predict the outcome of cardiac diseases such as diabetes mellitus, hypertension, CHF or
myocardial infarction. More research is needed to definitely prove this idea.
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9.1 Introduction
The quantification of mental workload plays an important role in the field of ergonomics
because it helps to predict human performance for a given task [142]. This is due to the
fact that under the influence of mental workload, the processing capabilities of a subject are
viewed limited. Even though the community does not have an overall accepted definition of
mental workload, the majority of researchers agree that it is directly related to the amount of
resources required to carry out a given task. It is also dependent on the person performing
the task and the way the task is conceived [143].

In this research project, we were interested in measuring how the driving performance
of a subject is affected by mental workload. For that purpose, the quantification of the
mental workload that a person is perceiving would be required for a further correlation
analysis. In the past, three main approaches for the quantification mental workload have
been proposed: (1) subjective measures (2) performance based measures (3) physiological
measures [18]. The third approach is particularly interesting for the community because it
allows a continuous recording and assessment of the workload. Among the biosignals that
can be recorded from the human body, the electrocardiogram (ECG) is the most commonly
used technique for this purpose. This is because mental workload is known to have a
direct influence on the autonomic nervous system (ANS) and thus on the normal regulation
of the heart rate and the heart rate variability (HRV) [144]. However, not only rhythmical
features extracted from the RR time series can be modified but also morphological parameters
obtained from all ECG waves tend to change under the influence of mental workload. In the
past, several studies done for different applications have demonstrated that it is relevant for
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the analysis of mental workload to investigate both, morphological and rhythmical features
[145–148].

Therefore, in this work, we studied subjects driving a car simulator under the influence
of mental workload and investigated in an explorative manner, which of the ECG features are
affected by mental workload and how these features change when the degree of difficulty of
the given task is increased. This work was performed in close cooperation with the Institute
of Human and Industrial Engineering (IfAB) at Karlsruhe Institute of Technology (KIT) and
published as a journal paper [33].

9.2 Materials andMethods
9.2.1 Data
9.2.1.1 Participants of the Study

A total of 33 students participated in the study, However, due to a technical problem with the
ECG recording device, the first five had to be removed. A further participant was removed
as well because of severe difficulties driving the car simulator. Thus, the resulting sample for
the study consisted of N=27 participants (1 female, 26 males) with ages ranging from 18
to 30 years (mean of 22.9 years). To motivate participation, all subjects had the chance of
winning one of three gift cards worth 25 C from a major online retailer.

9.2.1.2 Primary Task: Lane Change task

The lane change task (LCT) was originally developed to quantify distraction in drivers. This
task uses a driving simulator in which the subject has to control a car at the constant speed
of 60 km/h and has to regularly change lanes according to appearing signs on the sides of
the road [149]. The signs are placed at an average distance of 150 m so that the driver has
to change lanes every 9 s. The test takes place in a circuit specially designed so that one
lap takes around 3 minutes to complete. A driver is expected to be able to drive for several
laps without the need of a pause to rest. In order to quantify driving performance, the mean
deviation from a norm driving path was computed for each participant [150].

The simulator consisted of a force feedback wheel (Logitech G27) placed on a table
and foot pedals localized under the table paced on the floor. The arrangement mimicked the
construction of a car. A standard PC running the driving software together with a projector
were used to display the LCT on the screen. Figure 9.1 shows a screenshot of an ongoing
LCT.
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Figure 9.1: Screenshot of an ongoing LCT. Here, the participants drive at a given constant speed and
change lanes according to the signs appearing regularly on the side of the road. This figure was reprinted
from publication [33] with permission from the publisher.

9.2.1.3 Secondary task: N-Back Task

Simultaneously to the driving task, we carried out the n-back task (also called digital recall
task) with the aim of inducing mental workload [151]. Here, the participants listened to a
recorded voice saying a sequence of single numeric digits from the interval zero to nine.
In every sequence, all 10 numbers were mentioned once but their order was different. The
subjects were ask to repeat the digit mentioned n times before (n-back) the current one
right after they have heard the digit. Three levels of difficulty were introduced (L1 (0-back),
L2 (1-back), L3 (2-back)) and mistakes made by the participants were annotated by the
experimenter. Every sequence was spoken in 25 s and a short pause of 5 s was given between
two levels. Figure 9.2 shows a schematic representation of the three levels in the n-back task.

9.2.1.4 NASA Task Load Index

The NASA task load index (NASA-TLX) was conceived as a set of subjective questions
with the aim of quantifying mental workload [152]. Six topics regarding mental demands,
physical demands, temporal demands, performance, effort and frustration level are addressed
in a questionnaire and can be answered in a 10 point scale being 10 the highest and 1 the
lowest. The average of all six items was defined as a general measure of mental workload.
The NASA-TLX has been shown to be a reliable source of measurement for different degrees
of mental workload [153, 154].
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Figure 9.2: Schematic representation of how an n-back task is supposed to be performed. The upper row
shows a sequence of 10 digits. Depending on the difficulty level (second to fourth row), the participant is
supposed to repeat the digit mentioned n times before the current one. This figure was reprinted from
publication [33] with permission from the publisher.

9.2.1.5 ECGData

The ECG signals were recorded with the device Microvit MT 101 from the manufacturer
Schiller AG. Three ECG leads building a quasiorthogonal configuration according to the
instructions manual of the recording device were used. The sampling rate of the signals was
1000 Hz and its resolution was 12 bits. We inspected the quality of the signals visually before
the signal processing algorithms were applied.

9.2.2 Procedure of the Study
Every repetition of the experiment was carried out in the following manner. First, each
participant was welcomed by the experimenter in the room with the driving simulator and
was given a consent form to read and sign. Subsequently, the electrodes for the ECG
recording were placed on the chest of the subject and the LCT was introduced. Afterwards,
the participants had the chance to drive two laps to accustom to the simulation system before
the experiment started. Consequently, the experimenter brought the participant to a room
close by to record an ECG in resting conditions sitting on a chair. The participant was
given a book with pictures from the Himalayas to look at will. This measurement lasted 15
minutes and the participant was brought back to the simulator room to perform the actual
LCT with three levels of difficulty (L1, L2 and L3) in the secondary task. The possibility to
practice the n-back task and the driving simulator at the beginning of every level was also
given to the participant and the measurement began once they had familiarized with it. The
participant then drove for two laps before concluding the n-back task and they were asked
to fill a NASA-TLX questionnaire before the next level of difficulty started. After the three
levels of difficulty were accomplished, the experimenter brought the participant back to the
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Figure 9.3: Flow diagram of the experiment performed in this study. The experiment started with 15
minutes of ECG recording in resting conditions. The participant then completed the LCTwith the three
levels of difficulty in the secondary n-back task. At the end, a second 10minute ECG recording in resting
conditions was carried out. This figure was reprinted from publication [33] with permission from the
publisher.

room close by for another 10 minute recording of the resting ECG. Figure 9.3 shows a flow
diagram of the components of the experiment.

9.3 Methods
9.3.1 ECG Signal Processing
In this section, the signal processing steps to compute all rhythmical and morphological
features will be explained. Figure 9.4 shows a typical example of the ECG signals recorded
in this study and its RR time series extracted from the first resting phase of the experiment
together with common HRV parameters from the time domain analysis. Figure 9.5 shows
a graphical representation of other HRV features from the frequency domain analysis and
wavelet packet analysis (WPA). A T wave template used for morphological analysis is also
shown in this figure. Table 9.1 shows a summary of the features that turned out to be most
relevant for the assessment of mental work load.
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(a) (b)

(c) (d)
Figure 9.4: (a): Typical ECG signal recorded in this study together with the automatic detection and
delineation of each wave in the ECG. (b): Series of RR intervals obtained from the first resting phase
of the ECG signal displayed in (a). (c): A portion of the RR time series from figure 9.4 (b) is displayed
together with three time domain features. (d): The geometrical parameters like TINN are calculated
from the histogram of the RR time series with a bin width of 1/128 s such as the one displayed here. This
figure was reprinted from publication [33] with permission from the publisher.

9.3.1.1 Filtering the ECG Signal

For the reduction of baseline wander at the lower frequencies, the ECG signals were filtered
with a Gaussian high-pass filter with a cutoff frequency at 0.3 Hz. The attenuation of the
high frequency random noise was performed with a low-pass Gaussian filter with a cutoff
frequency at 40 Hz. No other sources of noise or perturbations were identified in the signals.

9.3.1.2 Preprocessing the ECG Signal

The detection and delineation of the ECG waves were introduced in chapters 4 and 7. We
preserved those approaches in this work. In addition, the creation and filtering of the RR time
series was performed in the same manner as described in chapter 8. However, for this work,
we extended the HRV analysis to compute more standard parameters and introduced the
WPA to quantify HRV in the time frequency domain. The HRV analysis will be explained in
detail in the next section.
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(a) (b)

(c) (d)
Figure 9.5: (a): PSD of the RR time series shown in figure 9.4 (b) was calculated usingWelch's method.
The colors represent the area under the curve equivalent to the signal power in each frequency of the
bands relevant for HRV analysis. (b): WPAwas used to analyze the RR time series and create the time
frequency representation shown here. The color coding corresponds with themagnitude of the wavelet
coefficients. (c): PSD obtained usingWPA from thewavelet coefficients displayed in figure 9.5 (b). (d): T
wave template together with its morphological features. This signal was obtained from the ECG shown
in figure 9.4 (a). This figure was reprinted from publication [33] with permission from the publisher.

9.3.2 HRVAnalysis
The HRV analysis performed in this work concentrated on the extraction of features that
quantify the variation of the RR time series in the time domain, the frequency domain and
the combined time frequency domain [156–159]. The HRV analysis was performed on the
six minute signal obtained from each difficulty level during the experiment. In order to have
a point of comparison, the same signal length was extracted from the center of the resting
phases.

9.3.2.1 TimeDomain Analysis

Within the HRV analysis in the time domain, we differentiate between three major types of
features: statistical, geometrical and non-linear. We implemented parameters from all three
types. Among the statistical parameters, we included most of the popular features such as
the mean RR interval (mean RR), the standard deviation of the normal RR intervals (SDNN),
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Table 9.1: Summary of themost relevant ECG features for the assessment of mental workload in this
research project. We listed the features extracted from theHRV and from the ECGmorphology together
with a short description of each parameter. A complete list of HRV features can be found in [9] and [155].
This table was reprinted from publication [33] with permission from the publisher.
ECG feature Unit Description
RR [ms] Time distance between two subsequent beats (R peaks) in the ECG.

A collection of consecutive RR intervals is called RR time series.
NN no unit Normal RR intervals.
∆RR [ms] Difference between two subsequent RR intervals.
HR [bpm] Instantaneous heart rate obtained from the reciprocal of each RR interval.
mean RR [ms] Average RR interval.
SDNN [ms] Standard deviation of the RR intervals.
SDANN [ms] Standard deviation of mean RR intervals when splitting the series into oneminute segments.
SDNN index [ms] Average of the standard deviations of RRwhen splitting the series into oneminute segments.
rMSSD [ms] Root mean square of the difference of all subsequent RR intervals.
SDSD [ms] Standard deviation of the difference of all subsequent RR intervals.
pNN20 [%] Percentage of RR intervals in which the change of successive NN exceeds 20ms
pNN50 [%] Percentage of RR intervals in which the change of successive NN exceeds 50ms
VLF [ms2] Spectral power of the RR time series in the band [0; 0.04Hz].
LF [ms2] Spectral power of the RR time series in the band [0.04Hz; 0.15Hz].
HF [ms2] Spectral power of the RR time series in the band [0.15Hz; 0.4Hz].
LF/HF no unit Ratio between LF andHF.
TINN [ms] Base of the triangle used to approximate the histogram of the RR time series.
SD1/SD2 no unit Ratio between the standard deviations SD1 and SD2 obtained from the Poincaré plot.
SaEn no unit Measure of irregularity or complexity in the series called sample entropy.
ApEn no unit Measure of irregularity or complexity in the series called approximate entropy.
WPAband2 [NU] Normalized spectral power of the RR time series in the band [0.0375Hz; 0.0750Hz]

otained usingWPA.
WPAband4 [NU] Normalized spectral power of the RR time series in the band [0.1125Hz; 0.1500Hz]

otained usingWPA.
T amplitude [NU] Measure of the Twave peak amplitude.
Twidth [NU] Measure of the Twavewidth.
T symmetry [NU] Measure of the Twave symmetry.
T kurtosis [NU] Measure of the Twave tailedness.

the standard deviation of the mean RR interval of portions of the RR time series when it is
divided into subseries of a given length (SDNN index), the mean of the standard deviations
of RR intervals when it is divided into subseries of a given length (SDANN). The latter
two were calculated dividing the RR time series into six intervals of one minute of length.
Slow variations in the RR time series are characterized by these features. Rapid variations,
on the other hand, are quantified by parameters such as the root mean squared difference
of subsequent normal RR intervals (rMSSD), the standard deviation of the difference of
subsequent normal RR intervals (SDSD) and the percentage of normal RR intervals with a
variation larger than 20 ms (pNN20) and 50 ms (pNN50) with respect to the previous RR
interval [127].

For the calculation of the most common geometrical features, a histogram of the RR
time series was created first. This histogram was approximated by a triangle and the features
TINN and HRV triangular index were computed. These parameters have been demonstrated
to characterize slow variations in the series in a similar manner to SDNN [36]. However,
they may be more robust when artifacts and ectopic beats are present in the RR time series.
Additionally, from the Poincaré plot, which is a phase space representation of the RR time
series in the two dimensions [RRi−1,RRi], the standard deviations SD1 and SD2 and their
ratio were computed. SD1 is also related to slow variations of the series while SD2 captures
rapid changes.
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From the field of non-linear parameters, we implemented the sample entropy (SaEn), the
approximate entropy (ApEn) and the Shannon entropy which are all measures of complexity
in the RR time series. The fluctuation analysis was also used to compute the two parameters
α1 and α2 which are both measures of irregularity or roughness of the signal.

From the time domain, a total of 17 parameters were calculated.

9.3.2.2 Frequency Domain Analysis

The frequency domain parameters in HRV are obtained from the PSD of the RR time series.
For each phase of the experiment, we estimated the PSD from a six minute interval. Welch's
method was used for this purpose. This approach requires an equally sampled series. Thus,
we interpolated using the RR time series using cubic splines to 4 Hz leading to a signal
of 360 s·4 Hz=1440 sample points. For the Welch's method, we used a Hann window of
64 s (256 samples) and an overlap of 50 % between subsequent windows. The fast Fourier
transform (FFT) was computed extending the 256 sample to 1024 with zero padding to
achieve a higher resolution in spectrum.

The parameters in the frequency domain are primarily based on the spectral power in
three standard frequency bands. These bands are: the very low frequency band (VLF) below
0.04 Hz, the low frequency band (LF) in the interval 0.04 to 0.15 Hz and the high frequency
band (HF) ranging from 0.15 to 0.4 Hz. The power in each of these bands is calculated as the
area under the curve of the PSD. The total spectral power (TP) is the sum of the VLF, LF
and HF.

In addition, normalized powers LFn and HFn were also computed using as normalizing
power the sum of LF and HF. As measure of the balance between the sympathetic and the
parasympathetic systems, the ratio LF/HF was introduced [127]. The frequencies at which
the maximal power was located in every band were also defined as features because these
maxima have been shown to be related to other physiological phenomena. For example, as
shown in the previous chapter, the normal breathing frequency of a healthy subject is around
0.3 Hz and often appears as a maximum in the HF band [160]. Some of the time domain
parameters are known to be related to their frequency domain counterparts. For example,
SDNN correlates strongly with TP, while rMMSD is known to be related to HF. In addition,
LF is believed to quantify the sympathetic activity while HF is supposed to be a measure of
vagal tone.

The PSD of the RR time series displayed in figure 9.4 (b) can be seen in figure 9.5 (a).
Some of the features introduced in this section are depicted in figure 9.5 (a). A total of 10
frequency domain parameters were obtained.

9.3.2.3 Wavelet Packet Analysis

We created with the WPA a time-frequency representation of the RR time series. For this
purpose, we used the symlet 12 wavelet because it is a good compromise between the
computational cost to calculate the transform and the localization of the wavelet in the time
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frequency plane. Furthermore, the almost symmetrical shape of the symlet is characterized
by a close to linear phase that reduces asymmetrical distortion in the computation of the
wavelet coefficients [161].

Similar to the frequency domain analysis, for the computation of the WPA, an interpola-
tion of the RR time series was also carried out to achieve equidistant sampling. The sampling
rate used was 2.4 Hz and a decomposition level of five was chosen to achieve a spectral
resolution of 0.0375 Hz. The symlet 12 has the property of having 12 vanishing moments,
which means that all polynomials up to an order of 12 do not correlate with this symlet. Thus,
the frequency band below 0.0375 Hz contains not only the lowest frequency component
of the signal but also all polynomials with an order up to 12. For this purpose, this band
tends to have a significant amount of power. We removed this band from our analysis and
concentrated on all the bands above 0.0375 Hz [162].

The wavelet coefficients were also squared and summed up over all times to create a
wavelet spectrum comparable to the Fourier PSD. This spectrum had again a resolution of
0.0375 Hz but it was possible to combine neighboring sub-bands to achieve the same LF
and HF bands typically used in HRV analysis. It was also possible to compute analogous
parameters to the ones obtained from the standard frequency domain.

By synthesizing the wavelet coefficients from any given frequency band, we were also
able to create band specific RR time series. From these time series, we calculated the
equivalent statistical, non-linear and geometrical time domain parameters. Figure 9.5 (b)
shows the time-frequency representation of the RR time series displayed in figure 9.4 (b),
while figure 9.5 (c) presents the WPA based PSD of the same RR time series. A total of 215
features were extracted from WPA.

9.3.3 ECGWaveMorphology Analysis
In general, the morphological analysis of ECG waves is based on features that quantify the
shape of each wave. As an example of the procedure, a T wave template is displayed in figure
9.5 (d) together with the kind of features that were extracted from it. The whole procedure
began with the segmentation of the T wave around its peak in an interval spanning from
150 ms left from the peak to 200 ms after it. A possible constant deviation from the electric
isoline (DC offset) was estimated from the last 50 ms and removed afterwards.

Once the preprocessing steps have been completed, the features were extracted. The
maximal amplitude and energy of the signal were computed first. Then, the highest positive
and negative slopes left and right from the peak were calculated. We also estimated the
curvature of the peak and the tailedness of the wave using the kurtosis. Other similar
statistical approaches were also applied to quantify the center of mass, width and symmetry
of the T wave. Other rhythmical features that characterize the repolarization process such as
the RT distance or the RT dispersion were also computed.

The morphology of the QRS complex was analyzed in a very analogous manner to the
one used for T wave. For this purpose, the QRS complex was segmented in an interval
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of 200 ms centered at its peak. The subsequent ST segment was also extracted from the
interval 80 ms to 160 ms after the R peak. We approximated the ST segment with a second
order polynomial and used its coefficients as features. The P wave, on the other hand, is
often characterized by low signal-to-noise ratio (SNR) and may not be present in some
ECG channels. Therefore, we used its stationary wavelet transform (SWT) (introduced in
chapter 7) instead of the original morphology to compute the features. Due to the fact that
the SWT is a linear transformation, its features should be a direct surrogate measure of the
morphological properties of the original P wave.

The creation of a template for each ECG wave and the deviation from that template was
a further necessary step to ensure the comparability between participants because of the
different wave morphologies that appeared among all subjects. In order to create the template,
only the first resting phase was considered. Here, all high quality waves having similar
properties were averaged for template creation. For the template, the same morphological
properties as for every wave were computed and the features in every wave were redefined
as the difference from the template value. The new difference feature values were also
normalized using the mean and standard deviation of the features of the waves used to create
the template.

From the time domain, a total of 104 features were obtained from the morphological
analysis.

9.4 Results
The results section is divided into two major parts. The results from the assessment of the
driving performance and subjective evaluations are reported first, followed by the outcomes
of the ECG signal processing analysis. The statistical analyses were carried out in a differen-
tiated manner according to the standard procedures of each field of research (ergonomics and
signal processing). Thus, performance and subjective data were analyzed with repeated mea-
sures ANOVA with Bonferroni corrected post-hoc pairwise comparisons. If the assumption
for sphericity was violated, it was corrected using Greenhouse Geisser. On the other hand,
significance testing of the ECG features was carried out with the non-parametric Wilcoxon
signed rank test. We compared every phase of the experiment with the next phase. This led
to a total of four comparisons for every ECG parameter. The statistical significance level
(p-value) was set to 5 %. No Bonferroni correction was performed because of the large
amount of significance tests carried out in this study. In cases like this, the correction is too
conservative and can prevent the detection of significant changes.

9.4.1 Subjective NASA-TLX
The results of the NASA-TLX can be seen in figure 9.6. The assumption of sphericity
was proven to be violated using the Mauchlys test. The Greenhouse Geisser corrected
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Figure 9.6:Mean value of the NASA-TLX scores for the three difficulty levels of the study. This figure
was reprinted from publication [33] with permission from the publisher.

ANOVA demonstrated significantly larger NASA-TLX scores over the three levels of dif-
ficulty [F(1.58, 41.1)=174.29, p<0.01]. In addition, all three conditions were proven by
the Bonferroni corrected post-hoc tests to differ significantly (difference between L1 and
L2: t(26)=11.93, p<0.01; difference between L1 and L3: t(26)=15.20, p<0.01; difference
between L2 and L3: t(26)=9.10, p<0.01).

9.4.2 Driving Performance
9.4.2.1 Primary Task: LCT

Sphericity could be assumed here according to Mauchlys test. The ANOVA test resulted in
a significant growth of the mean deviation over the three difficulty levels [F(2, 52)=9.09,
p<0.01]. However, the Bonferroni corrected post-hoc tests demonstrated a significant differ-
ence in driving performance in two comparisons and showed that there was no significant
difference between L2 and L3 (difference between L1 and L2: t(26)=3.25, p< 0.01; differ-
ence between L1 and L3: t(26)=3.72, p<0.01; difference between L2 and L3: t(26)=1.56,
p>0.05). The results are displayed in figure 9.7.

9.4.2.2 Secondary Task: N Back Test

Sphericity was proven to be assumable using the Mauchlys test. The results of the ANOVA
tests demonstrated a significant increase of errors in all three difficulty levels. [F(2, 52)=37.70,
p<0.001]. In addition, significant differences were demonstrated in all three conditions by
the Bonferroni post-hoc tests (difference between L1 and L2: t(26)=4.38, p<0.01; differ-
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Figure 9.7:Mean deviation from the norm driven path to quantify driving performance in dependency
of the three difficulty levels. This figure was reprinted from publication [33] with permission from the
publisher.
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Figure 9.8:Mean errors in the n-back task in dependency of the three difficulty levels. This figure was
reprinted from publication [33] with permission from the publisher.

ence between L1 and L3: t(26)=7.61, p<0.01; difference between L2 and L3: t(26)=4.94,
p<0.01). The results are displayed in figure 9.8.

9.4.3 ECGData
In this study, we created a total of 104 morphological features and another 242 rhythmical
ones. They were used in an exploratory manner with the aim of finding the most relevant
markers for the assessment of mental workload. For this purpose, the p-value computed from
the comparison of two subsequent phases in the study helped us to identify the most relevant
ECG features. We discovered that only a small group of features was indeed statistically
significant. Within that group of significant features, we concentrated on the most significant
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ones (lowest p-values) and summarized them in form of the boxplots displayed in figures 9.9
and 9.10 and table 9.2.

(a)

(b)
Figure 9.9: (a): Four of themost significant HRV features (lowest p-values) in this study are displyed in
form of boxplots. The descriptors have different dependencies from the workload level. (b): Another
four significant HRV features that also display a different dependency from the level of difficulty. This
figure was reprinted from publication [33] with permission from the publisher.

9.4.3.1 HRVAnalysis

From the first resting phase to the first difficulty level, a significant increase in ApEn together
with a clear reduction of SDNN were observed. This demonstrated that the complexity of
the RR time series is higher and the power of the slow variations in the series are diminished.
Other parameters related to the low frequency components like VLF, LF, TP, SDNN, TINN
and SD2 were also shown to be reduced in the first difficulty level. In addition, the mean
heart rate (defined as the reciprocal of the mean RR length) was observed to increase going
from a median of 73 beats per minute in the resting phase to a median of 83 beats per minute
at the end of the third phase.
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Figure 9.10: Some of themost significant morphological features for the assessment of mental workload
in the ECG are displayed in the form of boxplots. The greatest changes appeared between the first
resting phase and the first workload level. The changes remained then constant with increasing difficulty
level. This figure was reprinted from publication [33] with permission from the publisher.

When comparing the first difficulty level with the second one, we found that HRV param-
eters that characterize rapid variations in the RR time series underwent a significant reduction.
Even though features like rMSSD, SDSD, pNN20 and pNN50 remained unchanged from
the resting phase to the first workload level, they decreased significantly during the second
difficulty level. Another interesting result was observed from the non-linear parameters SaEn
and SD1/SD2 that behaved similarly to ApEn. After an increase in the first difficulty level,
these non-linear parameters went back to the initial levels during the first resting phase.

Significant differences between difficulty levels two and three were revealed by only
three parameters among the select ones, LF/HF, pNN50, WPAband2. Furthermore, when
comparing the two resting phases, we observed that VLF, LF, SDNN index and TINN were
significantly different. They went from the reduced values during the three difficulty levels
to values even higher than original ones observed in the first resting phase.

Using WPA, the time series was divided into smaller time frequency windows that
allowed us to study the frequency domain properties of the RR time series without loosing
its temporal dependency. We observed that the normalized power of the wavelet coefficients
in the second frequency band (0.0375 to 0.075 Hz) underwent a significant reduction in
the first difficulty level. Furthermore, we observed an increase in normalized power in the
the forth band (0.1125 to 0.15 Hz). This phenomenon can be seen in figure 9.11 (a) and
(b) in which the WPA of one of the participants during the first resting phase and the first
workload level are displayed. In figure 9.11 (b), higher wavelet coefficients tend to appear
and disappear with some regularity in the frequency band just above 0.1 Hz. This behavior
was corroborated by the Fourier PSD obtained for the same participant and displayed in
figure 9.11 (c).

In summary, among all rhythmical features, 84 of them were proved to undergo a
significant change from the first resting phase to the first difficulty level. In the next transition
from level one to level two, 64 of the rhythmical parameters were significantly modified.
This number was reduced to 38 when the second workload level and the third one were
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(a) (b)

(c) (d)
Figure 9.11: (a): Time frequency representation of the RR time series recorded from one of the partici-
pants of the study during the resting phase. (b): Time frequency representation of the RR time series
recorded from the same subject during the first workload level. In the band just above 0.1Hz, an in-
creased power in thewavelet coefficients can be observedwith some temporal regularity. (c): Fourier
PSD corresponding to the same WPA representation presented from (a) (blue) and (b) (red). The in-
creased spectral power can be seen above 0.1 Hz. (d): T waves obtained from another participant during
all phases of the experiment. The color coding is given as follows: first resting phase (blue), difficulty level
1 (red), difficulty level 2 (yellow), difficulty level 3 (violet) and second resting phase (green). The shape of
the Twave is strongly dependent on the workload level. This figure was reprinted from publication [33]
with permission from the publisher.

compared. We also found that there was no HRV feature capable of separating all workload
levels from each other.

9.4.3.2 ECGWaveMorphology Analysis

From the study of ECG wave morphology, we found that only the T wave was affected by
mental workload. In the first difficulty level, all morphological properties were modified
when compared to the previous resting phase. The T wave change under mental workload
was characterized by a diminished amplitude, a greater width, a reduction of symmetry and
an increased tailedness. In median, the shape of the wave retained this features during all
three workload levels.

The interquartile range of the boxplots displayed in figure 9.10 was observed to increase
with every difficulty level. This proved that the impact of the mental workload on the
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morphology of the ECG is very different in every subject and these discrepancies accentuate
with increasing difficulty level. An example of how a T wave changes in dependency of the
workload level can be seen in figure 9.11 (d). There was no morphological feature capable
of differentiating a workload level from the others. The same result was also obtained from
the rhythmical features.

9.5 Discussion
9.5.1 NASA-TLX andDriving Performance
This study was characterized by an exploratory search for the most suitable ECG features
for the assessment of mental workload in a simulated car driving experiment. Since the
LCT remained unchanged in all three workload levels, it is plausible that learning effects
may have appeared in the second and third stages diminishing again the workload level.
However, the participants reported in the NASA-TLX a significantly increasing difficulty
in the secondary task in all workload levels. In addition, the mean deviation from the norm
driving path and the mistakes in the n-back task grew significantly with every workload level.
This led us to the conclusion that the primary LCT task accompanied with the n-back task
were successfully producing mental workload with increasing difficulty levels.

9.5.2 HRVAnalysis
The HRV parameters showed different trends in dependency of the workload level. However,
we found that in general, mental workload was characterized by a reduction in RR interval
length (increased heart rate) together with a reduction of variability in the RR time series.
We propose a few explanations for this observation. First, an increased sympathetic tone
characterized by a higher concentration of catecholamines like adrenaline and noradrenaline
in the heart. The opening of the HCN channels at cellular level is facilitated through these
hormones causing an increase of Ca2+ current and leading to a steeper action potential in
the sinus node and thus to a shorter RR interval. Furthermore, these hormones reduce the
relaxation time of the heart muscle, increase contractile strength and conduction velocity
facilitating the higher heart rate [163]. The increased tone of the sympathetic system would
also explain the observed reduction of parameters related to the slow variations in the series.

The second possible explanation for our findings is a diminished vagal tone under the
influence of mental workload. A reduction of parasympathetic activity would be conform
with the decreased HRV parameters that quantify rapid variations in the series in workload
level two [164]. This same results have been repored previously in literature [165]. Hence,
the results suggest that mental workload, and in particular a high level of concentration
performing a task, could be characterized by an initial reduction of sympathetic activity
followed by a diminished vagal tone that is dependent on the degree of workload.



9.5. Discussion 145

Another interesting result was that some HRV parameters that are related to the slow
variations of the RR time series remained significantly modified even after the last n-back
task was finished and the subject had the chance to relax in the second resting phase. Similar
observations have been reported in literature, in which the vagal tone has been shown to
remain diminished for several minutes after stress testing has finished [166]. The sympathetic
dominance in that scenario causes a lower HRV.

The coupling between respiration and RR time series introduced in the previous chapter
may be playing an additional role in this study. We discussed in chapter 8 that first, respiratory
sinus arrhythmia (RSA) was stronger in younger subjects and second, the natural breathing
rate of all subjects was around 0.3 Hz. This means that the respiration driven part of HRV is
located in the HF band. However, during mental workload the coupling strength between the
two time series may be lower causing a reduction in the HRV parameters that quantify rapid
variations.

Directly related to respiration is also speech. Since the participants had to repeat numbers
with a period of 2.2 s (equivalent to a rate of 0.45 Hz), it is possible that the breathing
pattern would have been modified and this may have led to the variations in the parameters
quantifying HRV power in the HF band. As a matter of fact, HRV has been proven to be
affected by speech leading to an increased heart rate and a reduction in HRV [167]. Yet,
speech was present during all three workload levels but HF changed only from the first
workload level to the second while mean heart RR was significantly modified in the first and
second workload levels. Although speech and respiration may be playing a role, they do not
fully explain the results.

From the WPA, we observed that the wavelet coefficients increased and decreased with
some temporal regularity in the frequency band above 0.1 Hz during all workload phases
of the experiment. This finding was corroborated in the Fourier PSD with an increase of
the PSD amplitude just above 0.1 Hz, too. The intermittent power of the RR time series
above 0.1 Hz could be related to other physiological regulation mechanisms such as blood
pressure, blood flow, cardiovascular perfusion, and body temperature located also at 0.1 Hz
[164, 168]. However, another possible explanation is the LCT. In this study, the lane change
was performed at a similar rate of 0.115 Hz which corresponds to the period of 8.7 s. Thus, a
recurrent modulation of the driving movement could also explain the appearing power at the
frequency 0.115 Hz.

9.5.3 ECGWaveMorphology Analysis
We observed from the analysis of the ECG wave morphology that only the T wave was
modified in the presence of mental workload. This result has been reported in previous
studies [169, 170] and we believe that this is because the repolarization of the ventricles is
electrophysiologically altered at cellular level. Although the electrophysiological perturba-
tions and variations in the heterogeneous repolarization sequence that lead to a modified
T wave are not entirely understood, it is well known that an increased heart rate (like the
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one observed under mental workload) leads to a modified T wave. In addition, under the
influence of a larger sympathetic activity, the effect of heart rate can be potentiated [171].

Other possible explanations for a modified T wave are related to blood pressure or body
temperature [80]. The baroreceptor reflex is a rapid feedback mechanism that regulates blood
pressure over the variation of the heart rate [172]. Since both branches of the ANS impact
directly the baroreceptor reflex, the regulation of blood pressure and thus the T wave could
also be affected under mental workload. Yet, body temperature and blood pressure were not
recorded in this study and these ideas can only remain a hypothesis for now. In future, other
physiological signals related to the cardiovascular system such as blood pressure, respiration,
oxygen saturation and temperature should be recorded and evaluated. We would expect to
see modifications in the features of those signals under the influence of mental workload.

Another interesting observation from the morphological analysis was the increasing
interquantile range of the T wave features with growing level of workload. This result
demonstrates how mental workload affects electrophysiology of the heart in very different
manners. We did not observe this kind of behaviour (or at least not this large) in the
HRV parameter. An explanation for this finding could be related to the large intersubject
variability in the repolarization sequence which leads to a large amount of T wave shapes
in healthy subjects [76, 173]. Thus, mental workload could be a potentiator of the different
repolarization schemes making them more visible and bringing subjects even further apart
from each other. In any case, more research is needed to prove this hypothesis.

The T wave was also observed to retain its modified shape after the end of the workload
phases during the second resting period. This finding is in accordance with other results
reported in literature showing how the T wave can remain modified for several minutes after
the end of a test [174]. Thus, it is plausible to believe that after mental workload testing, the
T wave requires a relatively long time to recover to its original form. A longer record at the
end of the experiment would probably have demonstrated the slow recovery of the T wave.

We did not see any modifications in the QRS complex and ST segment meaning that
the depolarization of the ventricles was not affected by mental workload. In cardiology,
an abnormal QRS complex or an elevated or depressed ST segment has been observed
in combination of pathologies such as ischemia, myocardial infarction or coronary artery
disease for which the ventricular tissue is severely damaged [175, 176]. Since in our study all
participants were healthy young students without history of cardiac afflictions, we consider
this result to be normal.

The last ECG wave in our analysis was the P wave which is the projection of the atrial
electrical activity on body surface. Due to the fact that the P wave was not modified under
the influence of mental workload, we conclude that the atrial depolarization was not affected
either. A P wave modification would be expected under an increased heart rate. However,
such changes appear at least with a heart rate of 115 beats per minute under dynamic exercise
and recovery [177]. Since the heart rate of any of the participants did not go that high, we
assume the unmodified P wave to be a normal result. Furthermore, atrial afflictions such as
fibrillation or flutter lead also to a modified P wave but they can be excluded because of the
healthy young population participating in the study.
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Finally, we carried out a subject specific normalization of the morphological features but
we did not normalize the rhythmical ones. It would be interesting to extend the participant
specific analysis in a future investigation and to study the new results. An analysis specially
tailored for each subject could deliver new insights about the effects of mental workload on
the heart.

9.5.4 Limitations andOutlook
A large amount of significance tests were performed in the analysis of ECG features. This
is a limiting factor because it can lead to a proportional amount of type one errors. In
total, 364 ·4 = 1384 tests were carried out and since we set the significance level at 5 %, it
would be plausible to expect 69 test to be significant just by chance. Therefore, it is very
important to recheck visually those significant features and evaluate the results critically.
In parameters such as ApEn, WPAband4 and SDNN index, we saw notoriously different
medians of the distributions but also a trend in which the median showed a clear dependency
of the increasing workload level. This led us to believe, that these changes were not random
but rather a true effect of mental workload on the ECG. Furthermore, since the intention of
this study was to explore the possibilities of the ECG features for this application, this kind
of statistical analysis can help to postulate hypotheses for future prospective studies.

A further limitation of this study is the fact that we did not record other cardiovascular
signals such as respiration. Thus, it is impossible to investigate the impact that breathing
frequency or speech have on the HRV while repeating the numbers of the n-back task. Since
respiration and speech couple to the HF band of HRV, they could impact the parameters
responsible for the rapid variations in the RR time series. Nevertheless, speech should have
remained constant among all workload levels and we assumed that it should not lead to any
significant change from one workload level to the next one. On the other hand, respiration is
definitely a biosignal that should be recorded in a future study in order to better understand
its role in this experiment.

Another important aspect that can be considered for a future study are the characteristics
of the population participating in the experiment. Our subjects were predominately male
students of ages between 18 to 30 years. This distribution could have led to a biased statistic.
To avoid this problem in future, a more heterogeneous population in respect to age and
gender would be recommended.

Finally, the appearance of recurring spectral power above 0.1 Hz was postulated to be
related to the LCT. It would be interesting to investigate in future, if this signal arrives from
a learning effect that becomes clear when the participant gets used to the lane changing
at a fixed period of time or if the signal is rather the consequence of the physical exercise
required to move the steering wheel. In order to clarify this point, the study would need to
be conceived differently. Instead of a steering wheel, a keyboard could be used and another
rate of lane changing would be recommended as well.
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9.5.5 Conclusion
The results obtained from this study suggest that the ECG, and in concrete its rhythmical and
morphological features, can be successfully used for the ergonomic application of assessing
the impact of mental workload on a subject while driving a car. We found that in general, an
increasing workload level leads to a reduction of the variability in the RR time series and
an increase of heart rate. This is because in every workload level we observed a change of
different ECG features. Yet, there was no single parameter capable of differentiating all three
difficulty levels but many features were able to discriminate between at least two of them.
Thus, the combination of different parameters is required to achieve the best characterization
of the different workload levels.
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CHAPTER10
Ideas for FutureWork

In the final chapter of this thesis, we reflect on the signal processing techniques presented
in the previous chapters and propose new ideas for future research projects. Some of the
methods that will be discussed in this chapter have been part of recent investigations in our
research group. The initial results obtained so far look promising and we believe they are
worth mentioning here.

10.1 Preprocessing the Electrocardiogram
One of the fundamental steps, when performing any signal processing tasks is to prepare the
signal by removing all kind of artifacts and noise. The signal preprocessing algorithms play a
decisive role in the field of electrocardiogram (ECG) because they are capable of eliminating
baseline wander, power line hum, and high frequency random noise and allow the physician
to perform a correct diagnose based on a reliable signal. However, there are particular cases
for which the filtering algorithms have to be chosen very precisely in order to remove the
artifact but maintain the relevant information. A challenging example in this regard is the
removal of baseline wander from the ECG in patients with acute coronary syndrome caused
by ischemia or myocardial infarction. Ischemia can be diagnosed in the ECG because it is
characterized by an elevation or depression of the ST segment [178]. This is a particularly
difficult task because the baseline wander has similar spectral properties as the ST segment.
Therefore, applying a too strong filter would also eliminate the ST change. The need for a
best performing filter that does not modify the ECG is thus an important task. Figure 10.1
(b) demonstrates this effect.

In order to shed more light on this topic, we carried out a large simulation study,
generated 5.5 million signals and compared different filtering methods. As golden truth
for the performance quantification of the algorithms, a full torso bidomain simulation was
perfomed in which the ischemic heart was represented at a multiscale level from the cardiac
myocyte to the surface ECG. A faithful model of baseline wander was also created to mimic

151



152 Chapter 10. Ideas for Future Work

0 2 4 6 8 10 12 14

Time [s]

-2

-1.5

-1

-0.5

0

0.5

1
A

m
p

lit
u

d
e

 [
m

V
]

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4

Time [s]

-0.5

0

0.5

1

1.5

A
m

p
lit

u
d

e
 [

m
V

]

V4 unfiltered

V4 filtered

(b)
Figure 10.1: (a): ECG signal corrupted by baseline wander. The removal of this artifact is necessary to
diagnose ST changes. Yet, a too strong filter canmodify the ST segment as shown in figure 10.1 (b). (b):
An ST depression is clearly seen in this ECG. After high-pass filtering at 1Hz, the ST depression is slightly
reduced even though the rest of the signal looks the same. The signal in blue is the original one while the
red one is obtained after filtering. These signals were retrieved from the database in physionet.org [31].
This figure was reprinted from publication [90] with permission from the author.

this artifact and corrupt the ischemic ECG. Figure 10.2 (a) shows an example of a simulated
signal with baseline wander. The spectrum of the baseline wander and the spectrum of the
distorted signal are diplayed in figures 10.2 (b) and (c). This study was published in form of
a journal paper and a conference contribution [90, 109].

According to the results we obtained in those publications, we believe that there is a great
potential in the combination of cardiac modelling and signal processing approaches. It would
be also interesting to study other major cardiac pathologies such as ventricular tachycardia,
atrial fibrillation or atrial flutter and investigate how the ECG must be preprocessed to deliver
a signal suitable for diagnosis. Other fields of research such as electrocardiographic imaging
(ECGI) could also profit from an optimized signal preprocessing algorithm [179].
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Figure 10.2: (a): Simulated ECG signal with ST elevation. Synthetic baseline wander has been added
to generate an SNR of - 3 dB. The baseline wander is marked with the red dasehd line. (b): PSD of the
baseline wander signal. The spectrum of the artifact ranges from 0 to 0.5Hz. (c): PSD of the ECG signal
with baseline wander. This figure was reprinted from publication [90] with permission from the author.

10.2 Signal ProcessingMethods for the
Intracardiac Atrial Electrogram

The field of signal processing of the intracardiac electrogram (EGM) is a research area that
has gained a lot of momentum in our research group over the last years [26, 110, 114, 180].
The main focus of these projects has laid on a deeper understanding of the highly complex
nature of atrial arrhythmias such as fibrillation and flutter, and on helping the cardiologist
to better understand the meaning of the signals acquired in the atria. Also in this field
of research, signal preprocessing methods similar to the ones used for ECG analysis are
required.

The unipolar intracardiac EGM is typically corrupted by the same artifacts found in the
surface ECG (baseline wander, high frequency noise and power line hum). However, the
filters used for intracardiac applications must be adjusted to match the spectral properties of
the atrial extracellular potentials. As it turns out, the spectral properties of intracardiac EGM
signals can vary strongly depending on the kind of pathology being threated [181]. However,
we have successfully adapted our signal processing methods to remove the "standard"
perturbations found in atrial recording during flutter. Figure 10.3 shows the filtering steps
required to obtain a clean unipolar EGM suitable for further analysis.

In addition to these "standard" artifacts, atrial EGM signals are often distorted by other
sources such as heart movement, respiration and ventricular far field (VFF). These pertur-
bations should be also removed prior to further analysis. We made possible the removal
of VFF during atrial flutter using a method called periodic component analysis (πCA) and
we have proved this method to deliver a superior performance than the one obtained from
the traditionally applied principal component analysis (PCA). Figure 10.4 demonstrates the
functionality of the algorithm based on πCA to remove VFF.
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Figure 6: Signal preprocessing workflow of an intracardiac electrogram of a patient with atrial flutter. (a) Recorded signal without filtering.
(b) Resulting signal after elimination of power line hum. (c) Resulting signal after removal of baseline wander and elimination of high
frequency noise. (d) Resulting signal after cancellation of three ventricular far fields. A repetitive activation can be seen every 250ms.
and found them to be insufficient when dealing with spe-
cific pathologies such as atrial flutter. This approach can
be considerably improved by adapting the periodic com-
ponent analysis (!CA) or orthogonal component analy-
sis (OCA) to separate the atrial from the ventricular sig-
nal [12, 19].

A typical example for a complete signal preprocess-
ing workflow can be seen in Figure 6. The signal as deliv-
ered by the recording device cannot be used for diagnos-
tic purposes. However, the previously mentioned filtering
steps, powerline hum suppression, high and low pass fil-
tering and cancelation of ventricular far field, can restore
the signal and facilitate themedical procedure. At the end,

a repetitive activation canbe seen every 250ms. This is the
kind of information the physician is looking for.

7 Annotation of the activation time
Cardiologists are used to a specific type of visualization
of the spatio-temporal patterns of depolarization waves:
the local activation time (LAT) map. First the time of ar-
rival of a depolarization wave is detected in the electro-
grams with respect to an arbitrarily defined “reference
time zero”. Then a colour-coded map of activation times
is generated on the patient specific atrial anatomy, indi-
cating the pattern of cardiac activation. It is not trivial to
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Figure 10.3: Signal processing algorithm to prepare the intracardiac signal for further analysis. (a):
Unfiltered signal recorded with an intracardiac catheter. (b): In the first filtering step, the powerline
hum is eliminated. (c) In the second processing step, the baseline wander and the high freqeuncy noise
is filtered. (d): After the first two steps, the resulting signal is very clean but it still contains VFF (large
peaks). (d): VFF removal is carried out using πCA to reconstruct the pure atrial activity. This figure was
reprinted from publication [182] with permission from the publisher.

Yet, πCA can only work if the signal being processed is perfectly periodic which is the
case in atrial flutter. To overcome this limitation, a different approach based on a new method
called orthogonal component analysis (OCA) has also been tested on a theoretical level
delivering promising results. Our developments in the field of preprocessing of atrial EGM
signals have been published in form of three journal papers and an international conference
contribution [113, 182–184].

Nevertheless, the removal of VFF for other atrial arrhythmias and even in the case of
sinus rhythm has not been possible so far, or at least not without affecting the underlying
atrial activity. In addition, the artifacts appearing on the signal caused by other effects such
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intervals (≈1 ms for C4, ≈5 ms for C5 and C6, and 80 ms
to 200 ms otherwise).

In signals showing stable ACL and RR intervals (C4 in
Fig. 11), PCA removed AA, while πCA retained the
morphology of AA and removed the VFF. For signals with
stable ACL and decoupling of atrial and ventricular activity
like in C3, also PCA was able to retain AA (Fig. 12).

Discussion

Validity of the rationale behind πCA

Initially, it was hypothesized, that temporal coupling of
atrial and ventricular depolarization would violate the
assumption of uncorrelated processes, which was fundamental
for successful application of common filtering techniques like
PCA [7,8]. Thiswas confirmedwhen applying PCA to a signal
with stable atrial rate and fixed conduction pattern 2:1,
since VFFest contained the superposition of both AAorg and
VFForg (Fig. 3).

In contrast to this, πCA was able to determine a VFFest
containing only the original VFF component and no AA.
The πCA would therefore subtract the VFF without altering

the atrial signal. PCA on the other hand would erase the
complete complex.

This predicted effect was demonstrated in both synthetic
(Fig. 4) and clinical data (Fig. 11(a)): While the morphology
of the atrial component was retained using πCA, both VFF
and AA were removed when PCA was applied. This was
also confirmed by statistical evaluation, which demonstrated a
high performance using πCA (cc = 0.98) but loss of AA
morphology for PCA (cc = 0.03).Variations in the conduction
pattern (2:1, 3:1 or alternating) and subsequent changes in
RR intervals demonstrated no influence on both PCA and
πCA performance.

Impact of varying atrio-ventricular conduction

Changes in AVC time during stable ACL, and subsequent
changes of the relative timing of AA and VFF, were
evaluated using population PF. Varying AVC did hardly
affect the performance of πCA. This is reasonable, since the
Dirac pulses in the artificial channels were placed synchro-
nously to the ventricular depolarization as detected by the R
peaks. This dynamically accounted for the aperiodicity of
AVC and R peaks.

Fig. 10. Combined effect of ACL and AVC time variability on performance. Median values of cc are plotted for both variables. (a) πCA performance deteriorated
for increasing ACL variability. (b) PCA shows increasing performance when RR intervals become increasingly irregular. Bars colored by irregularity of ACL.
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Fig. 11. Demonstration on clinical data with stable conduction properties.
(a) Surface ECG. (b) Measured EGM with VFF. (c) PCA removes both AA
and VFF. (d) Morphology of AA is retained using πCA. Time given in ms,
amplitudes in mV.
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Fig. 12. Demonstration on clinical data with stable atrial rate but decoupling
of atrial and ventricular activity. (a) Surface ECG. (b) Changes of relative
timing between AA and VFF can be observed in the measured EGM.
Both PCA and πCA preserve AAmorphology and remove the VFF component
(c and d). Time given in ms, amplitudes in mV.
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Figure 10.4: Comparison of VFF removal techniques applied on clinical recordings. The signals are
characterized by stable conduction during atrial flutter. (a): Surface ECG. (b): Atrial EGMwith VFF. (c):
VFF removal using PCA. The atrial activity is also canceled. (d) VFF removal using πCA. Time is given in
ms and amplitudes in mV. The atrial activity is retained. This figure was reprinted from publication [183]
with permission from the publisher.

as varying electrode contact with the heart wall or fibrotic tissue still need more research
to be fully understood. This is an area in which electrophysiological modeling and signal
processing could come together to improve the current state of the art.

10.3 Machine LearningMethods in the Field of ECG
Signal Processing

In chapter 4, we introduced postextrasystolic T wave change (PEST) and mentioned that
the ventricular ectopic beat (VEB)s were classified using a support-vector-machine (SVM).
As a matter of fact, classification tasks are very common in the field of cardiology since
physicians are often interested in the diagnosis of a given disease or detecting high risk
patients. Furthermore, in chapter 6, we proposed that PEST could be used to identify patients
of chronic heart failure (CHF) of dying of pump failure progression death (PFD) but the
results were negative. A different approach would be to combine already existing risk
predictors using machine learning methods and try to achieve a higher sensitivity (SEN)
and specificity (SPE). In this regards, we had the chance to contribute to a research project
carried out by the group BSICoS at the University of Zaragoza in which an SVM was used
to successfully combine the ECG markers turbulence slope (TS), T-wave alternans (IAA)
and dispersion of repolarization (∆α) to discriminate sudden cardiac death (SCD) and PFD
in the patients suffering from CHF in a more powerful fashion. This research project was
publish as a journal paper [185].
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Apart from the identification of high risk patients, the machine learning algorithms can
be used to solve inverse problems such as the one arising in ECGI. As a matter of fact,
we have applied succesfully a support-vector-regression for the localization of ventricular
ectopic beats (VEBs) using features computed from the body surface potential map [186].
Figure 10.5 demonstrates this approach. In figure 10.5 (a), a ventricular geometry with
the origin of two VEBs can be seen. In figure 10.5 (b) and (c), their corresponding body
surface potential maps are displayed. Since the two origins lay close to each other, their
body surface potentials recorded in the ECG are very similar. The challenge here is to train a
machine-learning algorithm capable of locating the two origins.

34 Chapter 4. Studies and datasets

Institute of Biomedical Engineering15.08.2016 Christian Ritter - BSPM offset removal methods and SVR for ECGI18

Methods
Data

Statistical population: 600 BSPMs
Mesh size:                  3340 nodes

Institute of Biomedical Engineering15.03.2016 Christian Ritter - ECG inverse problem103

VEB origin 5
VEB origin 195

Dienstag, 17. Mai 16

dist = 4.9 mm

Freitag, 12. August 16

(a)

(b) (c)
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Figure 10.5: (a): Origin of two VEB with little distance from each other. (b): Body surface potential
map corresponding to the focal ventricular activity labeled as"VEB origin 5" (c): Body surface potential
map corresponding to the focal ventricular activity labeled as "VEB origin 195". The two body surface
potentials are very similar to each otherwhatmakes an automatic localization of their origin a challenging
task. Machine learning methods could help in this kind of problems. This figure was reprinted from
publication [187] with permission from the author.
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In a different project, we developed an artificial neural network capable of reconstructing
accurately the concentration in plasma of calcium and potassium [188]. Even though these
two methods have been tested only on simulated data so far, we believe that it should be
possible to generalize their applicability to real recordings. This kind of research projects is
a good opportunity to test, if a method that learns from simulated data can indeed be applied
for real life problems.
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