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CHAPTER 1

Introduction

1.1. Motivation

A large part of modern civilization is based on a simple physical principle – total

internal reflection. Total internal reflection is the phenomenon that occurs when a

beam of light is entirely reflected if it strikes the boundary of a medium at specific

angles. This phenomenon makes it possible, in particular, to confine light inside a

medium and thus total internal reflection forms the foundation for ultrafast high-bit-

rate data transfer via optical fiber cables around the whole globe, see for instance

[3,4,17,32]. Maintaining and improving this worldwide communication network is a

multi-billion dollar industry (cf. [32, Ch. 1]) and each progress in this technology

potentially impacts our everyday lives. Apart from solving the last mile problem, i.e.

providing cost-efficient connection services from data centers to and from end-users

(cf. [42]), there are two key limiting factors of modern fiber-optic communication:

attenuation (or total fiber loss) and dispersion, cf. [3, Ch. 5].

Attenuation. Attenuation characterizes the loss of power of a signal during trans-

mission via an optical fiber cable. It is described as the quotient of output and input

power Pout/Pin and is typically measured in dB/km (decibels per kilometer), where

dB(attenuation) = −10 log10

(
Pout

Pin

)
,

cf. [32, Ch. 2]. Therefore, low attenuation is an important quality feature of any fiber

cable. Modern fabrication technology and availability of high-purity silica permit the

manufacturing of fibers with attenuation below 0.3 dB/km (cf. [32, Ch. 5]), i.e. a

1 mW (milliwatt) signal reduces to 1 µW (microwatt) after the transmission over

100 km; still a power reduction by a factor of 1000. Typically, the effect of attenuation

1
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in long-haul communication systems is compensated by periodically amplifying the

signal and thereby restoring its energy (cf. [32, Ch. 12]) such that attenuation is a

bothersome but manageable problem.

Dispersion. In the context of nonlinear optics, dispersion is generally understood

as the spreading out of a light pulse during transmission via an optical fiber cable.

It is measured in terms of pulse spreading 4t per unit distance in nanoseconds (ns)

per kilometer (km)

4t = dispersion (ns/km)× distance (km) ,

cf. [32, Ch. 5]. The broadening of light pulses over time is a major problem in

long-haul data transmission through intercontinental fiber cables. High-bit-rate data

transfer requires transmitting as many light pulses as possible, but at the same time,

interaction between different pulses has to be avoided in order to ensure that the

pulses are still well separated at the receiver. As a consequence, the transmission rate

has to be adjusted according to the spreading in the fiber cable and thus dispersion

is a limiting factor, cf. [32, Ch. 2]. Dispersion has several causes – starting from

small irregularities during the manufacturing of the cable, up to the fact that the

refractive index of any material depends on the wavelength of the traversing light

resulting in different propagation speeds for various frequency components of, e.g.,

a laser pulse – and hence dispersion is a key issue of fiber-optic communication, cf.

[3, Ch. 7]. On the other hand, it turned out that dispersion is not only detrimental

because it suppresses other unwanted effects (cf. [3, Ch. 7]), e.g., small dispersion

enhances four-wave-mixing, cf. [58].

The complexity of dispersion in nonlinear optics is the starting point for various

dispersion management techniques, cf. [3, Ch. 7]. One potential remedy is to engineer

fiber cables with alternating sections of opposing dispersion such that the average

dispersion is mostly neutralized allowing for high local dispersion and low global

dispersion. This idea was first proposed in [43] and has developed to a successful

technique since then; cf. [2,27,48,49]. A common approach is alternating the sections

with respect to the amplifier spacing, i.e. switching every ≈ 50−80 km; cf. [3, Ch. 7].

From a mathematical point of view, propagation of light – as an electromagnetic wave

– is described by Maxwell’s equations. However, in nonlinear optics it is customary to

investigate properties and features of light propagation within fiber cables by means

of envelope (or effective) equations – with the benefit of a model reduction. This

approach usually results in various types of one-dimensional nonlinear Schrödinger
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equations (NLS). Hence, NLS-type equations ubiquitously appear in various variants

in nonlinear optics in order to investigate a multitude of questions concerning light

propagation in fiber cables.

Clearly, this approach relies on the assumption that the considered envelope equa-

tion captures the crucial properties of the traversing pulse such that analyzing and

simulating the envelope equation instead of the full Maxwell system gives valuable

insights. A formal justification of this general approach can be found, e.g., in [3,

Ch. 2]. For a more rigorous derivation of the NLS as an envelope equation we re-

fer to [50], whereas a more basic approach can be found in [22, Ch. 1 and Ch. 35].

Further, we recommend [47] for a critical examination of this subject.

1.2. Scope and outline

A specific NLS-type equation arising in the field of nonlinear optics is the dispersion-

managed nonlinear Schrödinger equation (DMNLS) modeling dispersion-managed

fiber cables with alternating sections of opposing dispersion as motivated in the

previous section. We consider the DMNLS in the form

∂tu(t, x) = i
εγ
(
t
ε

)
∂2
xu(t, x) + i |u(t, x)|2 u(t, x) ,

u(0, x) = u0(x) ,
(1.1)

on the one-dimensional torus T = R/2πZ. For finite 0 < T ∈ R the function u maps

from [0, T ]×T to C; furthermore, the parameter ε ∈ R is considered to be small, i.e.

0 < ε� T . The coefficient function γ : R→ R is given by

γ(t) = χ(t) + εα , (1.2)

where 0 ≤ α ∈ R and

χ(t) =




−δ if t ∈ [n, n+ 1) for even n ∈ N,

δ if t ∈ [n, n+ 1) for odd n ∈ N
(1.3)

is a periodic, piecewise constant function, with 0 < δ ∈ R. We assume δ > εα

such that γ(t) 6= 0 for every t ∈ [0, T ]. This is an appropriate setting for modeling

dispersion-managed fiber cables with symmetric dispersion maps, cf. [4,9,58].

In the context of nonlinear fiber optics, the “time variable” t in (1.1) corresponds

to the distance along the fiber cable, whereas the “space variable” x represents a

(retarded) time. Hence, the coefficient function γ (depending on t) models the peri-

odically changing sections of opposing dispersion along the fiber cable introduced in
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Section 1.1. The small parameter ε originates from the fact that sections with equal

dispersion in the cable are very small compared to its total length (represented by

T).

Remark. Taking the legs of equal dispersion of length ≈ 50−80 km (see Section 1.1)

and considering fiber-cables of length ≈ 8000 − 40000 km, we observe that scaling

the total length of the cable to 1 naturally leads to ε ranging from 0.01 to 0.002.

Hence, the parameter ε can be considered small in the sense ε� 1 but not so small

that solely considering the limit case ε→ 0 is not always justified.

The DMNLS (1.1) is the main object of research in this thesis. Our particular

focus lies on constructing and analyzing suitable problem-adapted time-integration

schemes. Time-integration methods for the DMNLS require particular attention

because approximating solutions of the DMNLS poses considerable challenges: the

small parameter ε and the coefficient function γ combine to produce rapid oscillations

with frequency ∼ 1/ε for typical solutions of the DMNLS. Consequently, applying

traditional time-integrators to the DMNLS yields acceptable accuracy, if at all, only

for tiny step-sizes τ � ε. Roughly speaking, this is because the global error of a

traditional p-th order method typically scales like the product of the p-th power of

the step-size τ and the (p+ 1)-th derivative of the right-hand side, i.e. if the solution

oscillates with frequency ∼ 1/ε the quantity 1
εO
(
(τ/ε)p

)
has to be small. For the

DMNLS, however, in addition to the rapid oscillations, the right-hand side contains

the discontinuous coefficient function γ; hence, there is no second-order derivative

with respect to time of a solution u of the DMNLS. In particular, this renders higher-

order Taylor expansions of u impossible and certainly contradicts vital assumptions

in the error analysis of many traditional time-integrators. Finally, the nonlinear term

i|u|2u makes implicit schemes prohibitively costly.

Approximating highly oscillatory problems is an active field of research and the

state of the art is documented in [16,19,29,34,54]. In the following, we solely address

selected references concerning, in particular, highly oscillatory partial differential

equations: for semilinear wave equations, trigonometric integrators are proposed and

analyzed in [25,28,33]. Furthermore, a connection between trigonometric integrators

and splitting methods has been studied recently in [12]. For linear Schrödinger equa-

tions in the semiclassical regime, special time-integration methods are introduced in

[7,21]. For nonlinear Schrödinger equations with semiclassical scaling, the detrimen-

tal effects of oscillations on splitting methods are studied in [6]. Conversely, for the

DMNLS with γ ≡ 1, and with a more general nonlinearity, it is shown in [15] that
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the oscillatory behavior leads to higher accuracy for splitting methods provided the

step-size is chosen in a special way. Moreover, there is a vast literature on hetero-

geneous multiscale methods (HMMs) for equations containing coefficients typically

varying rapidly in space (instead of time); see [1] for an overview. Here, we explicitly

point out a variant of HMMs concerning oscillations in time – the stroboscopic av-

eraging method; cf. [13], see also [14] for the investigation of the long-time behavior

of a method based on stroboscopic averaging applied to an NLS.

It lies in the very nature of tailor-made numerical integrators for highly oscillatory

differential equations that they exploit particular structures and properties of the

underlying problems. Hence, it is obvious that such methods typically perform inad-

equately when applied to a different class of equations. In the above references the

underlying equations and the corresponding assumptions differ considerably from the

present situation of the DMNLS, where the (possibly) unbounded differential oper-

ator multiplied by the time-dependent, discontinuous coefficient function γ and the

small parameter ε in combination with the nonlinearity pose a novel set of challenges

for constructing tailored time-integration methods.

Numerical and analytical difficulties of the DMNLS have led mathematical research

to consider the Gabitov-Turitsyn equation (GTE) instead. The GTE originates from

the DMNLS via a transformation and averaging; cf. [23,24]. It has been intensively

studied in [26,35,53,57,60] with particular focus on stationary soliton-like solutions

(or dispersion-managed solitons), see also [9,58] for reviews. The averaging step in

deriving the GTE eliminates the dependence on ε and thus the rapid oscillations.

Hence, the GTE is more accessible particularly from a numerical point of view.

However, the downside of averaging is that the GTE is only an approximation of the

DMNLS and that the accuracy of this approximation depends on the parameter ε, cf.

[53]. Because the parameter ε is fixed in particular applications, it cannot always be

ensured that simulating the GTE instead of the DMNLS yields the desired accuracy.

The aim of this thesis. In this thesis, we aim for constructing and analyzing tailor-

made time-integration schemes for the DMNLS. We require methods that allow for

approximations of the DMNLS in any desired accuracy, and, in particular, are re-

liable in the sense that reducing the step-size τ of the method certainly increases

the accuracy of the approximation. Moreover, we demand competitiveness of the

methods in terms of computational work versus accuracy as a secondary objective.

In Chapter 2, we start by investigating the DMNLS. Here, we establish well-posedness

of the equation in an adequate analytic setting. Then, we introduce a beneficial
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transformation leading to an equivalent formulation of the DMNLS denoted by trans-

formed DMNLS – or tDMNLS for short. The tDMNLS appears to be more accessible

for constructing novel numerical schemes, and hence plays an important role in the

course of this thesis. Moreover, we provide a suitable analytical setting as a basis

for all following examinations.

Chapter 3 is dedicated to a limit system of the tDMNLS for ε→ 0. It turns out that

the derivation of the limit system is closely related to the derivation of the GTE,

and hence that the limit system is in a sense equivalent to the GTE. We investigate

the accuracy of the limit system as an approximation to the tDMNLS. Naturally,

our results are closely related to similar results for the GTE (cf. [53]) but are proven

with other techniques and under lower regularity assumptions.

In Chapter 4, we extent techniques from [38,39] and obtain our first numerical scheme

for the tDMNLS – the adiabatic Euler method1. We show that the adiabatic Euler

method is a first-order scheme uniformly in ε, i.e. we show that the global error of the

adiabatic Euler method scales like O(τ) with a constant independent of ε. Another

extension of the above techniques, based on the explicit midpoint rule, leads us to

the adiabatic midpoint rule in Chapter 5. Again, we show that this method is a

first-order scheme uniformly in ε. In addition, however, the adiabatic midpoint rule

has the following advantageous properties:

• its accuracy improves to O(τε) for step-sizes τ = ε/k with k ∈ N,
• its accuracy improves to O(τ2) for step-sizes τ = kε with k ∈ N,

in each case with a constant independent of ε. The error analysis of the adiabatic

midpoint rule (Theorem 10 and Theorem 11) is the first main result in this thesis.

The thorough investigation of this method points out two key aspects of the underly-

ing construction principle: first, cancellation effects of highly oscillatory error terms

provide higher accuracy for specific step-sizes. Second, approximating the tDMNLS,

in some cases, complies with approximating the corresponding limit system, and

hence understanding the relation of the tDMNLS and the limit system is crucial for

explaining the error behavior.

In Chapter 6, we briefly address constructing a genuine second-order scheme. It

turns out that such methods can be obtained with our techniques, in principle, but

require exorbitant computational cost. However, the construction of the second-order

scheme points out a minor improvement for our other schemes as a nice side effect.
1The term adiabatic is derived from [39] where the construction idea originates from. It has no

special meaning in our context.
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Chapters 7 and 8 are devoted to an extension of the previously introduced construc-

tion principles to exponential integrators. The resulting methods – the adiabatic

exponential Euler method and the adiabatic exponential midpoint rule – are related

to Magnus integrators [10,36], see also [34]. Once more, we show first-order con-

vergence uniformly in ε for both methods. However, the second main result of this

thesis is that the accuracy of the adiabatic exponential midpoint rule also increases

for step-sizes that are integer fractions of integer multiples of ε (Theorem 19). More-

over, numerical experiments suggest that employing the exponential schemes to the

tDMNLS reduces the error constants of the global error bound significantly compared

to the corresponding non-exponential scheme.

Finally, we give a short summary, some final considerations and a brief outlook in

Chapter 9.

Numerical experiments. In the course of this thesis, we provide several numer-

ical examples to illustrate our results. All computations have been conducted in

Matlab (version R2015a) on a laptop with an Intel i7-4710MQ CPU (4 cores at

2.50 GHz) and 16 GB of RAM. Because we consider these computations as proof of

principle for the introduced numerical methods, we will tacitly omit most questions

concerning the implementation (and in particular all Matlab-specific aspects of the

implementation) of the numerical methods.

Prepublications. Some results of this thesis have been published in advance in a

preprint with Prof. Dr. Tobias Jahnke: Adiabatic midpoint rule for the dispersion-

managed nonlinear Schrödinger equation, see [40]. Moreover, some results of this

thesis have been published in advance but in a different context in a preprint with

Prof. Dr. Tobias Jahnke and Prof. Dr. Roland Schnaubelt: Strang splitting for a

semilinear Schrödinger equation with damping and forcing, see [41]. We will point

out these results at the appropriate place.





CHAPTER 2

The dispersion-managed nonlinear Schrödinger equation

In this chapter, we investigate the dispersion-managed nonlinear Schrödinger equa-

tion (1.1) denoted by DMNLS. After establishing a well-posedness result of the

DMNLS in Section 2.1, we continue by formulating the DMNLS in terms of a Fourier

series representation in Section 2.2. Here, we also outline the idea of the spectral

collocation method in order to obtain a space discretization of the DMNLS. In Sec-

tion 2.3, we illustrate the challenges to approximate solutions of the DMNLS by

numerical schemes using the example of splitting methods. Following this setback,

we introduce an additional transformation of the DMNLS in Section 2.4 leading us

to the transformed dispersion-managed nonlinear Schrödinger equation (tDMNLS).

The tDMNLS is equivalent to the DMNLS (in some sense), however, investigating

the tDMNLS instead of the DMNLS turns out advantageous. For this reason, we use

the tDMNLS as starting point for further analysis, and in particular for constructing

novel time-integration schemes. Concluding this chapter, we introduce in Section 2.5

a suitable analytic setting for all further investigations.

2.1. The DMNLS – a well-posed problem

The DMNLS (1.1) is considered as evolution equation in the Hilbert space L2(T) of

square integrable functions equipped with the inner product

〈v, w〉 =

∫

T
v(x)w(x) dx , v, w ∈ L2(T)

and the induced norm ‖v‖L2(T) =
√
〈v, v〉. Since any complex-valued v ∈ L2(T) can

be represented in an L2(T)-sense by its corresponding Fourier series

v(x) =
∑

m∈Z
vme

imx , where vm := 〈v, eim·〉 ,

9
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it is convenient to identify v with the complex sequence (vm)m∈Z. We define |m|+ :=

max{1, |m|} and consider for (zm)m∈Z in C the norm

‖z‖`2s =

(∑

m∈Z
|m|2s+ |zm|2

)1/2

, s ≥ 0 ,

and the space

`2s :=
{

(zm)m∈Z in C | ‖z‖`2s <∞
}
∼= Hs(T) ,

where Hs(T) is the classical Sobolev space of all functions v : T → C with partial

derivatives up to order s ∈ N in L2(T). In particular, we identify `20 ∼= H0(T) = L2(T)

on the basis of Parseval’s equation, i.e.
∫

T
v(x)w(x) dx =

∑

m∈Z
vmwm .

The natural question to ask here is whether or not the DMNLS is well-posed in this

setting. We consider the DMNLS to be globally well-posed in the Sobolev space

Hk(T) if, for any choice of initial value u0 ∈ Hk(T), there exists a unique solution

u ∈ C
(
[0, T ], Hk(T)

)
.

The classical NLS on the torus is exhaustively studied with respect to well-posedness

for instance in [11]. However, to the best of our knowledge there are no rigorous

results that directly treat the well-posedness of the DMNLS. The following corollary

states the global well-posedness of the DMNLS in Hk(T) for k ∈ N. In the proof,

we exploit established well-posedness results for the cubic NLS, i.e. for the DMNLS

with constant γ( tε) = ±δ + εα. A similar idea has been used in [5] to analyze the

well-posedness of the DMNLS in L2(Rd) with ε = 1 and u : (0,∞)× Rd → C.

Corollary 1. Consider the DMNLS (1.1) with initial value u0 ∈ Hk(T) with k ∈ N.
Then, there exists a unique solution u ∈ C

(
[0, T ], Hk(T)

)
.

Proof. The proof is based on the fact that the coefficient function γ is piecewise

constant and switches between the two values ±δ + εα ≥ 0. Therefore, we consider

the two equations

∂tu1(t, x) = −iλ1∂
2
xu1(t, x) + i |u1(t, x)|2 u1(t, x) (2.1)

and

∂tu2(t, x) = iλ2∂
2
xu2(t, x) + i |u2(t, x)|2 u2(t, x) , (2.2)

with1

λ1 =
δ − εα
ε

> 0 and λ2 =
δ + εα

ε
> 0 .

1Recall that δ > εα, see Section 1.2
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If we employ the transformation t̃ = −tλ1 in (2.1) and the transformation t̃ = tλ2 in

(2.2) and, by abuse of notation, denote the new time variable t̃ again by t, then we

arrive at the equivalent equations

∂tu1(t, x) = i∂2
xu1(t, x)− i

λ1
|u1(t, x)|2 u1(t, x) (2.3)

and

∂tu2(t, x) = i∂2
xu2(t, x) +

i

λ2
|u2(t, x)|2 u2(t, x) . (2.4)

Because the global well-posedness in Hk(T) for k ≥ 0 for each of the equations (2.3)

and (2.4) is established in [11, Theorem 2.1], we infer the global well-posedness of

(2.1) and (2.2) in Hk(T) for k ≥ 0. Now, we can construct the desired solution of

the DMNLS as follows: we write T = Nε + tε with N ∈ N and tε ∈ [0, ε), then we

partition

[0, T ] =

{
N−1⋃

n=0

[nε, (n+ 1)ε]

}
∪ [Nε, T ] .

Now, we alternate between equation (2.1) and (2.2) on consecutive subintervals.

In other words, we start by posing (2.1) for t ∈ [0, ε] with initial value u1(0) =

u0 ∈ Hk(T) for k ∈ N. Then, we consider (2.2) for t ∈ [ε, 2ε] with initial value

u2(ε) = u1(ε) where u1(ε) ∈ Hk(T) is the endpoint of the solution from before. In

this fashion, we obtain iteratively a solution u of the DMNLS on the whole time

interval [0, T ]. This solution conserves the regularity of the initial value u0 ∈ Hk(T)

due to the global well-posedness of (2.1) and (2.2), and is continuous in time by

construction.

Remark. Considering the equations (2.3) and (2.4), we observe that the coefficient

in front of the nonlinearity i|u|2u changes its sign. In the context of the NLS a

positive sign characterizes the focusing case, whereas a negative sign denotes the

defocusing case. Hence, one can interpret the oscillations in the DMNLS, introduced

by the coefficient function γ, in terms of alternation between focusing and defocusing

behavior.

2.2. The DMNLS in Fourier space

The solution u of the DMNLS can be at least formally represented by the Fourier

series

u(t, x) =
∑

m∈Z
cm(t)eimx . (2.5)
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This is a well-known approach for partial differential equations, see for instance [56]

or [20, Ch. III] for the “classical” cubic NLS. Differentiating (2.5) formally gives

∂tu(t, x) =
∑

m∈Z
c′m(t)eimx (2.6)

and

∂2
xu(t, x) = −

∑

m∈Z
cm(t)m2eimx . (2.7)

Furthermore, the cubic nonlinearity is given by

i |u(t, x)|2 u(t, x) = iu(t, x)u(t, x)u(t, x)

= i
∑

j∈Z

∑

k∈Z

∑

l∈Z
cj(t)ck(t)cl(t)e

i(j−k+l)x (2.8)

= i
∑

m∈Z

∑

j−k+l=m

cj(t)ck(t)cl(t)e
imx .

Hence, if we define for m ∈ Z the index set

Im =
{

(j, k, l) ∈ Z3 : j − k + l = m
}
, (2.9)

we obtain the system with infinitely many ODEs

c′m(t) = − i
εγ
(
t
ε

)
m2cm(t) + i

∑

Im

cj(t)ck(t)cl(t) , m ∈ Z , (2.10)

by inserting (2.6)-(2.8) into (1.1) and equating coefficients for fixed m. Here and

subsequently we write ∑

Im

instead of
∑

(j,k,l)∈Im

to simplify notation.

Because the Fourier transform (2.5) is an isomorphism from Hs(T) onto `2s, the ODE

system (2.10) is equivalent to (1.1) in the sense that the Fourier series (2.5) allows

us to translate solutions of (1.1) into solutions of (2.10) and vice versa provided

the initial value is sufficiently smooth. In particular, Corollary 1 implies that for

initial values c0 =
(
cm(0)

)
m∈Z in `2s the ODE system (2.10) has a unique solution

c ∈ C
(
[0, T ], `2s

)
. Henceforth, we write DMNLS and mean either (1.1) or (2.10) and

distinguish only where necessary.

2.2.1. On space discretization

In the following, we briefly introduce the (pseudo-)spectral collocation method to

obtain a space discretization of the DMNLS. The explanations are based on [20,

Ch. III] and [45, Ch. III].
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In this approach, we aim for an approximation of the exact solution of the DMNLS

(1.1), represented (formally) by (2.5), in terms of

u(t, x) =
∑

m∈Z
cm(t)eimx ≈

L−1∑

m=−L
c̃m(t)eimx = ũ(t, x) ,

i.e. we approximate the infinite Fourier series (2.5) by a finite sum. In order to

determine the unknown coefficients c̃m(t), we choose L ∈ N and obtain 2L equidistant

points in the interval [−π, π] by defining xq = qh for q = −L, . . . , L−1 with step-size

h = 2π/2L = π/L. Now, we require that the approximation ũ satisfies the DMNLS

at each grid point xq for q = −L, . . . , L − 1 for all t ∈ [0, T ]. In order to obtain an

ODE system for the coefficients c̃m(t), we exchange

∑

m∈Z
by

L−1∑

m=−L

in (2.6) and (2.7). Moreover, we observe that

ei2Lxq = ei2Lπq/L = ei2πq = 1 , q ∈ Z ,

and thus

ei(m+2L)xq = eimxq , q ∈ Z ,

which implies for any Fourier series

∑

m∈Z
ĉm(t)eimxq =

L−1∑

m=−L

(∑

λ∈Z
ĉm+2Lλ(t)

)
eimxq .

Hence, the nonlinearity (2.8) can be represented at each grid point xq by the trigono-

metric polynomial

i|ũ(t, xq)|2ũ(t, xq) = i
L−1∑

m=−L

∑

λ∈Z

∑

Im+2Lλ

c̃j(t)c̃k(t)c̃l(t)e
imxq . (2.11)

However, because we have j, k, l ∈ {−L . . . , L− 1} and hence

j − k + l ∈ {−3L+ 1, . . . , 3L− 2} ,

we only have to consider λ ∈ {−1, 0, 1} in (2.11). This phenomenon is known as

aliasing, see for instance [56, Ch. 2]. For this reason, we define analogously to (2.9)

for m ∈ Z the index set

Ĩm :=
{

(j, k, l) ∈ {−L, . . . , L− 1}3 : j − k + l = m+ 2Lλ with λ ∈ {−1, 0, 1}
}
.

(2.12)



14 CHAPTER 2. The DMNLS

Ultimately, we obtain the (finite) system of ODEs

c̃′m(t) = − i
εγ
(
t
ε

)
m2c̃m(t) + i

∑

Ĩm

c̃j(t)c̃k(t)c̃l(t) , m = −L, . . . , L− 1 (2.13)

for the coefficients c̃m(t), and hence a space discretization of the DMNLS.

Remark. In this thesis, we focus solely on the error analysis of the semi-discretization

in time for any numerical method presented. Nevertheless, the (pseudo-)spectral col-

location method introduced in this section is employed in all subsequent numerical

examples. General results on the accuracy of spectral collocation methods can be

found in [45,56]. Moreover, a convergence analysis of the fully discretized NLS (spec-

tral collocation in space and Lie splitting in time) is given in [20, Ch. IV].

2.3. Numerical challenges

Splitting methods are popular for approximating solutions of NLS-type equations.

This is because usually solving the linear part and the nonlinear part separately is

much easier than solving the complete NLS. One seminal paper in this context is

[44], the idea goes back to [55].

Despite the time-dependent coefficient function γ the DMNLS is essentially amenable

to splitting methods: we consider the linear sub-problem

∂tv(t) = i
εγ
(
t
ε

)
∂2
xv(t) , v(0) = v0 (2.14)

and the nonlinear sub-problem

∂tw(t) = i|w(t)|2w(t), w(0) = w0 (2.15)

of the DMNLS separately. Here, we omit the space variable x to simplify notation.

For f ∈ L2(T) we denote the propagator associated with the sub-problem (2.14) by

(
Lε(t, s)f

)
(x) :=

(
eiΓε(t,s)∂2xf

)
(x) =

∑

m∈Z
e−iΓε(t,s)m2

fme
imx ,

where

Γε(t, s) :=

∫ t/ε

s/ε
γ(σ) dσ ,

cf. [5]. The mapping t 7→ Lε(t, 0) defines a family of strongly continuous unitary

operators on L2(T) and for t ≥ 0 we obtain a solution of (2.14) via

v(t) = Lε(t, 0)v0 , (2.16)
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cf. [5]. Hence, it is possible to solve (2.14) exactly in Fourier space. The nonlin-

ear sub-problem (2.15) of the DMNLS matches the nonlinear sub-problem of the

“classical” cubic NLS and thus it is well-known how to handle it, see for instance

[20,40,44]. For the convenience of the reader, we recapitulate these results: we define

the nonlinear mapping

B : L2(T)→ L1(T), B(w) = i|w|2 .

If w ∈ H1(T), then B(w) ∈ L∞(T) due to the Sobolev embedding H1(T) ↪→ L∞(T).

Hence, for fixed w ∈ H1(T), we can identify the function x 7→ B(w)(x) = i|w(x)|2

with the multiplication operator

B(w) : L2(T)→ L2(T), B(w)v = i|w|2v ,

which generates a unitary group denoted by
(
etB(w)

)
t∈R on L2(T). Since

∂t
(
|w(t)|2

)
= 2Re

(
w(t)∂tw(t)

)
= 2Re

(
i|w(t)|4

)
= 0

by (2.15), it follows that |w(t)|2 is time invariant and therefore |w(t)|2 = |w(0)|2.
Hence, the solution of (2.15) is explicitly given by

w(t) = etB(w0)w0 . (2.17)

In conclusion, the sub-problem (2.14) as well as the sub-problem (2.15) can be solved

exactly via (2.16) and (2.17) allowing us to approximate solutions of the full DMNLS

by a splitting approach: let tn = nτ for n ∈ N and some fixed step-size τ > 0. We

obtain approximations un ≈ u(tn) of the DMNLS recursively, e.g., via

the Lie splitting

u∗n = eτB(un)un ,

un+1 = Lε(tn+1, tn)u∗n ,

the Strang splitting

u∗n = eτ/2B(un)un ,

u∗∗n = Lε(tn+1, tn)u∗n ,

un+1 = eτ/2B(u∗∗n )u∗∗n ,

by solving the sub-problems (2.14) and (2.15) in alternating fashion.

In the following, we demonstrate the behavior of both splitting methods by a nu-

merical example. We consider the DMNLS with α = 0.1, δ = 1, T = 1 with initial
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Figure 2.1: Maximal `20-error over time of the Lie splitting and Strang splitting for
ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). The dashed
blue with is a reference line for order one. The black vertical line is at τ = ε.

value2 u0(x) = e−3x2e3ix and 64 equidistant grid points in the interval [−π, π] (cf.

Section 2.2.1) for ε = 0.01, 0.005, 0.002. To this setting, we apply the Lie splitting

and the Strang splitting method. The reference solution is also computed by the

Strang splitting but with a very large number of steps (≈ 106).

The panels of Figure 2.1 show the accuracy of the splitting methods for roughly

logarithmically spread step-sizes τ and ε = 0.01 (top left), ε = 0.005 (top right) and

ε = 0.002 (bottom left). The dashed blue line is a reference line for order one, and

the black vertical line highlights the value τ = ε. The behavior of both splitting

methods appears to be somewhat erratic in the sense that small changes of the step-

2The initial value is only approximately periodic, but this error can be neglected.
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size may change the accuracy by a factor of 10 to 100. Moreover, the accuracy of

the splitting methods seems to decrease for decreasing values of ε, and we observe

outliers in the regime τ > ε suggesting that the accuracy does not improve at all for

several choices of step-sizes τ .

Remark. It is worth mentioning that the splitting methods in this example yield

particularly poor results for step-sizes that are integer multiples of ε suggesting a

completely different behavior of the DMNLS compared to the highly oscillatory NLS

considered in [15].

Conclusion. The above experiment indicates the challenging task to approximate

solutions of the DMNLS with high accuracy. In particular, we observe that obtaining

high accuracy with splitting methods heavily depends on the step-size τ and on the

parameter ε, and hence these methods are not very appealing.

2.4. The tDMNLS – an equivalent problem

One challenge of the DMNLS is that the right-hand side is unbounded in the limit

ε → 0. This can be circumvented by an equivalent transformation of the DMNLS

based on the fact that the exact solution of the linear part (2.10) is known in terms

of (2.16). Defining the function

φ̂(z) :=

∫ z

0
γ(σ) dσ = φ(z) + αεz with φ(z) :=

∫ z

0
χ(σ) dσ (2.18)

allows us to express solutions of the linear part of (2.10) in the form

ck(t) = exp
(
−ik2φ̂

(
t
ε

))
ck(0) , k ∈ Z . (2.19)

Here, we recognize that the derivative of φ̂ does not exist in the classical sense. It

can be understood as piece-wise derivative on the open intervals
(
nε, (n + 1)ε

)
for

n ∈ N with left-continuous extension. However, we will write

d

dt
φ̂
(
t
ε

)
= 1

εγ
(
t
ε

)

by abuse of notation. The exact solution formula (2.19) of the linear part in (2.10)

motivates the change of variables

yk(t) := exp
(

ik2φ̂
(
t
ε

))
ck(t) , k ∈ Z , (2.20)

in the ODE system (2.10). Similar transformations have been used in [39] and [38]

in case of oscillatory linear Schrödinger equations. Moreover, this transformation is
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known as the Floquet-Lyapunov transformation in physics; cf. [46,57]. Differentiating

(2.20) yields

c′m(t) = − i
εγ
(
t
ε

)
m2cm(t) + exp

(
−im2φ̂

(
t
ε

) )
y′k(t) . (2.21)

Now, equating (2.21) with the corresponding equation in (2.10) cancels the linear

part and we obtain the transformed DMNLS (tDMNLS)

y′m(t) = i
∑

Im

yj(t)yk(t)yl(t) exp
(
−iω[jklm]φ̂

(
t
ε

) )
, m ∈ Z , (2.22)

where we employ the abbreviation

ω[jklm] = j2 − k2 + l2 −m2.

Since we have for arbitrary ε 6= 0
∣∣∣exp

(
−iω[jklm]φ̂

(
t
ε

) )∣∣∣ = 1 ,

the right-hand side of equation the tDMNLS is bounded for ε → 0 provided the

sequence
(
ym(t)

)
m∈Z decays sufficiently fast, see Lemma 2 (below).

For this reason, we henceforth study the tDMNLS instead of the DMNLS. Moreover,

we simplify notation by abbreviating

Yjkl(t) = yj(t)yk(t)yl(t) , Ŷjklm(t) = Yjkl(t) exp(−iω[jklm]tα) (2.23)

to write the tDMNLS in the form

y′m(t) = i
∑

Im

Ŷjklm(t) exp
(
−iω[jklm]φ

(
t
ε

) )
, m ∈ Z . (2.24)

Because the transformation (2.20) is an isomorphism from `2s onto `2s the DMNLS

and the tDMNLS are equivalent in the sense that the transformation (2.20) allows

us to convert solutions of the tDMNLS into solutions of the DMNLS (2.10) and vice

versa. Hence, according to Corollary 1, the tDMNLS is well-posed in `2s.

Clearly, replacing Im in (2.24) by the finite set Ĩm given in (2.12) yields a spatially

discretized version of the tDMNLS. We will utilize this space discretization in all

subsequent numerical examples without further notice.

Remark. The downside of reformulating the DMNLS in terms of the tDMNLS is

the occurring multiple sum in (2.24). Without the transformation evaluations of the

nonlinear part of the DMNLS could be realized in terms of point-wise multiplications,

cf. Section 2.3. Now, the nested sum structure renders evaluations more costly from

a numerical point of view.
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2.5. Analytic setting

So far, we have performed two transformations, (2.5) and (2.20), to obtain the

tDMNLS (2.24) – an equivalent formulation of the DMNLS (1.1). In order to an-

alyze the tDMNLS and to investigate the error behavior of the numerical methods

introduced in this thesis, we establish a suitable analytic setting in this section.

Because the Fourier transform as well as the transformation (2.20) are isometries

on L2(T) → `20 and `20 → `20, respectively, a natural choice appears to be the space

`20. However, to cope with the nonlinear structure of the tDMNLS the `20-norm is

inadequate, because the underlying space `20 has no Banach algebra structure, i.e.

‖vw‖`20 <∞ 6=⇒ ‖v‖`20 <∞ ∧ ‖w‖`20 <∞ .

Because estimating the norm of a product by the norms of its factors is crucial in

the course of this thesis, we adopt an analytic setting from [20, Ch. III.2.].

For z = (zm)m∈Z in C, we define the norm

‖z‖`1s =
∑

m∈Z
|m|s+ |zm| , s ≥ 0 ,

with |m|+ := max{1, |m|} as before (see Section 2.1), and the corresponding Banach

space

`1s :=
{

(zm)m∈Z in C | ‖z‖`1s <∞
}
. (2.25)

The spaces `2s and `1s are related by the following embedding: let r, s ∈ N with r > s,

then

`2r ↪→ `1s ↪→ `2s , i.e. ‖z‖`2s ≤ ‖z‖`1s ≤ C ‖z‖`2r , (2.26)

see [20, Proposition III.2.]. The embedding (2.26) allows us to prove error bounds

in `10 in order to obtain error bounds in `20. Moreover, starting from the original

DMNLS (1.1), the summability of the initial value y0 in `1s for the tDMNLS can be

ensured, e.g., by supposing that the initial value u0 of the DMNLS is in Hs+1(T).

In this case the initial value y0 is in particular in `2s+1, and thus Corollary 1 implies

that y ∈ C
(
[0, T ], `2s+1

)
. This motivates the definition

My
s := max

t∈[0,T ]
‖y(t)‖`1s . (2.27)

Throughout this thesis, we pose regularity assumptions on the initial value y0 of the

tDMNLS in the space `2s+1 in order to ensure that My
s ≤ ∞.

The sequence spaces `1s are much more convenient for estimates concerning the

tDMNLS. In particular, the space `10 – the space of absolutely convergent sequences
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– is a Banach algebra, cf. [59, Ch. IX]. In this setting, we will now prove a tangible

bound for the right-hand side of the tDMNLS as announced in Section 2.4.

Henceforth, we will write `1 instead of `10 to simplify notation. Moreover, C > 0

and C(·) > 0 denote universal constants, possibly taking different values at various

appearances. The notation C(·) means that the constant depends only on the values

specified in the brackets.

Lemma 2. Let y be the solution of (2.22) with initial value y0 ∈ `21. Then, we have

∥∥y′(t)
∥∥
`1
≤ C(My

0 ) .

Proof. Substituting (2.22) yields

∥∥y′(t)
∥∥
`1

=
∑

m∈Z

∣∣y′m(t)
∣∣ =

∑

m∈Z

∣∣∣ i
∑

Im

yj(t)yk(t)yl(t) exp
(
−iω[jklm]φ̂

(
t
ε

) )∣∣∣

≤
∑

m∈Z

∑

Im

|yj(t)| |yk(t)| |yl(t)|

≤
(∑

j∈Z
|yj(t)|

)(∑

k∈Z
|yk(t)|

)(∑

l∈Z
|yl(t)|

)

= ‖y(t)‖3`1 .

Remark. Estimating products of infinite sequences plays an important role in this

thesis. In these estimates, we frequently employ the Banach algebra structure of `1

as pointed out in the proof of Lemma 2.

2.5.1. Miscellaneous analytical tools

Throughout the proofs in this thesis we commonly employ three well-known (but

easily forgotten) analytical tools without further notice. For the convenience of the

reader, we state these estimates in this section (without proof).

The continuous Gronwall lemma.

Let u : [t0, t1] → R be a continuous and non-negative function, and suppose that u

satisfies the integral inequality

u(t) ≤ K + C

∫ t

t0

u(s) ds , t ∈ [t0, t1] ,

for two constants K,C ≥ 0. Then, we have the estimate

u(t) ≤ KeC(t−t0) , t ∈ [t0, t1] .
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The discrete Gronwall lemma.

Let (un)n∈N in R be a non-negative sequence, and suppose that (un)n∈N satisfies the

inequality

uN ≤ K + τC
N−1∑

n=0

un , N ∈ N ,

for constants K ≥ 0 and τC ≥ 0. Then, we have the estimate

uN ≤ KeNτC , N ∈ N .

The summation by parts formula.

Let (an)n∈N and (bn)n∈N in C be two sequences. Then, the following equality holds.

N∑

n=1

anbn = aN

N∑

n=1

bn −
N−1∑

n=1

(an+1 − an)
n∑

j=1

bj , N ∈ N .





CHAPTER 3

The limit system

In Chapter 2, we have transformed the DMNLS into the tDMNLS and observed that

the right-hand side of the tDMNLS is bounded in the limit ε → 0, cf. Lemma 2.

However, the tDMNLS is not a universal remedy because it still contains rapidly os-

cillating phases. This chapter is devoted to an analytic approach to this problem; the

main idea is to apply an additional averaging step to the tDMNLS. This averaging

results in an equation that is independent of the parameter ε and of the coefficient

function γ – the limit system. We start by motivating the averaging idea in Sec-

tion 3.1. Following this formal derivation of the limit system, we state a rigorous

theorem in Section 3.2 concerning the accuracy of the limit system as an approx-

imation to the tDMNLS. Moreover, we illustrate our analytical results by various

numerical experiments. The proof is postponed to Section 3.3.

Remark. The results of this chapter (in particular Theorem 3) have been published

to some extend with Prof. Dr. Tobias Jahnke in the preprint [40].

3.1. Derivation

The aim of this section is to derive an equation which captures the asymptotic

behavior of the tDMNLS in the limit ε→ 0. One way to obtain such an equation is

the method of multiple scales, a formal calculation technique, which is quite popular

in engineering, physics, and applied mathematics, cf. [51].

In the following, we briefly demonstrate this method using the example of the

tDMNLS: we introduce a fast time scale σ = t/ε and make the ansatz

ym(t) =
∞∑

n=0

εnz(n)
m (t, σ) , (3.1)

23
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where we suppose that the functions z(n)
m (t, σ) are 2-periodic in the second argument,

i.e. that we have

z(n)
m (t, σ) = z(n)

m (t, σ + 2) . (3.2)

Differentiating (3.1) yields

d

dt
ym(t) =

∞∑

n=0

(
εn∂1z

(n)
m (t, σ) + εn−1∂2z

(n)
m (t, σ)

)
, (3.3)

where ∂1 and ∂2 denote the partial derivative with respect to the first and second

variable, respectively. If we substitute the ansatz (3.1) into (2.24) and equate coef-

ficients of equal powers of ε, we obtain for ε−1

∂2z
(0)
m (t, σ) = 0 (3.4)

and for εn with n ≥ 0

∂1z
(n)
m + ∂2z

(n+1)
m = i

∑

Im

∑

p+q+r=n

z
(p)
j z

(q)
k z

(r)
l exp

(
−iω[jklm](αt+ φ(σ))

)
. (3.5)

Here and subsequently, we usually omit the time-dependence of z(·)
m for readability.

Clearly, the time parameter σ depends on t, however, we treat σ and t henceforth

as independent variables. According to (3.4), the function z(0)
m is independent of σ,

and hence

z(0)
m (t, σ) = z(0)

m (t) . (3.6)

Moreover, considering (3.5) for n = 0 and integrating from 0 to 2 with respect to the

second variable yields
∫ 2

0
∂1z

(0)
m + ∂2z

(1)
m dσ = i

∑

Im

∫ 2

0
z

(0)
j z

(0)
k z

(0)
l exp

(
−iω[jklm](αt+ φ(σ))

)
dσ .

Thanks to (3.2) and (3.6), we arrive at

2∂1z
(0)
m = i

∑

Im

z
(0)
j z

(0)
k z

(0)
l exp

(
−iω[jklm]αt

) ∫ 2

0
exp

(
−iω[jklm]φ(σ)

)
dσ .

Since

φ(z) =

∫ z

0
χ(σ) dσ =





−δz if z ∈ [0, 1) ,

−δ(2− z) if z ∈ [1, 2) ,
(3.7)

by definition (1.3), a small computation gives
∫ 2

0
exp

(
−iωφ(σ)

)
dσ = 2

∫ 1

0
exp(iωδξ) dξ ,
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and thus we obtain the leading order equation

∂1z
(0)
m = i

∑

Im

z
(0)
j z

(0)
k z

(0)
l exp

(
−iω[jklm]αt

) ∫ 1

0
exp

(
iω[jklm]δξ

)
dξ . (3.8)

With the abbreviation vm(t) = z
(0)
m (t), we write (3.8) in the form

v′m(t) = i
∑

Im

V̂jklm(t)

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ , m ∈ Z , (3.9)

where

Vjkl(t) = vj(t)vk(t)vl(t) and V̂jklm(t) = Vjkl(t) exp
(
−iω[jklm]tα

)
(3.10)

in the spirit of (2.23). In contrast to the tDMNLS (2.24), the right-hand side of (3.9)

is independent of ε and no longer contains the discontinuous coefficient function γ.

Moreover, the formal calculation with the method of multiple scales suggests that

solutions of (3.9) yield approximations of order ε to solutions of the tDMNLS. How-

ever, the derivation of (3.9) is only formal and it requires further investigation to

analyze rigorously in which sense the ODE system (3.9) is related to the tDMNLS.

In fact, we will prove in the following sections that solutions of the tDMNLS actually

converge to solutions of (3.9) in the limit ε → 0 in `1. For this reason, we denote

the ODE system (3.9) as the limit system.

Remark. The derivation of the limit system (3.9), i.e. the derivation of the leading

order equation of (3.5), can be interpreted in terms of averaging where the highly

oscillatory part of the exponential function in the tDMNLS is replaced by its averaged

value over one period, i.e.

exp
(
−iω[jklm]φ

(
t
ε

) )
≈ 1

2ε

∫ 2ε

0
exp

(
−iω[jklm]φ

(
s
ε

) )
ds =

∫ 1

0
exp(iωδξ) dξ . (3.11)

3.1.1. Relation to the Gabitov-Turitsyn equation

The Gabitov-Turitsyn equation (GTE) follows also from the DMNLS via a transfor-

mation and averaging (cf. [23,24]), and hence the derivation of the limit system (3.9)

is closely related to the derivation of the GTE. Here, the phase φ̂(t/ε) = φ(t/ε) +αt

is replaced by φ(t/ε) in the transformation (2.20). Then, substituting the oscillating

phase by its mean as in (3.11) yields the discrete counterpart of the GTE

q′m(t) = −im2αqm(t) + i
∑

Im

qj(t)qk(t)ql(t)

∫ 1

0
exp(iω[jklm]δξ) dξ , m ∈ Z . (3.12)
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Each of these equations still contains a linear term, whereas the linear part is com-

pletely eliminated in (3.9). The ODE systems (3.12) and (3.9) are equivalent in the

sense that a sequence
(
qm(t)

)
m∈Z is a solution of (3.12) if and only if

(
vm(t)

)
m∈Z

with

vm(t) = exp(im2αt)qm(t) , m ∈ Z

is a solution of (3.9).

The original GTE proposed in [23,24] is obtained analogously if the DMNLS is con-

sidered on R instead of T, the Fourier series (2.5) is replaced by the Fourier transform,

and the double sum in the nonlinear term is exchanged for a double integral.

3.1.2. Higher order limit systems

Because solutions of the limit system presumably yield approximations to solutions

of the tDMNLS in some sense, it is natural to consider higher order approximations.

Formally, the method of multiple scales allows for deriving additional correction

terms. In this manner, higher order GTE equations are constructed in [8], see also

[9]. The derived equations give some insight into the structure and properties of the

DMNLS, however, these equations contain four-fold integrals and thus are, on the

downside, inconvenient for numerical computations, cf. [9, p. 137].

Equally, it is possible to derive higher order terms for the limit system with the

method of multiple scales introduced in Section 3.1 by considering (3.5) for n >

0. These terms, however, contain nested multiple sums, which renders them also

impractical for numerical approximations due to exorbitant computational costs.

For this reason, we do not consider higher order limit systems in this thesis.

3.2. Relation to the tDMNLS

In this section, we underpin the formal calculations with the method of multiple scales

from Section 3.1 by rigorous estimates concerning the accuracy of solutions of the

limit system (3.9) considered as approximations for the tDMNLS. In particular, the

results of this investigation justify the term “limit system” for the ODE system (3.9).

To the best of our knowledge, there are no rigorous analytical results concerning the

well-posedness of the GTE and thus of the limit system (3.9). Therefore, we make

the following assumption.

Assumption 1. We suppose that for s = 0, 1, . . . , 5 the limit system (3.9) with initial

value v0 ∈ `2s has a unique solution v ∈ C
(
[0, T ], `2s

)
.
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We employ the abbreviation

Mv
s := max

t∈[0,T ]
‖v(t)‖`1s (3.13)

for solutions v of (3.9). Assumption 1 particularly implies that Mv
s < ∞ for initial

values v0 ∈ `2s+1, cf. Section 2.5. For simplicity, we also abbreviate

Ms := max {My
s ,M

v
s } . (3.14)

The following theorem is closely related to similar results for the GTE, cf. [53].

Theorem 3. Let y and v be solutions of the tDMNLS (2.24) and the limit system

(3.9), respectively. Under Assumption 1 the following estimates hold.

(i) If y(0) = v(0) ∈ `21, then we have

‖y(t)− v(t)‖`1 ≤ ε
(
1 + 1+α

δ t
)
C(M0)etC(M0) , t ∈ [0, T ] .

(ii) If y(0) = v(0) ∈ `23, then we have for tk = εk with k ∈ N

‖y(tk)− v(tk)‖`1 ≤
ε2

δ
tkC(α,M0,M2)etkC(M0) , tk ∈ [0, T ] .

In case of α = 0 the first constant depends only on M0.

Theorem 3 is proven in Section 3.3.

In the following, we illustrate Theorem 3 with two numerical example. For the first

example, we consider the DMNLS with α = 0.1, δ = 0.1 and T = 1 with initial

value1 u0(x) = e−3x2e3ix and 128 equidistant grid points in the interval [−π, π] for

ε = 0.1, 0.05, 0.01.

Figure 3.1 shows the evolution in time of the real part (left) and imaginary part

(right) of the coefficient ym(t) of the tDMNLS for m = −5. We observe that for

decreasing values of ε the frequency of the small scale oscillations increases but

their amplitude decreases. In fact, we observe the convergence for ε → 0 to the

corresponding coefficient of the limit system (3.9) as stated in Theorem 3. Moreover,

we observe intersections with the limit equation close to multiples of ε.

Figure 3.2 illustrates the real part (left) and imaginary part (right) of the difference

ym(t)− vm(t) over time for fixed ε = 0.1 and −4 ≤ m ≤ 10. The black vertical lines

are at 3ε and 7ε, respectively. We observe that at multiples of ε the difference does

not vanish, but, is much smaller for all coefficients, in accordance with the improved

error bound of part (ii) of Theorem 3.
1The initial value is only approximately periodic, but this error can be neglected.
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Figure 3.1: Evolution over time of the real part (left) and imaginary part (right) of
one coefficient of the limit system (3.9) and the corresponding coefficient of the
tDMNLS computed with ε = 0.1, 0.05, 0.01.
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Figure 3.2: Evolution over time of the real part (left) and imaginary part (right) of
the difference between various coefficients of the tDMNLS with ε = 0.1 and the
corresponding coefficients of the limit system (3.9) computed with the same initial
value.

For the second example, we again consider solutions of the limit system (3.9) as

approximation to solutions of the tDMNLS (2.24). In the same setting as before,

but with 64 equidistant grid points in space, we approximate solutions of the limit

system with Runge-Kutta methods (RKMs) of order one, two, and three, namely

with the explicit Euler method, Heun’s method, and the Bogacki-Shampine method.



3.2. Relation to the tDMNLS 29

10−3 10−2 10−1 100

10−8

10−6

10−4

step size

er
ro

r

RKM order 1
RKM order 2
RKM order 3

10−3 10−2 10−1 100

10−8

10−6

10−4

step size

er
ro

r

10−3 10−2 10−1 100

10−8

10−6

10−4

step size

er
ro

r

Figure 3.3: Maximal `20-error over time of Runge-Kutta methods of order one, two
and three applied to the limit system (3.9) considered as approximations to the
tDMNLS (2.24) for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom
left). The black vertical line is at τ = ε

The panels of Figure 3.3 show the accuracy of the RKMs applied to the limit system

compared to the tDMNLS considered with ε = 0.01 (top left), ε = 0.005 (top right)

and ε = 0.002 (bottom left). The solutions of the tDMNLS are approximated by the

Strang splitting method with a large number of steps (≈ 106). The black vertical line

indicates the value τ = ε. We observe that the accuracy of the RKM approximations

to the tDMNLS is fixed to a maximum level. In the regime τ < ε (left of the black

line), this level decreases linearly for decreasing values of ε as stated in part (i) of

Theorem 3. In the regime τ > ε (right of the black line), we observe the same fixed

level of accuracy as before. However, if the step-sizes τ are multiples of ε, then the

maximum level of accuracy increases particularly for the approximations with the
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RKM of order two and order three. Here, we observe that for these step-sizes the

maximum level of accuracy improves quadratically in accordance with part (ii) of

Theorem 3. The first order method does not benefit as much from the improved

error bound of the limit system because the approximation error is too large for

these step-sizes.

Conclusion. The limit system can be used to approximate solutions of the tDMNLS

(2.24). According to Theorem 3, these approximations can obtain an accuracy up

to O(ε2) at integer multiples of ε. Depending on the order of the time-integrator,

this level of accuracy is reached for different step-sizes. For a method of order p

the accuracy is in O(max{ε2, τp}) for step-sizes τ chosen as integer multiple of ε.

For p > 2, however, often more than one evaluation of the right-hand side of (3.9) is

necessary, e.g., for RKMs. Thus, higher order methods will typically not pay in terms

of work versus accuracy. If the step-size τ is an integer multiple of ε, then each time

discretization point tn is also an integer multiple of ε. Typically, approximations

at other times t ∈ (tn, tn+1) can be easily obtained by using a time-integrator on

the small interval [tn, t] of length O(τ). This principle is used, e.g., in numerical

stroboscopic averaging, cf. [13]. Because we are interested in approximations of the

tDMNLS, one has to solve the tDMNLS instead of the limit system on these small

time intervals.

3.3. Proof of Theorem 3

Before we start with the proof of Theorem 3, we make a few preparations. Since

the limit system (3.9) emerges from the tDMNLS (2.24) via replacing the periodic

exponential by its averaged value (see Section 3.1), it is essential to control this re-

placement in the differential equations. Therefore, we describe the difference between

the exponential and its average in terms of the function

gω(σ) = exp
(
−iωφ(σ)

)
− exp(iωδ)− 1

iωδ
, ω 6= 0 , (3.15)

and prove the following lemma containing estimates for integrals involving the prod-

uct of gω with sufficiently smooth functions.

Lemma 4. Let ε > 0, ω 6= 0 and gω as in (3.15). If f ∈ C1(R), then

(i)

∣∣∣∣
∫ 1

0
f(εσ)gω(σ) dσ

∣∣∣∣ ≤
ε

δ
C max
σ∈[0,1]

∣∣ω−1f ′(εσ)
∣∣

and

(ii)

∣∣∣∣
∫ 2

1
f(εσ)gω(σ) dσ

∣∣∣∣ ≤
ε

δ
C max
σ∈[1,2]

∣∣ω−1f ′(εσ)
∣∣ .
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If f ∈ C2(R), then

(iii)

∣∣∣∣
∫ 2

0
f(εσ)gω(σ) dσ

∣∣∣∣ ≤
ε2

δ
C max
σ∈[0,2]

∣∣ω−1f ′′(εσ)
∣∣

and

(iv)

∣∣∣∣
∫ 3

1
f(εσ)gω(σ) dσ

∣∣∣∣ ≤
ε2

δ
C max
σ∈[1,3]

∣∣ω−1f ′′(εσ)
∣∣

Proof. Equation (3.7) allows us to partition

gω(σ) =





gω,1(σ) if σ ∈ [0, 1) ,

gω,2(σ) if σ ∈ [1, 2) ,

with

gω,1(σ) = exp(iωδσ)− exp(iωδ)− 1

iωδ
and

gω,2(σ) = exp(iωδ(2− σ))− exp(iωδ)− 1

iωδ
.

In order to prove assertions (i) and (ii), we use integration by parts. Differentiating

shows that the functions

Gω,1(σ) =
exp(iωδσ)− 1

iωδ
− σ exp(iωδ)− 1

iωδ
and

Gω,2(σ) =
exp(iωδ(2− σ))− exp(iωδ)

−iωδ
− (σ − 1)

exp(iωδ)− 1

iωδ

are anti-derivatives of gω,1 and gω,2, respectively. In addition, we have

Gω,1(0) = Gω,1(1) = 0 and Gω,2(1) = Gω,2(2) = 0 (3.16)

and the estimates

max
σ∈[0,1]

|ωGω,1(σ)| ≤ 1

δ
max
σ∈[0,1]

{
2 + 2σ

}
≤ 4

δ
, (3.17)

max
σ∈[1,2]

|ωGω,2(σ)| ≤ 1

δ
max
σ∈[1,2]

{
2 + 2(σ − 1)

}
≤ 4

δ
, (3.18)

such that integration by parts yields
∣∣∣∣
∫ 1

0
f(εσ)gω(σ) dσ

∣∣∣∣ = ε

∣∣∣∣
∫ 1

0
f ′(εσ)Gω,1(σ) dσ

∣∣∣∣ ≤
ε

δ
C max
σ∈[0,1]

∣∣ω−1f ′(εσ)
∣∣

as well as
∣∣∣∣
∫ 2

1
f(εσ)gω(σ) dσ

∣∣∣∣ = ε

∣∣∣∣
∫ 2

1
f ′(εσ)Gω,2(σ) dσ

∣∣∣∣ ≤
ε

δ
C max
σ∈[1,2]

∣∣ω−1f ′(εσ)
∣∣ .
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For inequality (iii), we employ integration by parts twice. Again, differentiating

shows that the functions

G̃ω,1(σ) =
1

iωδ

(
exp(iωδσ)− 1

iωδ
− σ − σ2

2

(
exp(iωδ)− 1

))

and

G̃ω,2(σ) =
1

−iωδ

(
exp(iωδ(2− σ))− 1

−iωδ

− (σ − 2) exp(iωδ) +
σ2 − 2σ

2

(
exp(iωδ)− 1

))

are anti-derivatives of Gω,1 and Gω,2, respectively. Furthermore, we have

G̃ω,1(0) = G̃ω,2(2) = 0 and G̃ω,1(1) = G̃ω,2(1) .

Because ∣∣∣∣
exp(iωδθ)− 1

iωδ

∣∣∣∣ =

∣∣∣∣
∫ θ

0
exp(iωδξ) dξ

∣∣∣∣ ≤ |θ| , (3.19)

we obtain the estimates

max
σ∈[0,1]

∣∣∣ωG̃ω,1(σ)
∣∣∣ ≤ 3

δ
and max

σ∈[1,2]

∣∣∣ωG̃ω,2(σ)
∣∣∣ ≤ 3

δ
.

Then, splitting the integral and applying integration by parts twice yields
∣∣∣∣
∫ 2

0
f(εσ)gω(σ) dσ

∣∣∣∣ =

∣∣∣∣
∫ 1

0
f(εσ)gω,1(σ) dσ +

∫ 2

1
f(εσ)gω,2(σ) dσ

∣∣∣∣

= ε

∣∣∣∣
∫ 1

0
f ′(εσ)Gω,1(σ) dσ +

∫ 2

1
f ′(εσ)Gω,2(σ) dσ

∣∣∣∣

= ε2

∣∣∣∣
∫ 1

0
f ′′(εσ)G̃ω,1(σ) dσ +

∫ 2

1
f ′′(εσ)G̃ω,2(σ) dσ

∣∣∣∣

≤ ε2

δ
C max
σ∈[0,2]

∣∣ω−1f ′′(εσ)
∣∣ .

By definition (2.18) the function φ is 2-periodic, and hence we obtain
∣∣∣∣
∫ 3

1
f(εσ)gω(σ) dσ

∣∣∣∣ =

∣∣∣∣
∫ 2

1
f(εσ)gω,2(σ) dσ +

∫ 1

0
f
(
ε(σ + 2)

)
gω,1(σ) dσ

∣∣∣∣ .

Now, the inequality (iv) follows analogously via integration by parts and the anti-

derivatives

Ĝω,1(σ) =
1

iωδ

(
exp(iωδσ)− exp(iωδ)

iωδ
− (σ − 1)− σ2 − 1

2

(
exp(iωδ)− 1

))

and

Ĝω,2(σ) =
1

−iωδ

(
exp(iωδ(2− σ))− exp(iωδ)

−iωδ

− (σ − 1) exp(iωδ) +
(σ − 1)2

2

(
exp(iωδ)− 1

))
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of Gω,1 and Gω,2, respectively, with the properties

Ĝω,1(1) = Ĝω,2(1) = 0 and Ĝω,1(0) = G̃ω,2(2) .

Equipped with Lemma 4 we are now in a position to prove Theorem 3.

Proof of Theorem 3. Because we have

∫ 1

0
exp

(
iωδξ

)
dξ =





exp(iωδ)−1
iωδ if ω 6= 0 ,

1 if ω = 0 ,
(3.20)

for the integral in the limit system (3.9), it is convenient to distinguish ω = 0 and

ω 6= 0, and thus to split the index set Im into a “zero set” Zm and a “non-zero set”

Nm given by

Zm =
{

(j, k, l) ∈ Im | ω[jklm] = 0
}

and Nm =
{

(j, k, l) ∈ Im | ω[jklm] 6= 0
}
.

Now, integrating (3.9) gives

vm(t) = vm(0) + i
∑

Zm

∫ t

0
Vjkl(s) ds+ i

∑

Nm

exp(iω[jklm]δ)−1

iω[jklm]δ

∫ t

0
V̂jklm(s) ds . (3.21)

Likewise, we obtain with (2.24)

ym(t) = ym(0) + i
∑

Zm

∫ t

0
Yjkl(s) ds+ i

∑

Nm

∫ t

0
Ŷjklm(s) exp

(
−iω[jklm]φ

(
s
ε

) )
ds .

(3.22)

If we now subtract (3.21) from (3.22), we arrive at

‖y(t)− v(t)‖`1 ≤
∑

m∈Z

∑

Zm

∫ t

0
|Yjkl(s)− Vjkl(s)|ds

+
∑

m∈Z

∑

Nm

∫ t

0

∣∣∣Ŷjklm(s)− V̂jklm(s)
∣∣∣ ds

+
∑

m∈Z

∑

Nm

∣∣∣∣
∫ t

0
V̂jklm(s)gω[jklm]

(
s
ε

)
ds

∣∣∣∣ ,

with gω[jklm]
defined in (3.15). Since
∣∣∣Ŷjklm(s)− V̂jklm(s)

∣∣∣ = |Yjkl(s)− Vjkl(s)|

≤ |yj(s)− vj(s)| · |ȳk(s)| · |yl(s)|
+ |vj(s)| · |ȳk(s)− v̄k(s)| · |yl(s)|
+ |vj(s)| · |v̄k(s)| · |yl(s)− vl(s)| ,
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we obtain

‖y(t)− v(t)‖`1 ≤ C(M0)

∫ t

0
‖y(s)− v(s)‖`1 ds

+
∑

m∈Z

∑

Nm

∣∣∣∣
∫ t

0
V̂jklm(s)gω[jklm]

(
s
ε

)
ds

∣∣∣∣ . (3.23)

In order to complete the proof of Theorem 3, we now deduce estimates for the second

term in (3.23) under the assumptions of the settings (i) and (ii), respectively. Then,

the two assertions follow from Gronwall’s lemma.

First, we fix t ∈ [0, T ] and use the partition t = (L + θ)ε + tε with L ∈ N even,

θ ∈ {0, 1} and tε ∈ [0, ε) obtaining the decomposition
∫ t

0
V̂jklm(s)gω[jklm]

(
s
ε

)
ds = T

(1)
jklm + T

(2)
jklm + T

(3)
jklm ,

with

T
(1)
jklm =

L
2
−1∑

p=0

∫ 2ε(p+1)

2εp
V̂jklm(s)gω[jklm]

(
s
ε

)
ds , (3.24)

T
(2)
jklm =

∫ ε(L+θ)

εL
V̂jklm(s)gω[jklm]

(
s
ε

)
ds (3.25)

and

T
(3)
jklm =

∫ ε(L+θ)+tε

ε(L+θ)
V̂jklm(s)gω[jklm]

(
s
ε

)
ds .

We conclude from (3.19) that
∣∣∣gω[jklm]

(
s
ε

)∣∣∣ ≤ 2 and because
∣∣V̂jklm(s)

∣∣ = |Vjkl(s)|,
we immediately obtain

∑

m∈Z

∑

Nm

∣∣∣T (2)
jklm

∣∣∣ ≤ εC(M0) and
∑

m∈Z

∑

Nm

∣∣∣T (3)
jklm

∣∣∣ ≤ εC(M0) .

Moreover, if we substitute σ = s/ε in each summand of (3.24) and apply part (i)

and (ii) of Lemma 4, we get the estimate

∑

m∈Z

∑

Nm

∣∣∣T (1)
jklm

∣∣∣ ≤ ε

δ
tC max

s∈[0,t]

∑

m∈Z

∑

Nm

∣∣∣ω−1
[jklm]V̂

′
jklm(s)

∣∣∣ .

Since 0 ≤ |ω−1
[jklm]| ≤ 1 for m ∈ Z and (j, k, l) ∈ Nm, we have

∣∣∣ω−1
[jklm]V̂

′
jklm(s)

∣∣∣ ≤
∣∣V ′jkl(s)

∣∣+ α |Vjkl(s)| , (3.26)

and hence Lemma 21 (Appendix A) implies

∑

m∈Z

∑

Nm

∣∣∣∣
∫ t

0
V̂jklm(s)gω[jklm]

(
s
ε

)
ds

∣∣∣∣ ≤ ε
(
1 + 1+α

δ t
)
C(M0) . (3.27)
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Now, combining (3.23) with (3.27) results in

‖y(t)− v(t)‖`1 ≤ C(M0)

∫ t

0
‖y(s)− v(s)‖`1 ds+ ε

(
1 + 1+α

δ t
)
C(M0)

and Gronwall’s lemma yields part (i) of Theorem 3.

We attain part (ii) by improving the estimate (3.27). Since now tk is a multiple of

ε, we have tk = (L+ θ)ε with L ∈ N even, θ ∈ {0, 1}, and hence
∫ tk

0
V̂jklm(s)gω[jklm]

(
s
ε

)
ds = T

(1)
jklm + T

(2)
jklm ,

with T
(1)
jklm and T

(2)
jklm given in (3.24) and (3.25). After substituting σ = s/ε, part

(iii) of Lemma 4 yields the estimate

∑

m∈Z

∑

Nm

∣∣∣T (1)
jklm

∣∣∣ ≤ ε2

δ
tkC max

s∈[0,tk]

∑

m∈Z

∑

Nm

∣∣∣ω−1
[jklm]V̂

′′
jklm(s)

∣∣∣

and part (i) of Lemma 4 yields

∑

m∈Z

∑

Nm

∣∣∣T (2)
jklm

∣∣∣ ≤ ε2

δ
tkC max

s∈[0,tk]

∑

m∈Z

∑

Nm

∣∣∣ω−1
[jklm]V̂

′
jklm(s)

∣∣∣ .

Combining (3.26) and
∣∣∣ω−1

[jklm]V̂
′′
jklm(s)

∣∣∣ ≤
∣∣V ′′jkl(s)

∣∣+ 2α
∣∣V ′jkl(s)

∣∣+ α2
∣∣ω[jklm]Vjkl(s)

∣∣

with Lemma 21 (Appendix A) leads to the improved estimate

∑

m∈Z

∑

Nm

∣∣∣∣
∫ tk

0
V̂jklm(s)gω[jklm]

(
s
ε

)
ds

∣∣∣∣ ≤
ε2

δ
tk

(
(1 + α)C(M0) + (α+ α2)C(M2)

)
.

(3.28)

Now, part (ii) of Theorem 3 follows by inserting (3.28) into (3.23) and applying

Gronwall’s lemma. In particular, we observe that for α = 0 the estimate improves

as specified.





CHAPTER 4

The adiabatic Euler method

In this chapter, we commence constructing novel numerical methods for the DMNLS

whose accuracy is not fixed by the value ε and whose accuracy improves reliably if

the step-size is decreased, cf. Section 2.3. One essential idea is not to approximate

solutions of the DMNLS directly; instead, we use the tDMNLS as an equivalent

formulation of the problem. Our approach extends techniques from [38,39] and is in-

troduced in Section 4.1 to obtain a first-order method – the adiabatic Euler method.

First-order methods are certainly not satisfactory to approximate solutions of the

DMNLS, however, studying first-order methods permits valuable insight for the con-

struction and the analysis of more elaborate methods. We state our results regarding

the analysis of the adiabatic Euler method and illustrate the behavior of the method

by numerical examples in Section 4.2. The proof of the error bound is postponed to

Section 4.3.

4.1. Construction

Let tn = nτ with n ∈ N and step-size τ > 0. Taking the integral from tn to tn+1 of

the tDMNLS (2.24) yields

ym(tn+1) = ym(tn) + i
∑

Im

∫ tn+1

tn

Ŷjklm(s) exp
(
−iω[jklm]φ

(
s
ε

))
ds , m ∈ Z . (4.1)

The integral in (4.1) is highly oscillatory such that it is essential not to approximate it

naively by a quadrature formula. The key idea of our approach is to retain the integral

over the highly oscillatory phases and solely fix non-oscillatory terms at s = tn.

However, we can choose either to fix the term exp(−iω[jklm]αs) along with the term

Yjkl(s) or to retain the term inside the integral. This results in two different variants

37
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of the adiabatic Euler method which both yield approximations y(n)
m ≈ ym(tn) to

solutions of the tDMNLS:

the φ-variant

y(n+1)
m = y(n)

m + i
∑

Im

Ŷ
(n)
jklm

∫ tn+1

tn

exp
(
−iω[jklm]φ

(
s
ε

))
ds , (4.2)

the φ̂-variant

y(n+1)
m = y(n)

m + i
∑

Im

Y
(n)
jkl

∫ tn+1

tn

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds . (4.3)

Here, we abbreviate

Y
(n)
jkl = y

(n)
j y

(n)
k y

(n)
l and Ŷ

(n)
jklm = Y

(n)
jkl exp(−iω[jklm]tnα) . (4.4)

In the φ-variant the entire term Ŷjklm(s) is fixed at s = tn, whereas the term

exp(−iω[jklm]αs) is kept inside the integral in the φ̂-variant. The remaining integral

in both methods can be computed exactly in each time-step by suitably decomposing

the integral at multiples of ε.

In the following, we show how to compute the integral of the φ̂-variant because the

integral of the φ-variant can be treated alike with α = 0. The computation follows

a recurring principle: because there is no explicit formula for the integrand due to

the piecewise defined function χ, given in (1.3), we split the integration interval at

integer multiples of ε obtaining sub-intervals of length ε and two smaller remainder

intervals. If we distinguish odd and even multiples of ε, the definition (2.18) yields

an explicit formula for the integrand on each sub-interval. Hence, we can compute

all sub-integrals exactly and then obtain the entire integral by adding up.

We choose κ1, κ2 ∈ N with κ2 ≥ κ1 such that (εκ1 − tn) ∈ [0, ε) and (tn+1 − εκ2) ∈
[0, ε). Then, we partition

∫ tn+1

tn

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds = T1 + T2 + T3 , (4.5)

with

T1 =

∫ εκ1

tn

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds ,

T2 =

κ2−1∑

p=κ1

∫ (p+1)ε

pε
exp

(
−iω[jklm]φ̂

(
s
ε

))
ds ,

T3 =

∫ tn+1

εκ2

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds .
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Now, we can compute all sub-integrals by substituting σ = s/ε and using the follow-

ing lemma. For convenience, we employ the abbreviation

Eθ(z) := exp(−iωθz) for θ ∈ {α, δ}.

Lemma 5. Let ω 6= 0 and a ∈ [κ, κ+ 1], b ∈ [κ, κ+ 1] for some κ ∈ N.

(i) If κ is even, then

∫ b

a
exp

(
−iωφ̂(σ)

)
dσ =

Eα(εb)Eδ(κ− b)− Eα(εa)Eδ(κ− a)

−iω(αε− δ) .

(ii) If κ is odd, then

∫ b

a
exp

(
−iωφ̂(σ)

)
dσ =

Eα(εb)Eδ(b− κ− 1)− Eα(εa)Eδ(a− κ− 1)

−iω(αε+ δ)
.

Proof. By definition (2.18), we have

φ̂(z) =





−δ(z − κ) + αεz if z ∈ [κ, κ+ 1) , κ even ,

δ
(
z − (κ+ 1)

)
+ αεz if z ∈ [κ, κ+ 1) , κ odd .

Hence, we obtain for even κ

∫ b

a
exp

(
−iωφ̂(σ)

)
dσ =

∫ b−κ

a−κ
Eα
(
ε(σ + κ)

)
Eδ(−σ) dσ .

Applying the integration by parts formula gives

∫ b−κ

a−κ
Eα
(
ε(σ + κ)

)
Eδ(−σ) dσ = (iωδ)−1

(
Eα(εb)Eδ(κ− b)− Eα(εa)Eδ(κ− a)

)

+
αε

δ

∫ b−κ

a−κ
Eα
(
ε(σ + κ)

)
Eδ(−σ) dσ . (4.6)

Now, the desired integral stands on both sides of the equation (4.6), and hence

rearranging the terms combined with the relation

(
1− αε

δ

)−1
(iωδ)−1 =

(
−iω(αε− δ)

)−1

yields the assertion (i). Equation (ii) follows analogously.

Clearly, the decomposition (4.5) combined with repeated application of Lemma 5

allows us to compute the integrals appearing in both variants, (4.2) and (4.3), of the

adiabatic Euler method exactly. However, there is a considerable difference between
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both methods in implementing this computation due to the fact that the integrand

in the φ-variant is periodic: if α = 0, then Lemma 5 yields
∫ p+1

p
exp (−iωφ(σ)) dσ =

exp(iωδ)− 1

iωδ
for p ∈ N , (4.7)

and hence

T2 = ε

κ2−1∑

p=κ1

∫ p+1

p
exp (−iωφ(σ)) dσ = ε(κ2 − κ1)

exp(iωδ)− 1

iωδ
.

Thus, the periodicity of the integrand in (4.2) allows us to compute the integral

with constant complexity. In contrast, the value of each sub-integral in method (4.3)

changes on each sub-interval. Since the number of sub-integrals grows for increasing

step-sizes τ , this implies additional computational costs if τ is large compared to ε.

We investigate this observation in the course of numerical experiments presented in

Section 4.2.1.

4.2. Properties: accuracy and relation to the limit system

In the next theorem, we state first-order convergence of the adiabatic Euler method

with a constant independent of ε.

Theorem 6. The global error of the adiabatic Euler method applied to the tDMNLS

(2.24) satisfies the following bounds.

(i) If y0 ∈ `23, then the global error of the φ-variant (4.2) is bounded by
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ τ

(
C(T,My

0 ) + αC(T,My
2 )
)
, τn ≤ T ,

for sufficiently small step-sizes τ .

(ii) If y0 ∈ `21, then the global error of the φ̂-variant (4.3) is bounded by
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ τC(T,My

0 ) , τn ≤ T ,

for sufficiently small step-sizes τ .

Theorem 6 is proven in Section 4.3.

Remark. We require “sufficiently small step-sizes” in Theorem 6 and in all subsequent

theorems concerning the accuracy of our numerical methods because we rely on

a standard bootstrap-type argument (cf. [15,18,20,25,31]) in order to ensure the

boundedness of the numerical solution in `1. This argument is given in detail in

Appendix B and we will point out where it enters our respective error analysis at
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the appropriate place. We emphasize that step-size restrictions in this vein are not

a characteristic property of the DMNLS nor specific for the introduced methods in

this thesis. Moreover, we report that we did not encounter any stability problems

with “large” step-sizes in our numerical experiments.

Theorem 6 states first-order convergence independently of ε for both variants of the

adiabatic Euler method. However, we require different levels of regularity for the

initial value y0. In summary, we observe that fixing the term exp(−iω[jklm]αs) in

the φ-variant yields, on the one hand, a periodic integrand allowing us to compute

the arising integrals efficiently, see (4.7). On the downside, we require higher regu-

larity for the initial value compared to the φ̂-variant for first-order convergence. We

illustrate the behavior of the adiabatic Euler method in the numerical experiments

presented in Section 4.2.1.

Because the tDMNLS (2.24) converges to the limit system (3.9) for ε → 0 (see

Theorem 3) it is natural to investigate the behavior of the adiabatic Euler method

in the same limit. The next lemma connects the adiabatic Euler method applied to

the tDMNLS and the standard explicit Euler method applied to the limit system.

Lemma 7. Let a, b ∈ R with b > a. We have

lim
ε→0

∫ b

a
exp

(
−iωφ

(
s
ε

))
ds = (b− a)

∫ 1

0
exp

(
iωδξ

)
dξ .

Proof. Considering the partition a = κ1ε− r∗1 and b = κ2ε+ r∗2 with κ1, κ2 ∈ N and

r∗1, r
∗
2 ∈ [0, ε) yields the decomposition

lim
ε→0

∫ b

a
exp

(
−iωφ

(
s
ε

))
ds = T1 + T2 + T3 ,

with

T1 =

∫ κ1ε

κ1ε−r∗1
exp

(
−iωφ

(
s
ε

))
ds , T2 =

∫ κ2ε

κ1ε
exp

(
−iωφ

(
s
ε

))
ds ,

T3 =

∫ κ2ε+r∗2

κ2ε
exp

(
−iωφ

(
s
ε

))
ds .

Because |T1| ≤ ε and |T3| ≤ ε, we have limε→0 T1 = 0 and limε→0 T3 = 0, respectively.

Moreover, the relation (4.7) implies

T2 = ε(κ2 − κ1)

∫ 1

0
exp

(
iωδξ

)
dξ = (b− r∗2 − a+ r∗1)

∫ 1

0
exp

(
iωδξ

)
dξ

and passing to the limit ε→ 0 completes the proof.
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Consequently, we infer from Lemma 7 that for fixed τ the φ-variant (4.2) of the

adiabatic Euler method applied to the tDMNLS reduces in the limit ε → 0 to the

standard explicit Euler method

v(n+1)
m = v(n)

m + τ i
∑

Im

V̂
(n)
jklm

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

for the limit system.

Remark. One can show similarly to Lemma 7 that

lim
ε→0

∫ b

a
exp

(
−iωφ̂

(
s
ε

))
ds =

∫ b

a
exp (−iωαs) ds

∫ 1

0
exp

(
iωδξ

)
dξ ,

and hence the φ̂-variant (4.3) of the adiabatic Euler method reduces in the limit

ε→ 0 to the method

v(n+1)
m = v(n)

m + i
∑

Im

V
(n)
jkl

∫ tn+1

tn

exp (−iωαs) ds

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

for the limit system.

4.2.1. Numerical experiments

In the following, we illustrate the behavior of the adiabatic Euler method by numer-

ical examples. We consider the tDMNLS with α = 0.1, δ = 1 and T = 1 with initial

value1 u0(x) = e−3x2e3ix and 64 equidistant grid points in the interval [−π, π] for

ε = 0.01, 0.005, 0.002. To this setting we apply both variants, (4.2) and (4.3), of the

adiabatic Euler method. The reference solution is computed by the Strang splitting

method with a large number of steps (≈ 106).

Figure 4.1 shows the accuracy of the φ-variant (4.2) and the φ̂-variant (4.3) of the

adiabatic Euler method for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002

(bottom left). In addition, the accuracy of the Strang splitting method is shown

for comparison. The dashed blue line is a reference line for order one, and the

black vertical line highlights the value τ = ε. First, we observe the familiar erratic

behavior of the Strang splitting method, see Section 2.3. In addition, we observe

first-order convergence of the adiabatic Euler method in both variants in each panel

of Figure 4.1, i.e. convergence independently of ε as stated in Theorem 6.

Figure 4.2 shows the corresponding computation times of the φ-variant and the φ̂-

variant of the adiabatic Euler method. Again, the black vertical line highlights the

value τ = ε. We observe that the computation time of the φ-variant is independent
1The initial value is only approximately periodic, but this error can be neglected.
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Figure 4.1: Maximal `20-error over time of both variants of the adiabatic Euler method
for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). For
comparison, the `20-error of the Strang splitting is shown. The dashed blue line is a
reference line for order one and the black vertical line is at τ = ε.
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Figure 4.2: Computational time of the φ-variant and the φ̂-variant of the adiabatic
Euler method for various step-sizes and for ε = 0.01 (top left), ε = 0.005 (top right)
and ε = 0.002 (bottom left).
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of the value ε, whereas the computation time of the φ̂-variant behaves differently. In

the regime τ > ε (right of the black line), the computational time of the φ̂-variant is

larger than the computation time of the φ-variant in each panel. In the regime τ < ε

(left of the black line), the computational times of the methods are almost identical.

Moreover, we observe that decreasing the value of ε results in higher computational

costs for the φ̂-variant. This is because for large step-sizes τ (compared to the value

of ε) the number of summands in T2 in the decomposition (4.5) increases. This effect,

in turn, increases the computation cost for the φ̂-variant, whereas we can exploit the

periodicity of the function φ in the φ-variant, see (4.7).

4.3. Proof of Theorem 6

In order to prove first-order convergence uniformly in ε for both variants, (4.2) and

(4.3), of the adiabatic Euler method, we follow the classical concept of “stability

and consistency yields convergence”. Before we start with the proof, we make a few

preparations. First, let

Ψn
θ (z) =

(
ψnθ,m(z)

)
m∈Z (4.8)

denote n ∈ N steps of the φ-variant of the adiabatic Euler method with step-size τ

starting at time θ with initial data z = (zm)m∈Z. If n = 1, we simply write Ψθ(z)

instead of Ψ1
θ(z). Moreover, for k, n ∈ N the relations

Ψ0
θ(z) = z and Ψn

tk
(z) = Ψtn+k−1

(
Ψn−1
tk

(z)
)

follow directly from the definition. Analogously, we define

Ψ̂n
θ (z) =

(
ψ̂nθ,m(z)

)
m∈Z

for the φ̂-variant.

Next, we state and prove two lemmas concerning the local error (consistency) and

the stability of the adiabatic Euler method, respectively.

Lemma 8. The local error the adiabatic Euler method applied to the tDMNLS (2.24)

satisfies the following bounds.

(i) If y0 ∈ `23, then the local error of the φ-variant (4.2) is bounded by

∥∥y(tn+1)−Ψtn

(
y(tn)

)∥∥
`1
≤ τ2

(
C(My

0 ) + αC(My
2 )
)
, nτ ≤ T .

(ii) If y0 ∈ `21, then the local error of the φ̂-variant (4.3) is bounded by
∥∥∥y(tn+1)− Ψ̂tn

(
y(tn)

)∥∥∥
`1
≤ τ2C(My

0 ) , nτ ≤ T .
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Proof. Expanding the exact solution of the tDMNLS (4.1) yields

ym(tn+1) = ym(tn) + i
∑

Im

Ŷjklm(tn)

∫ tn+1

tn

exp
(
−iω[jklm]φ

(
s
ε

))
ds

+ i
∑

Im

∫ tn+1

tn

∫ s

tn

Ŷ ′jklm(σ) dσ exp
(
−iω[jklm]φ

(
s
ε

))
ds . (4.9)

Moreover, one step with method (4.2) starting at the exact value y(tn) reads

Ψtn

(
y(tn)

)
= ym(tn) + i

∑

Im

Ŷjklm(tn)

∫ tn+1

tn

exp
(
−iω[jklm]φ

(
s
ε

))
ds . (4.10)

Hence, subtracting (4.10) from (4.9) yields

∥∥y(tn+1)−Ψtn

(
y(tn)

)∥∥
`1
≤
∑

m∈Z

∑

Im

∫ tn+1

tn

∫ s

tn

∣∣∣Ŷ ′jklm(σ)
∣∣∣ dσ .

Because of the estimate
∣∣∣Ŷ ′jklm(σ)

∣∣∣ =
∣∣(Y ′jkl(σ)− iω[jklm]αYjkl(σ)

)
exp(−iω[jklm]σα)

∣∣

≤
∣∣Y ′jkl(σ)

∣∣+ α
∣∣ω[jklm]Yjkl(σ)

∣∣ , (4.11)

the bound (i) follows with Lemma 22 (Appendix A).

The estimate (ii) follows analogously if we subtract one step of method (4.3) with

initial value y(tn) from the alternative expansion

ym(tn+1) = ym(tn) + i
∑

Im

Yjkl(tn)

∫ tn+1

tn

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds

+ i
∑

Im

∫ tn+1

tn

∫ s

tn

Y ′jkl(σ) dσ exp
(
−iω[jklm]φ̂

(
s
ε

))
ds

of the exact solution. This yields

∥∥∥y(tn+1)− Ψ̂tn

(
y(tn)

)∥∥∥
`1
≤
∑

m∈Z

∑

Im

∫ tn+1

tn

∫ s

tn

∣∣Y ′jkl(σ)
∣∣ dσ

and the estimate (ii) follows with Lemma 22 (Appendix A).

Remark. The different levels of regularity for the initial value y0 required in the

proof for both variants of the adiabatic Euler method originate from the fact that

differentiating the function Ŷjklm(s) yields a summand with the factor ω[jklm], see

(4.11). This factor does not appear if we differentiate the function Yjkl(s).

The second lemma concerns the stability of the adiabatic Euler method.
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Lemma 9. For µ, ν ∈ `1 with M := max{‖µ‖`1 , ‖ν‖`1} we have

‖Ψtn(µ)−Ψtn(ν)‖`1 ≤ eτC(M) ‖µ− ν‖`1
and ∥∥∥Ψ̂tn(µ)− Ψ̂tn(ν)

∥∥∥
`1
≤ eτC(M) ‖µ− ν‖`1 .

Proof. Inserting µ and ν in method (4.2) yields

‖Ψtn(µ)−Ψtn(ν)‖`1 ≤
∑

m∈Z
|ψtn,m(µ)− ψtn,m(ν)|

≤
∑

m∈Z
|µm − νm|+ τ

∑

m∈Z

∑

Im

|µjµkµl − νjνkνl| .

Because of the relation

|µjµkµl − νjνkνl| ≤ |µj − νj | · |µk| · |µl|+ |νj | · |νk − νk| · |µl|
+ |νj | · |νk| · |µl − νl| ,

we obtain

‖Ψtn(µ)−Ψtn(ν)‖`1 ≤ ‖µ− ν‖`1 + 3τM2 ‖µ− ν‖`1

and with (1 + x) ≤ ex the first estimate follows. Moreover, we have
∣∣∣ψ̂tn,m(µ)− ψ̂tn,m(ν)

∣∣∣ = |ψtn,m(µ)− ψtn,m(ν)| ,

and hence the second estimate follows analogously.

With these preparations, we are now in a position to prove Theorem 6 by combin-

ing Lemma 9 and Lemma 8 with the classical telescoping sum argument of Lady

Windermere’s fan, see [30].

Proof of Theorem 6. We start by proving the first-order convergence of the φ-

variant (4.2) of the adiabatic Euler method.

First, we establish the boundedness of the numerical scheme in `1. On the basis

of Lemma 9 and Lemma 8 the φ-variant of the adiabatic Euler method fulfills the

assumptions of Proposition 23 (Appendix B). Hence, we can choose, e.g., the constant

M?
0 = 2My

0 in order to obtain a step-size τ0 = C(T,My
0 , Cloc), where Cloc is the

constant from the local error bound in Lemma 8, such that for step-sizes τ ≤ τ0 we

have
∥∥∥Ψn

tp

(
y(tp)

)∥∥∥
`1
≤M?

0 = C(My
0 ) for all p ∈ N , tp+n ≤ T . (4.12)
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Now, the first-order convergence follows with the telescoping sum

∥∥∥y(tn)−Ψn
0

(
y(0)
)∥∥∥
`1
≤

n−1∑

k=0

∥∥∥Ψk
tn−k

(
y(tn−k)

)
−Ψk+1

tn−k−1

(
y(tn−k−1)

)∥∥∥
`1
. (4.13)

Thanks to the boundedness of the numerical solution (4.12), applying Lemma 9

repeatedly gives

∥∥∥y(tn)−Ψn
0

(
y(0)
)∥∥∥
`1
≤ eTC(My

0 )
n−1∑

k=0

∥∥y(tn−k)−Ψtn−k−1

(
y(tn−k−1)

)∥∥
`1
. (4.14)

Finally, we obtain with Lemma 8 the estimate
∥∥∥y(tn)−Ψn

0

(
y(0)
)∥∥∥
`1
≤ TeTC(My

0 )
(
C(My

0 ) + αC(My
2 )
)
τ .

Analogously, we get
∥∥∥y(tn)− Ψ̂n

0

(
y(0)
)∥∥∥
`1
≤ TeTC(My

0 )C(My
0 )τ

for the φ̂-variant of the adiabatic Euler method.

Remark. The boundedness of the numerical solution (4.12) is crucial for obtaining

an uniform bound with respect to n in the estimate (4.14) with Lemma 9. Otherwise

the constant from Lemma 9 changes in each application.



CHAPTER 5

The adiabatic midpoint rule

In Chapter 4, we have laid the foundation to construct numerical methods for the

tDMNLS. Now, we aim for higher order methods using the same construction princi-

ples. Because evaluating the right-hand side of the tDMNLS is rather expensive due

to the multiple sum structure, we restrict ourselves to one evaluation in each time-

step. If we additionally require an explicit scheme, these specifications naturally lead

us towards a two-step method based on the explicit midpoint rule. The resulting

adiabatic midpoint rule is introduced in Section 5.1. Following the construction, we

state and illustrate the results of our error analysis of the adiabatic midpoint rule in

Section 5.2. This error analysis (Theorem 10 and Theorem 11) is the first main result

in this thesis. It turns out that our approach does not give a “classical” second-order

method. Instead, the error behavior is rather unique in the sense that we obtain

various levels of accuracy for different choices of step-sizes. For a full understanding

and a proof of this behavior, we deviate from the classical concept “stability and con-

sistency yields convergence” and thoroughly investigate the highly oscillatory error

terms of the method in Section 5.3 and Section 5.4.

Remark. The results of this chapter (in particular Theorem 10) have been published

to some extend with Prof. Dr. Tobias Jahnke in the preprint [40].

5.1. Construction

Integrating the tDMNLS from tn−1 to tn+1 gives

ym(tn+1) = ym(tn−1) + i
∑

Im

∫ tn+1

tn−1

Ŷjklm(s) exp
(
−iω[jklm]φ

(
s
ε

) )
ds , m ∈ Z .

Similar to the construction of the adiabatic Euler method (cf. Section 4.1), we con-

sider two options for approximating the remaining integral which gives rise to two

49
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different variants of the adiabatic midpoint rule:

the φ-variant

y(n+1)
m = y(n−1)

m + i
∑

Im

Ŷ
(n)
jklm

∫ tn+1

tn−1

exp
(
−iω[jklm]φ

(
s
ε

))
ds , (5.1)

the φ̂-variant

y(n+1)
m = y(n−1)

m + i
∑

Im

Y
(n)
jkl

∫ tn+1

tn−1

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds , (5.2)

with Ŷ (n)
jklm and Y (n)

jkl defined in (4.4).

The adiabatic midpoint rule is an explicit two-step scheme. As a starting step, we

propose the φ̂-variant of the adiabatic Euler method, i.e.

y(1)
m = y(0)

m + i
∑

Im

Y
(0)
jkl

∫ τ

0
exp

(
−iω[jklm]φ̂

(
s
ε

))
ds , (5.3)

because it has lower regularity requirements than the φ-variant, see Theorem 6.

Similar to the adiabatic Euler method, one can compute the remaining integrals in

the methods (5.1) and (5.2) exactly by Lemma 5 via a suitable decomposition of the

integrals at multiples of ε, cf. (4.5). Again, the periodic integrand in the φ-variant

allows us to compute the integral with constant complexity with respect to ε, cf.

Section 4.1.

5.2. Properties: relation to the limit system and accuracy

As a first property of the adiabatic midpoint rule, we observe that by Lemma 7 the

φ-variant (5.1) reduces in the limit ε→ 0 to the standard explicit midpoint rule

v(n+1)
m = v(n−1)

m + 2τ i
∑

Im

V̂
(n)
jklm

∫ 1

0
exp(iω[jklm]δξ) dξ

for the limit system. Furthermore, there is an additional relation to the limit system

for fixed ε. If we choose step-sizes τ = kε for some k ∈ N, then the integral in (5.1)

simplifies to
∫ tn+1

tn−1

exp
(
−iω[jklm]φ

(
s
ε

))
ds = 2τ

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ ,

cf. Lemma 5 (with α = 0), see also (4.7). In this case the φ-variant of the adiabatic

midpoint rule (5.1) reads

y(n+1)
m = y(n−1)

m + 2τ i
∑

Im

Ŷ
(n)
jklm

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ . (5.4)
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Hence, the method can be interpreted as the classical explicit midpoint rule applied

to the limit system (3.9), i.e. y(n)
m ≈ vm(tn). This results in an advantageous error

behavior for these specific step-sizes.

Remark. Similarly, the adiabatic Euler method (4.2) reduces to the standard explicit

Euler method for fixed ε and step-sizes τ = kε for k ∈ N. However, in this case there

is no particular advantage concerning the error behavior.

As a whole, the error behavior of the adiabatic midpoint rule is rather complex. In

contrast to the “classical” error behavior of the explicit midpoint rule, we do not

obtain second-order convergence for arbitrary step-sizes. Instead, we get first-order

convergence, although with a constant independent of ε. Moreover, in addition to

the beneficial connection to the limit system there is another special feature of the

adiabatic midpoint rule: the accuracy of the method improves by a factor of ε for

step-sizes τ that are integer fractions of ε.

The following two theorems contain the results of our error analysis of the adiabatic

midpoint rule, they constitute the first main result in this thesis. In the first theorem,

we state the error behavior of the φ-variant (5.1).

Theorem 10. Let y(n) be the approximations of the tDMNLS (2.24) with the φ-

variant of the adiabatic midpoint rule (5.1). Then, the global error satisfies the

following bounds.

(i) If y0 ∈ `23, then we have

∥∥∥y(tn)− y(n)
∥∥∥
`1
≤ τ

(
C(T,My

0 ) + αC(T,My
2 )
)
, τn ≤ T,

for sufficiently small step-sizes τ .

(ii) If y0 ∈ `25 and if we choose step-sizes τ = ε/k for some k ∈ N, then we have

∥∥∥y(tn)− y(n)
∥∥∥
`1
≤ ετ

(
C(T,My

0 ) + αC(T,My
2 ) + α2C(T,My

4 )
)
, τn ≤ T,

for sufficiently small step-sizes τ .

(iii) Suppose that Assumption 1 holds. If y0 ∈ `25 and if we choose step-sizes τ = εk

for some k ∈ N, then we have

∥∥∥y(tn)− y(n)
∥∥∥
`1
≤
(
ε2

δ + τ2
)
C(T, α,M0,M2,M4) , τn ≤ T,

for sufficiently small step-sizes τ . In case of α = 0 the constant depends only

on T and M0.
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Theorem 10 is proven in Section 5.3.

For the φ̂-variant (5.2) of the adiabatic midpoint rule, we obtain a corresponding

theorem for the accuracy of the method. It turns out that the special step-sizes –

integer multiples and integer fractions of ε – again lead to an improved accuracy.

As for the adiabatic Euler method, the φ̂-variant of the adiabatic midpoint rule

requires lower regularity for the initial value y0, cf. Theorem 6. This benefit is again

accompanied by higher computational costs due to the more expansive evaluations

of the remaining integral in the scheme, cf. Section 4.1.

Theorem 11. Let y(n) be the approximations of the tDMNLS (2.24) with the φ̂-

variant of the adiabatic midpoint rule (5.2). Then, the global error satisfies the

following bounds.

(i) If y0 ∈ `21, then we have
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ τC(T,My

0 ) , τn ≤ T,

for sufficiently small step-sizes τ .

(ii) If y0 ∈ `23 and if we choose step-sizes τ = ε/k for some k ∈ N, then we have
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ ετ

(
C(T,My

0 ) + αC(T,My
2 )
)
, τn ≤ T,

for sufficiently small step-sizes τ .

(iii) Suppose that Assumption 1 holds. If y0 ∈ `23 and if we choose step-sizes τ = εk

for some k ∈ N, then we have
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤
(
ε2

δ + τ2
)
C(T, α,M0,M2) , τn ≤ T,

for sufficiently small step-sizes τ . In case of α = 0 the constant depends only

on T and M0.

Theorem 11 is proven in Section 5.4.

In the following, we demonstrate the assertions of Theorem 10 and Theorem 11 by a

numerical example. We consider the tDMNLS with α = 0.1, T = 1, δ = 1, the initial

value u0(x) = e−3x2e3ix with 64 equidistant grid points in the interval [−π, π] for

ε = 0.01 and ε = 0.002. To either setting, we apply both variants, (5.1) and (5.2),

of the adiabatic midpoint rule. The reference solution is computed by the Strang

splitting method with a large number of steps (> 106).

The left panels of Figure 5.1 show the accuracy of the adiabatic midpoint rule for

roughly logarithmically spread step-sizes τ . The dashed blue lines are reference lines
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Figure 5.1: Maximal `20-error over time of the adiabatic midpoint rule in variants (5.1)
and (5.2) for ε = 0.01 (top) and ε = 0.002 (bottom). In the left panels, the accuracy
is shown for many different step-sizes τ , additionally, the accuracy of the Strang
splitting is displayed as a reference. In the right panels only step-sizes that are
integer multiples and integer fractions of ε are shown. The black vertical line is at
τ = ε
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for order one and order two. The black vertical line highlights the value τ = ε.

Moreover, the accuracy of the Strang splitting method is shown. In this setting,

the behavior of the adiabatic midpoint rule appears to be as erratic as the behavior

of the Strang splitting method, i.e. small changes of the step-size can change the

error by a factor of 10 to 100. Even though the adiabatic midpoint rule appears to

be “better than order one for many step-sizes” several outliers stipulate first-order

convergence as claimed in Theorem 10 and 11 part (i).

The right panels of Figure 5.1 display solely the error of the adiabatic midpoint

rule for step-sizes chosen according to part (ii) and (iii) of Theorem 10 and 11, i.e.

step-sizes that are integer multiples and integer fractions of ε. Here, the dashed

blue lines are references for O(τ2) and O(τε). We observe second-order accuracy in

the regime τ > ε (right of the black line) and an accuracy in O(τε) for τ < ε (left

of the black line) as stated in part (ii) and (iii) of Theorem 10 and Theorem 11,

respectively. Moreover, the numerical experiment suggests that the constant of the

global error bound for the φ̂-variant of the adiabatic midpoint rule is smaller than the

corresponding constant of the φ-variant. Hence, the periodic integral in the φ-variant

of the adiabatic midpoint rule, and thus the reduced computational time, appears

to come at a cost of a slightly larger error constant in the global error bound.

Remark. In the top right panel of Figure 5.1, we even observe second-order accuracy

for very small step-sizes τ suggesting that at some point the step-size τ is small

enough such that the method resolves the oscillations produced by φ
(
s
ε

)
and φ̂

(
s
ε

)
,

respectively, and the “classical” second-order of the standard explicit midpoint rule is

reflected. Although this behavior is somewhat expected, it is unclear1 how to prove

that the accuracy of the method increases after a certain threshold for the step-size.

This is because higher order time derivatives of the solution y of the tDMNLS do

not exist due to the discontinuous coefficient function γ.

Conclusion. The previous theorems and observations show that approximating so-

lutions of the tDMNLS by the adiabatic midpoint rule with step-sizes τ = kε provides

an accuracy of O(τ2). This is the same level of accuracy that one can obtain by the

standard explicit midpoint rule applied to the limit system, see Chapter 3. How-

ever, if a better accuracy than O(ε2) is desired, one can use the adiabatic midpoint

rule with the special step-size τ = ε/k for some k ∈ N. This gives an accuracy of

O(τε) = O(ε2/k), whereas such step-sizes only lead to an accuracy of O(ε) in the

case of the standard explicit midpoint rule applied to the limit system. In this sense,

1In this context, the term “unclear” as usual stands for “unknown to the author”.
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the adiabatic midpoint rule provides reliable approximations of the tDMNLS in any

desired accuracy.

Approximations of the tDMNLS with the adiabatic midpoint rule are usually lim-

ited to discretization points tn that are integer multiples or integer fractions of ε.

However, this is not a severe restriction because approximations at other times

t ∈ (tn, tn+1) can be obtained by subsequent time integration in the small time

interval (tn, t) as, e.g., in the case of the stroboscopic averaging method, cf. [13], or

simply by interpolation. A final appraisal of the method requires further investiga-

tions in terms of computational cost versus accuracy. We will address this issue to

some extend in Section 9.2.

5.3. Proof of Theorem 10

In order to proof Theorem 10, we reformulate the two-step method (5.1) as a one-step

method. First, we define

{
A
(
t, sε , µ

)
z
}
m

= i
∑

Im

µjµ̄kzl exp
(
−iω[jklm](αt+ φ

(
s
ε

)
)
)

(5.5)

for two sequences µ = (µm)m∈Z and z = (zm)m∈Z in C. Then, the two-step method

(5.1) reads

y(n+1) = y(n−1) +

∫ tn+1

tn−1

A
(
tn,

s
ε , y

(n)
)
y(n) ds .

With the abbreviations

yn+1 =

(
y(n+1)

y(n)

)
, J =

(
0 I

I 0

)
, Mn =

(∫ tn+1

tn−1
A
(
tn,

s
ε , y

(n)
)

ds 0

0 0

)
, (5.6)

we obtain the one-step formulation

yn+1 = (J +Mn)yn (5.7)

of the adiabatic midpoint rule (5.1).

One can use the one-step formulation (5.7) to show that the assumptions of Propo-

sition 23 (Appendix B) are fulfilled. This implies that there is a constant τ0 > 0,

depending only on T and on the exact solution y of the tDMNLS, such that for step-

sizes τ ≤ τ0 the numerical solution yn is bounded in `1 for all τn ≤ T with a constant

depending only My
0 . We omit the details of this assertion, because in contrast to

the proof of Theorem 6 in Section 4.3, combining the assumptions of Proposition 23
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(Appendix B) – stability and consistency – with a telescoping sum argument is not

sufficient to prove Theorem 10. Hence, we solely state that for sufficiently small

step-sizes, i.e. τ ≤ τ0, we have the bound
∥∥∥y(n)

∥∥∥
`1
≤ C(My

0 ) for all τn ≤ T , (5.8)

cf. (4.12). Estimate (5.8) is used frequently throughout the proof.

The foundation for the proof of Theorem 10 is an error recursion formula for the

explicit midpoint rule from [37], which we adopt for the one-step formulation of the

adiabatic midpoint rule (5.7). We define the error term

dn+1 =
(
J +Mn

)
y(tn)− y(tn+1) , with y(tn+1) =

(
y(tn+1)

y(tn)

)
. (5.9)

Then, the global error eN = yN −y(tN ) satisfies the following recursion formula; cf.

[37].

Lemma 12. With the abbreviations (5.6) and (5.9) the global error of method (5.7)

is given by

eN+1 = JNe1 +
N∑

n=1

JN−nMnen +
N∑

n=1

JN−ndn+1 , N ≥ 1 .

Proof. The error recursion formula is proven by induction, see [37]. For N = 1 we

have

J e1 +M1e1 + d2 = (J +M1)e1 + (J +M1)y(t1)− y(t2)

= (J +M1)
(
y1 − y(t1)

)
+ (J +M1)y(t1)− y(t2)

= (J +M1)y1 − y(t2)

= y2 − y(t2)

= e2 .

Now, we assume that

eN = JN−1e1 +

N−1∑

n=1

JN−1−nMnen +

N−1∑

n=1

JN−1−ndn+1 (5.10)

holds for arbitrary but fixed N ∈ N. Then, we conclude

eN+1 = yN+1 − y(tN+1)

= (J +MN )yN − y(tN+1)

= J eN +MNeN + dN+1 .
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Substituting (5.10) into J eN yields

eN+1 = J
(
JN−1e1 +

N−1∑

n=1

JN−1−nMnen +

N−1∑

n=1

JN−1−ndn+1

)
+MNeN + dN+1

= JNe1 +

N−1∑

n=1

JN−nMnen +

N−1∑

n=1

JN−ndn+1 +MNeN + dN+1

= JNe1 +

N∑

n=1

JN−nMnen +

N∑

n=1

JN−ndn+1 ,

which completes the proof.

The error recursion formula in Lemma 12 lays out the strategy for the error analysis

of the adiabatic midpoint rule (5.1): we continue by estimating each part of the

recursion formula and, finally, apply the discrete Gronwall lemma.

For the first summand, we recall that the starting step is conducted by the φ̂-variant

of the adiabatic Euler method (5.3). Hence, for arbitrary y0 ∈ `1 Lemma 8 yields

the estimate
∥∥JNe1

∥∥
`1
≤ ‖e1‖`1 ≤

∥∥∥y(1) − y(t1)
∥∥∥
`1
≤ τ2C(My

0 ) . (5.11)

Moreover, let {Mnen}m denote the m-th entry of Mnen. By (5.6), all non-zero

entries ofMnen are of the form

{Mnen}m = i
∑

Im

y
(n)
j y

(n)
k

(
y

(n)
l − yl(tn)

) ∫ tn+1

tn−1

exp
(
−iω[jklm](αtn + φ

(
s
ε

)
)
)

ds .

Hence, the estimate
∥∥∥∥∥
N∑

n=1

JN−nMnen

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 (5.12)

follows with the bound for the numerical solution (5.8) .

Estimate (5.11) and the estimate (5.12) are used in order to prove each of the error

bounds stated in Theorem 10. The different levels of accuracy in part (i)-(iii) are

solely based on different estimates of the remaining term
∥∥∥∥∥
N∑

n=1

JN−ndn+1

∥∥∥∥∥
`1

(5.13)

of the recursion formula in Lemma 12. In the following, we deduce suitable estimates

for (5.13) in each setting of Theorem 10.

For the remaining proof, we denote them-entry of a sequence z := (zm)m∈Z by {z}m.
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5.3.1. Proof of part (i)

We prove the linear convergence of the φ-variant of the adiabatic midpoint rule (5.1)

with a constant that does not depend on ε. By (5.9), all non-zero entries of dn+1

are of the form

{dn+1}m = i
∑

Im

∫ tn+1

tn−1

y
(n)
j y

(n)
k yl(tn) exp

(
−iω[jklm](αtn + φ

(
s
ε

)
)
)

ds

+ ym(tn−1)− ym(tn+1) . (5.14)

Hence, if we substitute

ym(tn+1) = ym(tn−1) + i
∑

Im

∫ tn+1

tn−1

Ŷjklm(tn) exp
(
−iω[jklm]φ

(
s
ε

))
ds

+ i
∑

Im

∫ tn+1

tn−1

∫ s

tn

Ŷ ′jklm(σ) dσ exp
(
−iω[jklm]φ

(
s
ε

))
ds

into (5.14), then the partition

{dn+1}m = {d(1)
n+1}m − {d

(2)
n+1}m , (5.15)

with

{d(1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

(
y

(n)
j y

(n)
k − yj(tn)yk(tn)

)
yl(tn)

exp
(
−iω[jklm](αtn + φ

(
s
ε

)
)
)

ds

and

{d(2)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

Ŷ ′jklm(σ) dσ exp
(
−iω[jklm]φ

(
s
ε

))
ds (5.16)

follows. Because of the estimate
∣∣∣
(
y

(n)
j y

(n)
k − yj(tn)yk(tn)

)
yl(tn) exp

(
−iω[jklm](αtn + φ

(
s
ε

)
)
)∣∣∣

≤
(
|y(n)
j − yj(tn)||y(n)

k |+ |y
(n)
k − yk(tn)| |yj(tn)|

)
|yl(tn)| ,

we can conclude from (5.8) that
∥∥∥d(1)

n+1

∥∥∥
`1
≤ τC(My

0 )
∥∥∥y(n) − y(tn)

∥∥∥
`1
≤ τC(My

0 ) ‖en‖`1 . (5.17)

Furthermore, differentiating (2.23) gives
∣∣∣Ŷ ′jklm(σ)

∣∣∣ ≤
∣∣Y ′jkl(σ)

∣∣+ α
∣∣ω[jklm]Yjkl(σ)

∣∣ . (5.18)
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Hence, applying Lemma 22 (Appendix A) results in
∥∥∥d(2)

n+1

∥∥∥
`1
≤ τ2

(
C(My

0 ) + αC(My
2 )
)
. (5.19)

By estimating
∥∥∥∥∥
N∑

n=1

JN−ndn+1

∥∥∥∥∥
`1

≤
N∑

n=1

‖dn+1‖`1 ≤
N∑

n=1

∥∥∥d(1)
n+1

∥∥∥
`1

+
N∑

n=1

∥∥∥d(2)
n+1

∥∥∥
`1
, (5.20)

we finally arrive at
∥∥∥∥∥
N∑

n=1

JN−ndn+1

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 + τ
(
C(T,My

0 ) + αC(T,My
2 )
)
. (5.21)

Now, combining (5.11), (5.12) and (5.21) with Lemma 12 gives the estimate

‖eN+1‖`1 ≤ τC(My
0 )

N∑

n=1

‖en‖`1 + τ
(
C(T,My

0 ) + αC(T,My
2 )
)
,

and hence applying the discrete Gronwall yields

‖eN+1‖`1 ≤ τ
(
C(T,My

0 ) + αC(T,My
2 )
)
eTC(My

0 )

completing the proof of part (i).

5.3.2. Proof of part (ii)

Considering step-sizes τ = ε/k for some k ∈ N allows us to improve the estimate

(5.21). For this purpose, we revisit the estimate (5.20) and, in particular, the esti-

mates (5.17) and (5.19), respectively. We observe that the crucial estimate for the

accuracy of the method is the bound (5.19) for d(2)
n+1, whereas the bound (5.17) for

d
(1)
n+1 is not critical. Hence, we start by estimating

∥∥∥∥∥
N∑

n=1

JN−ndn+1

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 +

∥∥∥∥∥
N∑

n=1

JN−nd(2)
n+1

∥∥∥∥∥
`1

. (5.22)

The cornerstone for improving the estimate (5.21) is now to exploit cancellation

effects in the summation of double integrals of the form

In =

∫ tn+1

tn−1

∫ s

tn

exp
(
−iωφ

(
σ
ε

))
dσ exp

(
−iω̃φ

(
s
ε

))
ds . (5.23)

These cancellations take place during time intervals of the length 2ε. Hence, if T is

not an integer multiple of 2ε, we have to account for summands in a possible smaller
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time frame at the end of the time interval [0, T ]: we subdivide N = 2kL + n∗ with

L ∈ N, k = ε/τ and n∗ ∈ {0, . . . , 2k − 1} and partition
∥∥∥∥∥
N∑

n=1

JN−nd(2)
n+1

∥∥∥∥∥
`1

≤
∥∥∥∥∥

2kL−1∑

n=1

JN−nd(2)
n+1

∥∥∥∥∥
`1

+

∥∥∥∥∥
2kL+n∗∑

n=2kL

JN−nd(2)
n+1

∥∥∥∥∥
`1

. (5.24)

Because n∗τ2 ≤ 2kτ2 = 2τε, the excessive summands can be estimated by (5.19) via

∥∥∥∥∥
2kL+n∗∑

n=2kL

JN−nd(2)
n+1

∥∥∥∥∥
`1

≤ ετ
(
C(My

0 ) + αC(My
2 )
)
. (5.25)

In order to take advantage of the cancellation effects for estimating the remaining

sum in (5.24), it is now crucial to avoid the triangle inequality. To cope with the

row-switching matrix J , we partition the sum into
∥∥∥∥∥

2kL−1∑

n=1

JN−nd(2)
n+1

∥∥∥∥∥
`1

≤

∥∥∥∥∥∥∥

2kL−1∑

n=1
n odd

d
(2)
n+1

∥∥∥∥∥∥∥
`1

+

∥∥∥∥∥∥∥

2kL−1∑

n=1
n even

d
(2)
n+1

∥∥∥∥∥∥∥
`1

, (5.26)

i.e. we consider the summation of odd and even n separately. In order to estimate

(5.26) further, we specify the cancellation effects of the double integrals (5.23) in the

following lemma.

Lemma 13. Let k, L ∈ N and suppose that τ = ε/k for k ∈ N. Then, we have for

a sequence (an)n∈N and In given in (5.23) the estimates

(i)

∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

anIn

∣∣∣∣∣∣∣
≤ 2ετ

kL−2∑

n=1

∣∣a2(n+1) − a2n

∣∣

and

(ii)

∣∣∣∣∣∣∣

2kL−1∑

n=1
n odd

anIn

∣∣∣∣∣∣∣
≤ 2ετ

kL−2∑

n=1

|a2n+1 − a2n−1| .

Proof. Applying the summation by parts formula gives
2kL−1∑

n=1
n even

anIn =

kL−1∑

n=1

a2nI2n

=

(
kL−1∑

n=1

I2n

)
a2(kL−1) −

kL−2∑

n=1




n∑

j=1

I2j


 (a2(n+1) − a2n) . (5.27)

With the partition n = (kl − 1) + n∗ for l ∈ N and n∗ ∈ {0, . . . , k}, we subdivide

n∑

j=1

I2j =
lk−1∑

j=1

I2j +
lk+n∗∑

j=lk

I2j , (5.28)
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and hence if we prove that

lk−1∑

n=1

I2n = 0 for l ∈ N , (5.29)

then we obtain with ∣∣∣∣∣∣

lk+n∗∑

j=lk

I2j

∣∣∣∣∣∣
≤ 2τ2n∗

the estimate (i) via
∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

anIn

∣∣∣∣∣∣∣
≤

kL−2∑

n=1

2τ2n∗
∣∣a2(n+1) − a2n

∣∣ ≤ 2ετ
kL−2∑

n=1

∣∣a2(n+1) − a2n

∣∣ .

It remains to prove (5.29). By definition (2.18), φ is symmetric and periodic, i.e.

φ(1 + s) = φ(1− s) , φ(2 + s) = φ(2− s) (5.30)

and

φ(s) = φ(2 + s) . (5.31)

Since t2k = 2ε and t1 = ε/k, it follows with (5.31) and (5.30) that
∫ t2k+1

t2k

∫ s

t2k

exp
(
−iωφ

(
σ
ε

))
dσ exp

(
−iω̃φ

(
s
ε

))
ds

= ε2

∫ 2+1/k

2

∫ s

2
exp

(
−iωφ(σ)

)
dσ exp

(
−iω̃φ(s)

)
ds

= ε2

∫ 1/k

0

∫ s

0
exp

(
−iωφ(2 + σ)

)
dσ exp

(
−iω̃φ(2 + s)

)
ds

= ε2

∫ 1/k

0

∫ s

0
exp

(
−iωφ(2− σ)

)
dσ exp

(
−iω̃φ(2− s)

)
ds

= ε2

∫ −1/k

0

∫ s

0
exp

(
−iωφ(2 + σ)

)
dσ exp

(
−iω̃φ(2 + s)

)
ds

= −ε2

∫ 0

−1/k

∫ s

0
exp

(
−iωφ(2 + σ)

)
dσ exp

(
−iω̃φ(2 + s)

)
ds

= −ε2

∫ 2

2−1/k

∫ s

2
exp

(
−iωφ(σ)

)
dσ exp

(
−iω̃φ(s)

)
ds

= −
∫ t2k

t2k−1

∫ s

t2k

exp
(
−iωφ

(
σ
ε

))
dσ exp

(
−iω̃φ

(
s
ε

))
ds ,

and therefore

I2k = 0 . (5.32)

Thanks to (5.31), we have in addition

In = In+2k . (5.33)
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Henceforth, we assume that k is even; the case k is odd follows with minor modifi-

cations. Because of (5.32) and (5.33), we can write

kl−1∑

n=1

I2n =
l∑

j=1

kj−1∑

n=(j−1)k+1

I2n = l
k−1∑

n=1

I2n .

Then, rearranging the summands symmetrically with respect to ε results in

kl−1∑

n=1

I2n = l


Ik +

k/2−1∑

n=1

(
I2n + I2(k−n)

)

 .

One can show, analogously to (5.32), with (5.31) and (5.30) that

Ik = 0, I2n + I2(k−n) = 0 for n = 1, . . . , k/2− 1 (5.34)

completing the proof of (5.29), and thus of the estimate (i).

Estimate (ii) follows in the same way with

kl∑

n=1

I2n−1 = l

k/2∑

n=1

(
I2n−1 + I2(k−n)+1

)
, for l ∈ N

and by showing that

I2n−1 + I2(k−n)+1 = 0 for n = 1, . . . , k/2 . (5.35)

Equipped with Lemma 13 we continue estimating (5.26). Because we have

Ŷ ′jklm(σ) =
(
Y ′jkl(σ)− iω[jklm]αYjkl(σ)

)
exp

(
−iω[jklm]ασ

)
, (5.36)

by (2.23), we can partition {d(2)
n+1}m, given in (5.16), into

{d(2)
n+1}m = {S(1)

n+1}m + {S(2)
n+1}m ,

with

{S(1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

Y ′jkl(σ) exp
(
−iω[jklm](ασ + φ

(
s
ε

)
)
)

dσ ds

and

{S(2)
n+1}m = α

∑

Im

∫ tn+1

tn−1

∫ s

tn

ω[jklm]Ŷjklm(σ) exp
(
−iω[jklm]φ

(
s
ε

))
dσ ds .
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The aim for the next two steps is separating suitable parts of {S(1)
n+1}m and {S(2)

n+1}m,
respectively, for which we then employ Lemma 13. As a final step, we use the discrete

Gronwall lemma.

Step 1. By definition (2.23) we have

Y ′jkl(σ) = y′j(σ)yk(σ)yl(σ) + yj(σ)y′k(σ)yl(σ) + yj(σ)yk(σ)y′l(σ) ,

and hence we obtain the partition

{S(1)
n+1}m = {T (1)

n+1}m + {T (2)
n+1}m + {T (3)

n+1}m ,

with

{T (1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

y′j(σ)yk(σ)yl(σ) exp
(
−iω[jklm](ασ + φ

(
s
ε

)
)
)

dσ ds ,

(5.37)

{T (2)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

yj(σ)y′k(σ)yl(σ) exp
(
−iω[jklm](ασ + φ

(
s
ε

)
)
)

dσ ds ,

(5.38)

{T (3)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

yj(σ)yk(σ)y′l(σ) exp
(
−iω[jklm](ασ + φ

(
s
ε

)
)
)

dσ ds .

(5.39)

Observing that the terms (5.37)-(5.39) are structured similarly, we solely derive an

estimate for the term (5.37) to demonstrate the procedure. Analogously, one can

prove similar estimates for (5.38) and (5.39).

Inserting the tDMNLS (2.24) for the derivative y′j(σ) yields

{T (1)
n+1}m = −

∑

Im

∑

Ij

∫ tn+1

tn−1

∫ s

tn

Ypqrkl(σ) exp
(
−i(ω[pqrj] + ω[jklm])ασ

)

exp
(
−iω[pqrj]φ

(
σ
ε

))
dσ exp

(
−iω[jklm]φ

(
s
ε

))
ds , (5.40)

where we abbreviate

Ypqrkl(σ) = yp(σ)yq(σ)yr(σ)yk(σ)yl(σ) (5.41)

in the spirit of (2.23) and (3.10), and use the shorthand notation

∑

Ij

instead of
∑

(p,q,r)∈Ij

.
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For simplicity, we fix m ∈ Z, (j, k, l) ∈ Im and (p, q, r) ∈ Ij . Moreover, we write

ω̃ = ω[jklm] and ω = ω[pqrj] for short, and particularly define

F (σ) = Ypqrkl(σ) exp
(
−i(ω[pqrj] + ω[jklm])ασ

)
. (5.42)

Hence, we obtain for any summand of (5.40) the partition

∫ tn+1

tn−1

∫ s

tn

F (σ) exp
(
−iωφ

(
σ
ε

))
dσ exp

(
−iω̃φ

(
s
ε

))
ds = F (tn)In +R

(1)
n+1 ,

with In from (5.23) and

R
(1)
n+1 =

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

F ′(σ2) dσ2 exp
(
−iωφ

(
σ1
ε

))
dσ1 exp

(
−iω̃φ

(
s
ε

))
ds .

It is clear that ∣∣∣∣∣
2kL−1∑

n=1

R
(1)
n+1

∣∣∣∣∣ ≤ τ
2C(T ) max

σ∈[0,T ]

∣∣F ′(σ)
∣∣ . (5.43)

Moreover, we infer

|F (t2n+2)− F (t2n)| =
∣∣∣∣
∫ t2n+2

t2n

F ′(σ) dσ

∣∣∣∣ ≤ τC max
σ∈[t2n,t2n+2]

∣∣F ′(σ)
∣∣ (5.44)

and likewise

|F (t2n+1)− F (t2n−1)| ≤ τC max
σ∈[t2n−1,t2n+1]

∣∣F ′(σ)
∣∣ . (5.45)

According to Lemma 13 the estimates
∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

F (tn)In

∣∣∣∣∣∣∣
≤ ετC(T ) max

σ∈[0,T ]

∣∣F ′(σ)
∣∣ (5.46)

and
∣∣∣∣∣∣∣

2kL−1∑

n=1
n odd

F (tn)In

∣∣∣∣∣∣∣
≤ ετC(T ) max

σ∈[0,T ]

∣∣F ′(σ)
∣∣ (5.47)

follow, and because

∣∣F ′(σ)
∣∣ ≤

∣∣Y ′pqrkl(σ)
∣∣+ α

∣∣(ω[jklm] + ω[pqrj])Ypqrkl(σ)
∣∣ ,

combining (5.43)-(5.47) with Lemma 22 (Appendix A) results in
∥∥∥∥∥

2kL−1∑

n=1

JN−nS(1)
n+1

∥∥∥∥∥
`1

≤ ετ
(
C(T,My

0 ) + αC(T,My
2 )
)
. (5.48)
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Step 2. We fix m ∈ Z and (j, k, l) ∈ Im. In addition, we write ω̃ = ω[jklm] for short

and define

F̂ (σ) = ω[jklm]Ŷjklm(σ) .

Then, we have for any summand of {S(2)
n+1}m the partition

α

∫ tn+1

tn−1

∫ s

tn

F̂ (σ) exp
(
−iω̃φ

(
s
ε

))
dσ ds = α

(
F̂ (tn)In +R

(2)
n+1

)
,

where In is given in (5.23) with ω = 0, and

R
(2)
n+1 =

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

F̂ ′(σ2) dσ2 exp
(
−iω̃φ

(
s
ε

))
dσ1 ds .

It is clear that ∣∣∣∣∣
2kL−1∑

n=1

R
(2)
n+1

∣∣∣∣∣ ≤ τ
2C(T ) max

σ∈[0,T ]

∣∣∣F̂ ′(σ)
∣∣∣ . (5.49)

As in step 1, Lemma 13 (with ω = 0) yields
∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

F̂ (tn)In

∣∣∣∣∣∣∣
≤ ετC(T ) max

σ∈[0,T ]

∣∣∣F̂ ′(σ)
∣∣∣ (5.50)

and ∣∣∣∣∣∣∣

2kL−1∑

n=1
n odd

F̂ (tn)In

∣∣∣∣∣∣∣
≤ ετC(T ) max

σ∈[0,T ]

∣∣∣F̂ ′(σ)
∣∣∣ , (5.51)

and because ∣∣∣F̂ ′(σ)
∣∣∣ ≤

∣∣ω[jklm]Y
′
jkl(σ)

∣∣+ α
∣∣∣ω2

[jklm]Yjkl(σ)
∣∣∣ ,

combining (5.49)-(5.51) with Lemma 22 (Appendix A) results in
∥∥∥∥∥

2kL−1∑

n=1

JN−nS(2)
n+1

∥∥∥∥∥
`1

≤ ετ
(
αC(T,My

2 ) + α2C(T,My
4 )
)
. (5.52)

Step 3. Finally, we substitute (5.48) and (5.52) into (5.22) obtaining
∥∥∥∥∥
N∑

n=1

JN−ndn+1

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1

+ ετ
(
C(T,My

0 ) + αC(T,My
2 ) + α2C(T,My

4 )
)
. (5.53)

Now, combining (5.11), (5.12) and (5.53) with the recursion formula in Lemma 12

gives the estimate

‖eN+1‖`1 ≤ τC(My
0 )

N∑

n=1

‖en‖`1 + ετ
(
C(T,My

0 ) + αC(T,My
2 ) + α2C(T,My

4 )
)

and applying the discrete Gronwall lemma completes the proof of part (ii).
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5.3.3. Proof of part (iii)

We recall that for step-sizes τ = εk for k ∈ N the φ-variant of the adiabatic midpoint

rule coincides with the classical explicit midpoint rule applied to the limit system,

see (5.4). Thanks to Theorem 3 the estimate
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ ‖y(tn)− v(tn)‖`1 +

∥∥∥v(tn)− y(n)
∥∥∥
`1

≤ ε2

δ
C(tn, α,M0,M2) +

∥∥∥v(tn)− y(n)
∥∥∥
`1

(5.54)

follows, withMs given in (3.14). Thus, it remains to show that the explicit midpoint

rule applied to the limit system (3.9) is of order two. We define

v(tn+1) =

(
v(tn+1)

v(tn)

)
and d̃n+1 =

(
J +Mn

)
v(tn)− v(tn+1) . (5.55)

Then, one can show (cf. Lemma 12) that the global error en = vn − v(tn) satisfies

the recursion formula

eN+1 = JNe1 +
N∑

n=1

JN−nMnen +
N∑

n=1

JN−nd̃n+1 , N ≥ 1 . (5.56)

In order to estimate the first two terms of the recursion formula (5.56) the estimates

(5.11) and (5.12) are still available. Hence, it remains to derive an estimate for the

third term. Definition (5.55) implies that all non-zero entries of d̃n+1 are of the form

{d̃n+1}m = 2τ i
∑

Im

y
(n)
j y

(n)
k vl(tn) exp

(
−iω[jklm]αtn

) ∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

+ vm(tn−1)− vm(tn+1) . (5.57)

Moreover, the fundamental theorem of calculus applied to (3.9) gives

vm(tn+1) = vm(tn−1) + i
∑

Im

∫ tn+1

tn−1

V̂jklm(s) ds

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ . (5.58)

In contrast to Ŷjklm(s), the product V̂jklm(s) is independent of ε. Therefore, em-

ploying the Taylor expansion

V̂jklm(s) = V̂jklm(tn) + (s− tn)V̂ ′jklm(tn) +

∫ s

tn

∫ σ1

tn

V̂ ′′jklm(σ2) dσ2 dσ1 (5.59)

does not produce any factors of 1/ε. Now, combining (5.59) with (5.58) and substi-

tuting into (5.57) yields the partition

{d̃n+1}m = {d̃(1)
n+1}m − {d̃

(2)
n+1}m ,
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with

{d̃(1)
n+1}m = 2τ i

∑

Im

(
y

(n)
j y

(n)
k − vj(tn)vk(tn)

)
vl(tn)

exp
(
−iω[jklm]αtn

) ∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

and

{d̃(2)
n+1}m = i

∑

Im

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

V̂ ′′jklm(σ2) dσ2 dσ1 ds .

Here, the second summand from (5.59) vanishes due to the symmetry of the integral.

According to (5.8) the numerical solution is bounded, and hence we obtain
∥∥∥d̃(1)

n+1

∥∥∥
`1
≤ τC(M0) ‖en‖`1 .

Because we have
∣∣∣V̂ ′′jklm(s)

∣∣∣ ≤
∣∣V ′′jkl(s)

∣∣+ 2α
∣∣ω[jklm]V

′
jkl(s)

∣∣+ α2
∣∣∣ω2

[jklm]Vjkl(s)
∣∣∣ ,

Lemma 21 (Appendix A) implies
∥∥∥d̃(2)

n+1

∥∥∥
`1
≤ τ3

(
C(Mv

0 ) + αC(Mv
2 ) + α2C(Mv

4 )
)
.

Finally, we arrive at
∥∥∥∥∥
N∑

n=1

JN−nd̃n+1

∥∥∥∥∥
`1

≤ τC(M0)
N∑

n=1

‖en‖`1 + τ2
(
C(Mv

0 ) + αC(Mv
2 ) + α2C(Mv

4 )
)
.

(5.60)

Now, substituting (5.11), (5.12) and (5.60) into the recursion formula (5.56) and

applying the discrete Gronwall lemma yields

‖en+1‖`1 ≤ τ2
(
C(Mv

0 ) + αC(Mv
2 ) + α2C(Mv

4 )
)
eTC(M0) . (5.61)

In combination with (5.54) this estimate completes the proof of part (iii). Here, we

recall that for α = 0 the constant from Theorem 3 depends only on M0 and observe

that the constant in (5.61) improves accordingly.

5.4. Proof of Theorem 11

Clearly, the φ̂-variant (5.2) and the φ-variant (5.1) of the adiabatic midpoint rule are

closely related. Therefore, we follow the basic framework of the proof of Theorem 10
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in Section 5.3. However, there are several deviations leading, in particular, to lower

regularity requirements.

With A given in (5.5), we define

M̂n =

(∫ tn+1

tn−1
A
(
s, sε , y

(n)
)

ds 0

0 0

)

obtaining the one-step formulation

yn+1 = (J + M̂n)yn

for the φ̂-variant (5.2) of the adiabatic midpoint rule, where J and yn are given in

(5.6). One can show with Proposition 23 (Appendix B) that the estimate

∥∥∥y(n)
∥∥∥
`1
≤ C(My

0 ) for all τn ≤ T (5.62)

holds for sufficiently small the step-sizes τ , cf. (5.8). Again, we omit the correspond-

ing computation.

Moreover, one can show that the global error eN = yN − y(tN ) of method (5.2)

satisfies the error recursion formula

eN+1 = JNe1 +
N∑

n=1

JN−nM̂nen +
N∑

n=1

JN−nd̂n+1 , N ≥ 1 , (5.63)

with the error terms

d̂n+1 =
(
J + M̂n

)
y(tn)− y(tn+1) , (5.64)

cf. Lemma 12.

Because the starting step of the φ̂-variant of the adiabatic midpoint rule is also

conducted by the adiabatic Euler method (5.3) the estimate (5.11) holds for the first

summand in (5.63). In addition, we obtain with (5.62) the estimate

∥∥∥∥∥
N∑

n=1

JN−nM̂nen

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 (5.65)

analogously to (5.12). Hence, it remains to derive estimates for the third term of the

recursion formula (5.63) in each setting of Theorem 11.

Again, we denote the m-entry of a sequence z := (zm)m∈Z by {z}m.
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5.4.1. Proof of part (i)

Proving the linear convergence of the φ̂-variant of the adiabatic midpoint rule with a

constant independent of ε is straightforward. According to (5.64) all non-zero entries

of d̂n+1 are of the form

{d̂n+1}m = i
∑

Im

∫ tn+1

tn−1

y
(n)
j y

(n)
k yl(tn) exp

(
−iω[jklm]φ̂

(
s
ε

))
ds

+ ym(tn−1)− ym(tn+1) . (5.66)

Substituting the expansion

ym(tn+1) = ym(tn−1) + i
∑

Im

∫ tn+1

tn−1

Yjkl(tn) exp
(
−iω[jklm]φ̂

(
s
ε

))
ds

+ i
∑

Im

∫ tn+1

tn−1

∫ s

tn

Y ′jkl(σ) dσ exp
(
−iω[jklm]φ̂

(
s
ε

))
ds

yields the partition

{d̂n+1}m = {d̂(1)
n+1}m − {d̂

(2)
n+1}m , (5.67)

with

{d̂(1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

(
y

(n)
j y

(n)
k − yj(tn)yk(tn)

)
yl(tn) exp

(
−iω[jklm]φ̂

(
s
ε

))
ds

and

{d̂(2)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

Y ′jkl(σ) dσ exp
(
−iω[jklm]φ̂

(
s
ε

))
ds . (5.68)

As in (5.17), we obtain with the boundedness of the numerical solution (5.62) the

estimate ∥∥∥d̂(1)
n+1

∥∥∥
`1
≤ τC(My

0 ) ‖en‖`1 . (5.69)

Moreover, Lemma 22 (Appendix A) implies the bound
∥∥∥d̂(2)

n+1

∥∥∥
`1
≤ τ2C(My

0 ) , (5.70)

and hence we arrive at
∥∥∥∥∥
N∑

n=1

JN−nd̂n+1

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 + τC(My
0 ) . (5.71)

Now, combining (5.11), (5.69) and (5.71) with the recursion formula (5.63), and

applying the discrete Gronwall lemma yields

‖eN+1‖`1 ≤ τC(T,My
0 )eTC(My

0 )

completing the proof of part (i).
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5.4.2. Proof of part (ii)

Let τ = ε/k for k ∈ N. Similar to the proof of part (ii) of Theorem 10 in Section 5.3.2,

we now aim for improving the estimate (5.71) by exploiting cancellation effects of

highly oscillatory double integrals in the error terms. In the φ̂-variant of the adiabatic

midpoint rule these double integrals are of the form

În =

∫ tn+1

tn−1

∫ s

tn

exp
(
−iωφ̂

(
σ
ε

))
dσ exp

(
−iω̃φ̂

(
s
ε

))
ds . (5.72)

The following lemma contains a suitable adaptation of Lemma 13.

Lemma 14. Let k, L ∈ N and suppose that τ = ε/k. Further, we consider the double

integral În given in (5.72) and a sequence (an)n∈N. Then, with the sequence (ân)n∈N

given by

ân = exp
(
−i(ω + ω̃)αtn

)
an ,

we have the estimates

(i)

∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

anÎn

∣∣∣∣∣∣∣
≤ 2ετ

kL−2∑

n=1

∣∣â2(n+1) − â2n

∣∣+ ατ3C

2kL−1∑

n=1
n even

(
|ωan|+ |ω̃an|

)

and

(ii)

∣∣∣∣∣∣∣

2kL−1∑

n=1
n odd

anÎn

∣∣∣∣∣∣∣
≤ 2ετ

kL−2∑

n=1

|â2n+1 − â2n−1|+ ατ3C

2kL−1∑

n=1
n odd

(
|ωan|+ |ω̃an|

)
.

Proof. By the definition (2.18), we obtain for each ω the expansion

exp
(
−iωφ̂

(
s
ε

) )
=
(

exp (−iωαtn)− iωα

∫ s

tn

exp (−iωαξ) dξ
)

exp
(
−iωφ

(
s
ε

))
(5.73)

allowing us to partition (5.72) into

În = exp (−i(ω + ω̃)αtn) In − iα(ωR(1) + ω̃R(2)) ,

with

R(1) =

∫ tn+1

tn−1

∫ s

tn

∫ σ

tn

exp (−iωαξ) dξ exp
(
−iωφ

(
σ
ε

))
dσ exp

(
−iω̃φ̂

(
s
ε

))
ds

and

R(2) = exp (−iωαtn)

∫ tn+1

tn−1

∫ s

tn

exp
(
−iωφ

(
σ
ε

))
dσ

∫ s

tn

exp (−iω̃αξ) dξ exp
(
−iω̃φ

(
s
ε

))
ds .
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Because ∣∣∣R(1)
∣∣∣ ≤ τ3C and

∣∣∣R(2)
∣∣∣ ≤ τ3C ,

we obtain inequality (i) by estimating
∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

anÎn

∣∣∣∣∣∣∣
≤

∣∣∣∣∣∣∣

2kL−1∑

n=1
n even

ânIn

∣∣∣∣∣∣∣
+ ατ3C

2kL−1∑

n=1
n even

(
|ωan|+ |ω̃an|

)
,

and then applying Lemma 13 to the first sum. Inequality (ii) follows analogously.

We are now in a position to improve the estimate (5.71). According to (5.69), the

estimate
∥∥∥∥∥
N∑

n=1

JN−nd̂n+1

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 +

∥∥∥∥∥
N∑

n=1

JN−nd̂(2)
n+1

∥∥∥∥∥
`1

(5.74)

follows. As in (5.24), we continue by splitting off possible summands outside the 2ε

time frames: subdividing N = 2kL+ n∗ with L ∈ N and n∗ ∈ {0, . . . , 2k − 1} gives
∥∥∥∥∥
N∑

n=1

JN−nd̂(2)
n+1

∥∥∥∥∥
`1

≤
∥∥∥∥∥

2kL−1∑

n=1

JN−nd̂(2)
n+1

∥∥∥∥∥
`1

+

∥∥∥∥∥
2kL+n∗∑

n=2kL

JN−nd̂(2)
n+1

∥∥∥∥∥
`1

.

By (5.70) and with n∗τ2 ≤ 2τε, we have

∥∥∥∥∥
2kL+n∗∑

n=2kL

JN−nd̂(2)
n+1

∥∥∥∥∥
`1

≤ ετC(My
0 ) . (5.75)

In order to estimate the remaining sum, we subdivide summands with odd and even

indices due to the row-switching matrix J , cf. (5.26). However, we will only consider

the sum ∥∥∥∥∥∥∥

2kL−1∑

n=1
n odd

d̂
(2)
n+1

∥∥∥∥∥∥∥
`1

because an estimate for the sum over even indices follows analogously.

Definition (2.23) yields

Y ′jkl(σ) = y′j(σ)yk(σ)yl(σ) + yj(σ)y′k(σ)yl(σ) + yj(σ)yk(σ)y′l(σ) ,

and thus we obtain the partition

{d̂(2)
n+1}m = {T̂ (1)

n+1}m + {T̂ (2)
n+1}m + {T̂ (3)

n+1}m ,
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with

{T̂ (1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

y′j(σ)yk(σ)yl(σ) exp
(
−iω[jklm]φ̂

(
s
ε

))
dσ ds , (5.76)

{T̂ (2)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

yj(σ)y′k(σ)yl(σ) exp
(
−iω[jklm]φ̂

(
s
ε

))
dσ ds , (5.77)

{T̂ (3)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

yj(σ)yk(σ)y′l(σ) exp
(
−iω[jklm]φ̂

(
s
ε

))
dσ ds . (5.78)

Henceforth, we solely estimate the term (5.76) because one can show similar bounds

for the terms (5.77) and (5.78) analogously. Replacing y′j(σ) by the tDMNLS gives

{T̂ (1)
n+1}m = −

∑

Im

∑

Ij

∫ tn+1

tn−1

∫ s

tn

Ypqrkl(σ)

exp
(
−iω[pqrj]φ̂

(
σ
ε

))
dσ exp

(
−iω[jklm]φ̂

(
s
ε

))
ds , (5.79)

with Ypqrkl(σ) defined in (5.41).

Now, we aim to apply Lemma 14. For fixedm ∈ Z, (j, k, l) ∈ Im and (p, q, r) ∈ Ij , we
write ω = ω[pqrj], ω̃ = ω[jklm] and Y (σ) = Ypqrkl(σ) for short. Then, any summand

of (5.79) reads
∫ tn+1

tn−1

∫ s

tn

Y (σ) exp
(
−iωφ̂

(
σ
ε

))
dσ exp

(
−iω̃φ̂

(
s
ε

))
ds = Y (tn)În + R̂n ,

with În given in (5.72) and

R̂n =

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

Y ′(σ2) dσ2 exp
(
−iωφ̂

(
σ1
ε

))
dσ1 exp

(
−iω̃φ̂

(
s
ε

))
ds .

It is clear that the estimate ∣∣∣R̂n
∣∣∣ ≤ τ3C(My

0 ) (5.80)

holds. Moreover, with the abbreviation

F (σ) = exp
(
−i(ω + ω̃)ασ

)
Y (σ) ,

Lemma 14 implies the estimate
∣∣∣∣∣∣∣

2kL−1∑

n=1
n odd

Y (tn)În

∣∣∣∣∣∣∣
≤ C(T ) max

σ∈[0,T ]

{
ετ
∣∣F ′(σ)

∣∣+ τ2α
(
|ωY (σ)|+ |ω̃Y (σ)|

)}
,

cf. (5.46), and hence we conclude from Lemma 22 (Appendix A) that
∥∥∥∥∥∥∥

2kL−1∑

n=1
n odd

T̂
(1)
n+1

∥∥∥∥∥∥∥
`1

≤ ετ
(
C(T,My

0 ) + αC(T,My
2 )
)
. (5.81)
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Ultimately, we obtain the estimate
∥∥∥∥∥
N∑

n=1

JN−nd̂n+1

∥∥∥∥∥
`1

≤ τC(My
0 )

N∑

n=1

‖en‖`1 + ετ
(
C(T,My

0 ) + αC(T,My
2 )
)
. (5.82)

Now, combining (5.11), (5.65), and (5.82) with the recursion formula (5.63), and

applying the discrete Gronwall lemma yields part (ii).

5.4.3. Proof of part (iii)

We consider step-sizes τ = kε with k ∈ N. As in the proof of part (iii) of Theorem 10

in Section 5.3.3, the estimate
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ ε2

δ
C(tn, α,M0,M2) +

∥∥∥v(tn)− y(n)
∥∥∥
`1

(5.83)

follows from Theorem 3. Therefore, we treat the approximations of the tDMNLS

by the φ̂-variant of the adiabatic midpoint rule (5.2) as approximations of the limit

system (3.9) and derive subsequently a suitable bound for this approach. We define

d̃n+1 =
(
J + M̂n

)
v(tn)− v(tn+1) (5.84)

with v(tn) given in (5.55).

One can show (cf. Lemma 12) that the global error en = vn − v(tn) satisfies the

recursion formula

eN+1 = JNe1 +

N∑

n=1

JN−nM̂nen +

N∑

n=1

JN−nd̃n+1 , N ≥ 1 . (5.85)

Because the bounds (5.11) and (5.65) are already at our disposal, it remains to

estimate the third term in the recursion formula. By definition (5.84), any non-zero

entry of d̃n+1 is of the form

{d̃n+1}m = i
∑

Im

y
(n)
j y

(n)
k vl(tn)

∫ tn+1

tn−1

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds

+vm(tn−1)− vm(tn+1) . (5.86)

Employing the Taylor expansion

Vjkl(s) = Vjkl(tn) + (s− tn)V ′jkl(tn) +

∫ s

tn

∫ σ1

tn

V ′′jkl(σ2) dσ2 dσ1

in order to expand the exact solution

vm(tn+1) = vm(tn−1)+i
∑

Im

∫ tn+1

tn−1

Vjkl(s) exp
(
−iω[jklm]αs

)
ds

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ
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of the limit system gives us the partition

{d̃n+1}m = {d̃(1)
n+1}m + {d̃(2)

n+1}m − {d̃
(3)
n+1}m − {d̃

(4)
n+1}m ,

with

{d̃(1)
n+1}m = i

∑

Im

(
y

(n)
j y

(n)
k − vj(tn)vk(tn)

)
vl(tn)

∫ tn+1

tn−1

exp
(
−iω[jklm]φ̂

(
s
ε

))
ds ,

{d̃(2)
n+1}m = i

∑

Im

Vjkl(tn)

∫ tn+1

tn−1

exp
(
−iω[jklm]αs

)

(
exp

(
−iω[jklm]φ

(
s
ε

))
−
∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

)
ds , (5.87)

{d̃(3)
n+1}m = i

∑

Im

V ′jkl(tn)

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

∫ tn+1

tn−1

(s− tn) exp
(
−iω[jklm]αs

)
ds ,

{d̃(4)
n+1}m = i

∑

Im

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

V ′′jkl(σ2) dσ2 dσ1 exp
(
−iω[jklm]αs

)
ds .

On account of (5.62), we obtain the estimate
∥∥∥d̃(1)

n+1

∥∥∥
`1
≤ τC(M0) ‖en‖`1 . (5.88)

Moreover, Lemma 21 (Appendix A) implies
∥∥∥d̃(4)

n+1

∥∥∥
`1
≤ τ3

(
C(Mv

0 ) + αC(Mv
2 )
)
. (5.89)

Thanks to the expansion

exp (−iωαs) = exp (−iωαtn)− iωα

∫ s

tn

exp (−iωασ) dσ ,

we obtain

{d̃(3)
n+1}m = α

∑

Im

ω[jklm]V
′
jkl(tn)

∫ 1

0
exp

(
iω[jklm]δξ

)
dξ

∫ tn+1

tn−1

(s− tn)

∫ s

tn

exp
(
−iω[jklm]ασ

)
dσ ds ,

where the leading order term vanishes due to the symmetry of the integral. Hence,

the bound ∥∥∥d̃(3)
n+1

∥∥∥
`1
≤ ατ3C(Mv

2 ) (5.90)

follows with Lemma 21 (Appendix A). Combining (5.88)-(5.90) yields the bound
∥∥∥∥∥
N∑

n=1

JN−nd̃n+1

∥∥∥∥∥
`1

≤ τC(M0)

N∑

n=1

‖en‖`1 +

N∑

n=1

∥∥∥d̃(2)
n+1

∥∥∥
`1

+ τ2
(
C(T,Mv

0 ) + αC(T,Mv
2 )
)
. (5.91)
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Acquiring a suitable estimate for the remaining sum over d̃(2)
n+1 requires special care.

Here, the restriction to step-sizes τ = kε for k ∈ N is crucial. We start by subdividing

the sum into odd and even indices

N∑

n=1

∥∥∥d̃(2)
n+1

∥∥∥
`1

=
N∑

n=1
n odd

∥∥∥d̃(2)
n+1

∥∥∥
`1

+
N∑

n=1
n even

∥∥∥d̃(2)
n+1

∥∥∥
`1
. (5.92)

First, we consider the sum over odd indices n. Because {d̃(2)
n+1}m = 0 if ω[jklm] = 0,

we subsequently assume that ω[jklm] 6= 0 with no loss of generality. Now, we aim

to apply part (iii) of Lemma 4 (Section 3.3) in order to estimate the difference in

(5.87). For fixed m ∈ Z and (j, k, l) ∈ Im we write ω = ω[jklm] and V (s) = Vjkl(s).

Moreover, we define

fω(s) := exp (−iωαs) .

By (5.87) any summand of d̃(2)
n+1 reads

V (tn)

∫ tn+1

tn−1

fω(s)

(
exp

(
−iωφ

(
s
ε

))
−
∫ 1

0
exp (iωδξ) dξ

)
ds

= V (tn)

∫ tn+1

tn−1

fω(s)gω
(
s
ε

)
ds

= εV (tn)

∫ 2k

0
fω(εσ + tn−1)gω(σ) dσ

= εV (tn)
k∑

κ=1

∫ 2

0
fω
(
ε(σ + 2(κ− 1)) + tn−1

)
gω(σ) dσ ,

where gω is the function from Lemma 4, given in (3.15). In particular, we used that

gω is 2-periodic. Because
∣∣ω−1f ′′ω(s)

∣∣ = α2 |ω|, part (iii) of Lemma 4 implies
∣∣∣∣∣εV (tn)

k∑

κ=1

∫ 2

0
fω
(
ε(σ + 2(κ− 1)) + tn−1

)
gω(σ) dσ

∣∣∣∣∣ ≤ τα
2 ε

2

δ
C |ωV (tn)| ,

and hence we obtain with Lemma 21 (Appendix A) the estimate

N∑

n=1
n odd

∥∥∥d̃(2)
n+1

∥∥∥
`1
≤ α2 ε

2

δ
C(T,Mv

2 ) . (5.93)

For the sum over even indices n, the estimate

N∑

n=1
n even

∥∥∥d̃(2)
n+1

∥∥∥
`1
≤ α2 ε

2

δ
C(T,Mv

2 ) (5.94)

follows analogously with part (iv) of Lemma 4 and minor modifications.
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Ultimately, we obtain the estimate
∥∥∥∥∥
N∑

n=1

JN−nd̃n+1

∥∥∥∥∥
`1

≤ τC(M0)
N∑

n=1

‖en‖`1 +
(
ε2

δ +τ2
)(
C(T,Mv

0 )+(α+α2)C(T,Mv
2 )
)
.

(5.95)

Now, substituting (5.11), (5.65) and (5.95) into the recursion formula (5.85) and

applying Gronwall’s lemma yields the desired bound for the approximations of the

φ̂-variant of the adiabatic midpoint rule considered as approximations of the limit

system. In particular, we observe that for α = 0 the constant improves as specified.

Remark. Again, we require different levels of regularity for the initial value y0 in

the proofs for both variants of the adiabatic midpoint rule because differentiating

Ŷjklm instead of Yjkl yields an additional factor ω[jklm]. Comparing part (i) of both

proofs, the key difference is the estimate (5.70) in contrast to the corresponding

estimate (5.19) resulting in higher regularity requirements. In part (ii) of the proof

of Theorem 10 the term Ŷjklm leads to an additional term in (5.36). Ultimately, this

results in the higher regularity requirements compared to part (ii) of the proof of

Theorem 11 where the term does not appear. In particular, the absence of this term

simplifies the proof of part (ii) of Theorem 11. In contrast, part (iii) of the proof of

Theorem 10 is more straightforward than part (iii) of the proof of Theorem 11 due

to the fact that we can exploit the symmetry of the integral in (5.58), and hence

the second term in the expansion (5.59) vanishes. Conversely, we obtain additional

terms in the proof of Theorem 11, here particularly the term (5.87) requires extra

care.



CHAPTER 6

On second-order methods

As we have observed in the previous chapter, the adiabatic midpoint rule is not a

genuine second-order method. It is possible to extend the construction ideas from

Chapter 4 and 5 to construct second-order methods in principle. We introduce such

a second-order method by refining the adiabatic Euler method (Chapter 4) in Sec-

tion 6.1 and illustrate the convergence behavior by numerical examples. However,

it turns out that second-order methods based on this construction idea are of little

practical relevance due to fact that each time-step requires the computation of nested

multiple sums implying exorbitant computational costs. Hence, we stop at the con-

struction of the scheme and omit any rigorous error analysis in this chapter. As a

secondary observation, constructing the second-order method points out an improve-

ment of the φ-variant of the adiabatic Euler method and the adiabatic midpoint rule,

respectively, by including an additional correction term into the numerical scheme –

the α-correction, which we address in Section 6.2.

6.1. Construction

Our starting point is the equation (4.1). We use the fundamental theorem of calculus

to expand the exact solution of the tDMNLS further via

ym(tn+1) = ym(tn) + i
∑

Im

Ŷjklm(tn)

∫ tn+1

tn

exp
(
−iω[jklm]φ

(
s
ε

))
ds

+i
∑

Im

∫ tn+1

tn

∫ s

tn

Ŷ ′jklm(σ) dσ exp
(
−iω[jklm]φ

(
s
ε

))
ds . (6.1)

Remark. Suitably expanding the exact solution y of the tDMNLS underlies several

limitations: first, we recall that higher order derivatives of y do not exist due to the

discontinuous coefficient function γ, see (1.2). Moreover, differentiating the exponen-

77
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tial term exp
(
−iω[jklm]φ

(
s
ε

))
with respect to s yields the factor 1/ε, and thus should

be avoided in order to obtain estimates that are independent of ε. We circumvent

these limitations in the expansion (6.1) by solely fixing the term Ŷjklm(s) at s = tn

and keeping the exponential phase term untouched.

In order to construct the second-order method, we aim to include a suitable ap-

proximation of the double integral term into the numerical scheme. By (5.36) we

have

Ŷ ′jklm(σ) =
(
y′j(σ)yk(σ)yl(σ) + yj(σ)y′k(σ)yl(σ)

+ yj(σ)yk(σ)y′l(σ)
)

exp
(
−iω[jklm]ασ

)
− iω[jklm]αŶjklm(σ) . (6.2)

The double integral can now be approximated by substituting the derivatives of y

by the tDMNLS and fixing the non-oscillating terms at σ = tn while retaining the

double integral over the remaining oscillatory phase terms – the construction idea

of the adiabatic Euler method. Moreover, we observe that the summation indices j

and l are symmetric, i.e. we have
∑

Im

y′j(σ)yk(σ)yl(σ) exp
(
−iω[jklm]ασ

)
=
∑

Im

yj(σ)yk(σ)y′l(σ) exp
(
−iω[jklm]ασ

)
,

and hence there are only three different summands (not four) in (6.2). With this

approach we obtain the one-step method

y(n+1) = y(n) + i
∑

Im

Ŷ
(n)
jklm

∫ tn+1

tn

(
1− iω[jklm]α(s− tn)

)
exp

(
−iω[jklm]φ

(
s
ε

))
ds

−2
∑

Im

∑

Ij

F̂
(n)
jklpqr Ĩn(ω[pqrj], ω[jklm])

+
∑

Im

∑

Ik

Ĝ
(n)
jklpqr Ĩn(−ω[pqrk], ω[jklm]) , (6.3)

where we use the abbreviations

F̂
(n)
jklpqr = y

(n)
k y

(n)
l y(n)

p y(n)
q y(n)

r exp
(
−i(ω[jklm] + ω[pqrj])αtn

)
,

Ĝ
(n)
jklpqr = y

(n)
j y

(n)
l y(n)

p y(n)
q y(n)

r exp
(
−i(ω[jklm] − ω[pqrk])αtn

)

and

Ĩn(ω̃, ω) =

∫ tn+1

tn

∫ s

tn

exp
(
−iω̃φ

(
σ
ε

))
exp

(
−iωφ

(
s
ε

))
dσ ds. (6.4)

Remark. One can show that fixing the non-oscillating terms at σ = tn in (6.2) yields

remainder terms in O(τ3) with a constant that is independent of ε, and hence (after

establishing stability) employ Lady Windermere’s fan in order to prove that the

method (6.3) is a second-order method uniformly in ε, cf. Section 4.3.
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Method (6.3) is one example of a genuine second-order scheme for the tDMNLS.

Here, all exponential terms containing α are fixed at tn. Naturally, one can keep

these terms inside the integral in order to obtain additional variants of the method,

cf. Section 4.1 and Section 5.1. Moreover, one can use the adiabatic midpoint rule

(Chapter 5) instead of the adiabatic Euler method as a basis for a second-order

two-step method. However, all these approaches lead to a similar structure of nested

multiple sums implying exorbitant computational costs already for moderately many

points for the space-discretization.

In addition to computing the already known integral from the adiabatic Euler method

(Chapter 4), each time-step of method 6.3 requires evaluating the integral
∫ tn+1

tn

(s− tn) exp
(
−iωφ

(
s
ε

))
ds (6.5)

and the double integral (6.4). However, we observe that the integral (6.5) is the

special case ω̃ = 0 of (6.4). Moreover, the double integral (6.4) can be computed

exactly by a suitable decomposition of the integration interval at multiples of ε.

Although we have fixed all exponentials containing α at tn (i.e. despite we have

periodic integrands) this computation is rather tedious and shifted into Appendix C.

We conclude this section by a numerical example illustrating the accuracy of the

scheme (6.3): we consider the tDMNLS with1 α = 0.1, δ = 0.1 and T = 1 with the

initial value u0(x) = e−3x2e3ix for ε = 0.01, 0.005, 0.002. For this experiment, we

reduce the number of grid points in the interval [−π, π] to 16 equidistant points due

to the increase in computational time owed to the nested multiple sum structure.

Figure 6.1 shows the accuracy of the method (6.3) for ε = 0.01 (top left), ε = 0.005

(top right) and ε = 0.002 (bottom left). In addition, the accuracy of the Strang

splitting method is shown for comparison. The dashed blue line is a reference line

for order two, and the black vertical line highlights the value τ = ε. We observe

second-order accuracy of the method (6.3) in all three panels suggesting second-

order convergence of the method uniformly in ε.

Remark. There are some irregularities in the accuracy especially for small step-sizes

τ in the top right panel of Figure 6.1, which we tacitly blame on round-off errors

in the computation of the highly oscillatory double integral after excessively testing

our implementation.
1In order to ensure that the accuracy of the reference solution is precise enough to be considered

exact, we use δ = 0.1 instead of δ = 1 for this experiment. Otherwise, the second-order method

achieves an accuracy higher than 10−9 for very small steps. In this regime, the reference solution

reaches its accuracy limit leading to nonsensical results for the numerical experiments.
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Figure 6.1: Maximal `20-error over time of the second-order method (6.3) for ε = 0.01

(top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). The dashed blue line
is a reference line for order two. The black vertical line is at τ = ε.
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6.2. The α-correction

Despite the minor setback of the previous section, the construction of the method

(6.3) points out a natural way to improve the numerical scheme of the φ-variants

of the adiabatic Euler method (4.3) and of the adiabatic midpoint rule (5.2): we

include the uncritical term (the term without any derivatives of y) of the double

integral (6.1) into the respective numerical scheme. This idea gives rise to another

variant for each method:

the adiabatic Euler method with α-correction

y(n+1) = y(n) + i
∑

Im

Ŷ
(n)
jklm

∫ tn+1

tn

(
1− iω[jklm]α(s− tn)

)
exp

(
−iω[jklm]φ

(
s
ε

))
ds ,

(6.6)

the adiabatic midpoint rule with α-correction

y(n+1) = y(n−1) + i
∑

Im

Ŷ
(n)
jklm

∫ tn+1

tn−1

(
1− iω[jklm]α(s− tn)

)
exp

(
−iω[jklm]φ

(
s
ε

))
ds .

(6.7)

Clearly, including the α-correction in the scheme does not improve the order of

the method. One can show that the methods (6.6) and (6.7) fulfill the same error

bounds (with the same regularity requirements) as the corresponding φ-variants of

the method (see Theorem 6 and Theorem 10) by minor modifications of the respective

proofs. However, approximating an additional term from the double integral (6.1)

suggests a smaller error constant of the global error bound.

Moreover, the computation of the double integral in Lemma 24 (Appendix C) implies

that we have
∫ 2L+2

2L
σ exp (−iωφ(σ)) dσ = (4L+ 2)

exp(iωδ)− 1

iωδ
for L ∈ N ,

and hence, the periodic integrand still allows us to implement the additional integral

from the α-correction with constant complexity with respect to ε, cf. Section 4.1.

Here, it is useful to decompose the integral at multiples of 2ε instead of multiples of

ε, i.e. to employ the relation (4.7) with p = 2L.

Remark. We recall that the φ̂-variant and the φ-variant of the adiabatic Euler

method yield almost the same accuracy in our numerical examples, cf. Section 4.2.1.

Likewise, there is no visible advantage (or disadvantage) of the adiabatic Euler
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method with α-correction in our experiments. For this reason, we omit numerical

examples for this additional variant.

In the following, we investigate the behavior of the α-correction for the adiabatic

midpoint rule. We revisit the numerical example from Section 5.2. Therefore, we

consider the tDMNLS with α = 0.1, T = 1, δ = 1, the initial value u0(x) = e−3x2e3ix

with 64 equidistant grid points in the interval [−π, π] and ε = 0.01, 0.005, 0.002.

To this setting we apply all three variants, (5.1), (5.2) and (6.7), of the adiabatic

midpoint rule. The step-sizes τ are chosen exclusively as integer multiples and integer

fractions of ε in accordance with part (ii) and (iii) of Theorem 10 and 11. The

reference solution is computed by the Strang splitting method with a large number

of steps (≈ 106).

Figure 6.2 shows the accuracy of the three variants of the adiabatic midpoint rule

for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). The black

vertical line highlights the value τ = ε. Whereas all methods yield almost the same

accuracy in the regime τ > ε (right of the black line), the accuracy of the φ-variant

of the adiabatic midpoint rule is smaller than the accuracy of the φ̂-variant and of

the variant with α-correction in the regime τ < ε (left of the black line). Here, we

observe that the adiabatic midpoint rule with α-correction yields almost the same

accuracy than the φ̂-variant of the method.

Figure 6.3 shows the corresponding computational times for the previous experiment.

We observe that the α-correction entails only a negligible increase in computational

cost compared to the φ-variant but has significantly lower computational costs than

the φ-variant in the regime τ > ε, cf. Section 4.2.1.

Conclusion. The α-correction potentially lowers the constant of the global error

bound, whereas it hardly increases the computational cost in relation to the φ-

variant. In our example it yields almost the same accuracy as the φ̂-variant of the

adiabatic method with the lower computational costs from the φ-variant. Therefore,

one should prefer the φ-variant with α-correction over the corresponding φ̂-variant

of the method provided the higher regularity requirements are not crucial.
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Figure 6.2: Maximal `20-error over time of the adiabatic midpoint rule in variant (5.1),
(5.2) and (6.7) for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom
left). The black vertical line is at τ = ε. The step sizes τ are integer multiples and
integer fractions of ε.
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Figure 6.3: Computational time of the adiabatic midpoint rule in the variants (5.1),
(5.2) and (6.7) for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom
left). The black vertical line is at τ = ε.



CHAPTER 7

The adiabatic exponential Euler method

In Chapters 4 and 5, we have constructed first novel numerical methods for the

tDMNLS and identified key features of the equation allowing us to exploit the highly

oscillatory behavior of the error terms. This chapter is devoted to an alternative ap-

proach for constructing numerical methods to approximate solutions of the tDMNLS

leading us to exponential integrators. These exponential integrators appear to posses

significantly smaller error constants in the global error bound in `1 and, in addition,

preserve the `20-norm of the initial value over time. The price for this benefit is,

however, the computation of one matrix exponential in each time step. Again, we

start by constructing a first-order scheme (Section 7.1) to gain insight into the con-

struction idea and, in particular, in the error analysis of this new class of methods.

We state and discuss the result of our error analysis in Section 7.2, whereas the proof

is postponed to Section 7.3.

7.1. Construction

Our exponential methods make use of a reformulation of the tDMNLS based on (5.5),

i.e. on the definition

{
A
(
t, sε , µ

)
z
}
m

= i
∑

Im

µjµ̄kzl exp
(
−iω[jklm](αt+ φ

(
s
ε

)
)
)

for two sequences µ = (µm)m∈Z and z = (zm)m∈Z in C. If we define

Â(s, µ)z := A
(
s, sε , µ

)
z , (7.1)

then the tDMNLS reads

y′(t) = Â
(
t, y(t)

)
y(t) . (7.2)
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This formulation of the tDMNLS is the starting point for constructing all subsequent

exponential methods.

For a better understanding of the construction idea of the adiabatic exponential

Euler method it is useful to briefly recapitulate the basic idea of Magnus integrators,

cf. [10,36]. For this purpose, we follow the explanations from [34]. We consider for a

moment the linear differential equation

ψ′(t) = A(t)ψ(t) , ψ(0) = ψ0 , (7.3)

where A(t) is a time-dependent, skew-Hermitian matrix. The idea of Magnus consists

of deriving suitable matrices Ωn[τ ] such that the solution of (7.3) can be written in

terms of

ψ(tn + τ) = exp
(
Ωn[τ ]

)
ψ(tn) , n = 0, 1, . . . . (7.4)

It turns out that these matrices Ωn[τ ] are given by the Magnus expansion

Ωn[τ ] =

∫ τ

0
A(tn + s) ds− 1

2

(∫ τ

0

∫ s

0
A(tn + σ) dσA(tn + s) ds

−
∫ τ

0
A(tn + s)

∫ s

0
A(tn + σ) dσ ds

)
+ · · · .

Now, numerical methods for (7.3) can be constructed by truncating the series and

approximating the integrals via quadrature formulas. This approach results in (in-

terpolatory) Magnus integrators.

In the following, we adapt the basic idea of Magnus integrators for the tDMNLS

(7.2). As a first step, we formally linearize the equation in terms of

y′(t) ≈ Â
(
t, y(tn)

)
y(t) , t ∈ [tn, tn+1] (7.5)

by fixing the two entries of y contained in Â at t = tn. Now, we aim for a suitable

counterpart for the matrices Ωn[τ ] allowing us to express the solution of (7.5) by

means of an exponential, cf. (7.4). However, there are additional aspects of the

tDMNLS that require special care. First, the tDMNLS is an ODE system with

infinitely many equations, and hence simply considering Â
(
t, y(tn)

)
as a matrix is

inadequate1. Next, the term Â
(
t, y(tn)

)
still contains highly oscillatory phases. In

order to obtain estimates with constants that are independent of ε the involved

integrals cannot simply be approximated by quadrature formulas.

Therefore, we establish a suitable framework for our approach and start by investi-

gating properties of (7.1) in the next lemma.
1In particular, we require estimates that are independent of the space discretization.
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Lemma 15. For fixed µ ∈ `1 with M := ‖µ‖`1, it holds that

(i) the operator Â(t, µ) : `1 → `1 is bounded and

∥∥∥Â(t, µ)z
∥∥∥
`1
≤ C(M) ‖z‖`1 , for z ∈ `1 and t ∈ [0, T ] .

(ii) the operator Â(t, µ) : `2 → `2 is bounded and

∥∥∥Â(t, µ)z
∥∥∥
`20

≤ C(M)‖z‖`20 , for z ∈ `20 and t ∈ [0, T ] .

(iii) the operator Â(t, µ) : `2 → `2 is skew adjoint.

Proof. Assertion (i) follows from

∥∥∥Â(t, µ)z
∥∥∥
`1
≤
∑

m∈Z

∑

Im

|µjµkzl| ≤ C(M) ‖z‖`1 ,

cf. Lemma 2. In order to prove the assertions (ii) and (iii), we define

âm,l(t) :=
∑

(j,k)∈Z2

j−k=m−l

µjµk exp
(
−iω[jklm]φ̂

(
t
ε

))
for m, l ∈ Z .

This allows us to write

{Â(t, µ)z}m =
∑

l∈Z
âm,l(t)zl .

Because we have the estimate

∑

m∈Z

∑

l∈Z
|âm,l(t)| ≤M2 ,

the assertion (ii) follows from the Cauchy-Schwarz inequality via

‖Â(t, µ)z‖2`20 ≤
∑

m∈Z

(∑

l∈Z
|âm,l(t)zl|

)2

=
∑

m∈Z

(∑

l∈Z

√
|âm,l(t)|

√
|âm,l(t)| |zl|

)2

≤
∑

m∈Z

(∑

l∈Z
|âm,l(t)|

)(∑

l∈Z
|âm,l(t)| |zl|2

)

≤M4‖z‖2`20 .
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Furthermore, we have the relation

−âl,m(t) = i
∑

(j,k)∈Z2

j−k=l−m

µjµk exp
(

i(j2 − k2 −m2 + l2)φ̂
(
t
ε

))

= i
∑

(j,k)∈Z2

k−j=m−l

µjµk exp
(
−i(k2 − j2 +m2 − l2)φ̂

(
t
ε

))
,

and hence interchanging the summation indices j and k shows that

−âl,m(t) = âm,l(t) . (7.6)

Finally, the assertion (iii) follows via

〈Â(t, µ)z, x〉 =
∑

m∈Z

∑

l∈Z
âm,l(t)zlxm = −

∑

m∈Z

∑

l∈Z
âl,m(t)zlxm

= −
∑

l∈Z

∑

m∈Z
zlâl,m(t)xm = −〈z, Â(t, µ)x〉 .

On account of Lemma 15, the operator Â(t, µ) : `1 → `1 is linear, non-autonomous

and bounded for fixed µ ∈ `1. If we consider times tn = nτ with τ > 0 and n ∈ N
and define for fixed n, τ and µ ∈ `1 with M := ‖µ‖`1 the linear operator

Ên[τ, µ] :=

∫ 1

0
Â(tn + τσ, µ) dσ , (7.7)

then Ên[τ, µ] : `1 → `1 is again bounded with
∥∥∥Ên[τ, µ]z

∥∥∥
`1
≤
∥∥∥Â(t, µ)z

∥∥∥
`1
≤ C(M) ‖z‖`1 , z ∈ `1 , t ∈ [0, T ] , (7.8)

see Lemma 15. Additionally, the operator Ên[τ, µ] is autonomous, and thus generates

a uniformly continuous semigroup of bounded linear operators in `1 given by

exp
(
σÊn[τ, µ]

)
:=

∞∑

k=0

(
σÊn[τ, µ]

)k

k!
, (7.9)

cf. [52]. In the spirit of (7.4), we we can now approximate solutions of the tDMNLS

by means of (7.9) via

the adiabatic exponential Euler method

y(n+1) = exp
(
τ Ên

[
τ, y(n)

])
y(n) . (7.10)
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Clearly, the operator in (7.10) depends on the numerical solution y(n), and thus

changes in each time-step. In order ensure that the scheme is well-defined in terms

of (7.9), we have to show that y(n) ∈ `1 for all n ∈ N. This boundedness of the

numerical solution is established in Section 7.3 (below).

The adiabatic Euler method (Chapter 4) and the method (7.10) are closely related:

if we truncate the exponential series in (7.10) after the second summand, then we

obtain

y(n+1) = y(n) + τ Ên[τ, y(n)]y(n) . (7.11)

Moreover, according to (7.7), we have

τ Ên
[
τ, y(n)

]
=

∫ τ

0
Â
(
tn + σ, y(n)

)
dσ =

∫ tn+1

tn

Â
(
σ, y(n)

)
dσ , (7.12)

and hence we observe that the truncation (7.11) of the adiabatic exponential Euler

method (7.10) is in fact the φ̂-variant of the adiabatic Euler method (4.3). Further-

more, the relation (7.12) points out that the exponent in (7.10) coincides with the

first term of the nonlinear Magnus expansion, cf. [10, Section 3.3]. Lastly, the equa-

tion (7.12) shows that the exponent in (7.10) can be computed exactly by Lemma 5.

Technically, the method (7.10) is the φ̂-variant of the adiabatic exponential Euler

method. Likewise, we can define the φ-variant via

En[τ, µ] :=

∫ 1

0
A
(
tn,

tn+τσ
ε , µ

)
dσ .

Here, the term exp(−iω[jklm]αt) is also fixed at t = tn, which leads to a periodic

integrand in the exponent of the method, cf. Section 4.1. However, one can observe

in numerical experiments that the φ-variant does typically not improve the corre-

sponding φ-variant of the adiabatic Euler method (4.2) significantly. Therefore, we

omit a rigorous investigation of this method.

Moreover, we can construct an adiabatic exponential Euler method with α-correction

by
{
Eαn [τ, µ]z

}
m

:=
{
En[τ, µ]z

}
m

−iα
∑

Im

ω[jklm]µjµ̄kzl

∫ 1

0
τσ exp

(
−iω[jklm]φ

(
tn+τσ
ε

))
dσ ,

where we include an additional correction term in the scheme, see Section 6.2. Since

the α-correction does not improve the order of the method, we also omit a rigorous

investigation of this variant of the adiabatic exponential Euler method.

Nevertheless, we include all three introduced variants of the adiabatic exponential

Euler method in the numerical examples provided in the following section.
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7.2. Properties: norm preservation and accuracy

One main difference between method (7.10) and the adiabatic Euler method is that

the exponential method preserves the `20-norm of the initial value y(0). Provided

y(n) ∈ `1 the operator exp
(
τ Ên[τ, y(n)]

)
is well-defined in terms of (7.9). In addition,

Lemma 15 implies that Ên[τ, y(n)] : `20 → `20 is skew-adjoint and thus the semigroup(
exp

(
tÊn[τ, y(n)]

))
t∈R

is unitary in `20 by Stone’s theorem. Hence, we have

‖y(n+1)‖`20 =

∥∥∥∥∥
n∏

k=0

exp
(
τEk[τ, y(k)]

)
y(0)

∥∥∥∥∥
`20

= ‖y(0)‖`20 , (7.13)

i.e. the `20-norm of the initial value y(0) is preserved. Analogously, one can establish

the `20-invariance of the φ-variant and of the adiabatic exponential Euler method

with α-correction.

The result of our error analysis of the method (7.10) is first-order convergence inde-

pendently of ε.

Theorem 16. If y0 ∈ `21, then the global error of the adiabatic exponential Euler

method (7.10) applied to the tDMNLS (7.2) is bounded by
∥∥∥y(n) − y(tn)

∥∥∥
`1
≤ τC(My

0 ) , τn ≤ T ,

for sufficiently small step-sizes τ .

Theorem 16 is proven in Section 7.3.

Remark. One can show first-order convergence of the φ-variant and of the adiabatic

exponential Euler method with α-correction using the same techniques as in the

proof of Theorem 16 in Section 7.3. Here, the constant of the the global error bound

depends additionally on My
2 , cf. Theorem 6.

We conclude this section with a numerical experiment to compare the adiabatic expo-

nential Euler method to the adiabatic Euler method (Chapter 4). Again, we consider

the DMNLS with α = 0.1, δ = 1 and T = 1 with initial value u0(x) = e−3x2e3ix

and 64 equidistant grid points in the interval [−π, π] for ε = 0.01, 0.005, 0.002. To

this setting we apply all three variants of the adiabatic exponential Euler method.

The reference solution is computed by the Strang splitting method with a very small

step-size (≈ 10−6).

Figure 7.1 depicts the accuracy of the adiabatic exponential Euler method for ε =

0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). In addition, the
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Figure 7.1: Maximal `20-error over time of the adiabatic exponential Euler method
for ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). For
comparison, the `20-error of the adiabatic Euler method (φ̂-variant) and the Strang
splitting is shown. The dashed blue is a reference line for order one and the black
vertical line is at τ = ε.
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accuracy of the φ̂-variant of the adiabatic Euler method, (4.2), and of the Strang

splitting method is shown for comparison. The dashed blue line is a reference line

for order one, and the black vertical line highlights the value τ = ε. The panels of

Figure 7.1 indicate first-order convergence of the φ-variant of the adiabatic exponen-

tial Euler method independently of ε in accordance with Theorem 16. In addition,

we observe that the error constant of this method is only slightly smaller than the

error constant of the adiabatic Euler method suggesting that the exponential method

has no clear advantage over the non-exponential counterpart. The values of the adi-

abatic exponential Euler method with α-correction lie on top of the values of the

φ̂-variant. We observe that the error constant of those methods is almost of two or-

ders of magnitude smaller compared to the other methods. This observation suggests

an advantage of the φ̂-variant of the adiabatic exponential Euler method (and of the

variant with α-correction) over the φ-variant and, in particular, over the adiabatic

Euler method.

7.3. Proof of Theorem 16

The proof of Theorem 16 is essentially an application of the telescoping sum ar-

gument of Lady Windermere’s fan, cf. Section 4.3. Therefore, we state and prove

subsequently two lemmas concerning the stability and the local error of method

(7.10), respectively.

In contrast to the error analysis of the adiabatic Euler method in Section 4.3, the

error analysis of the adiabatic exponential Euler method requires estimates and ex-

pansions of semigroups. In the following, we provide some fundamental bounds for

the operator (7.9). Let µ ∈ `1 and M := ‖µ‖`1 . By definition (7.9), (7.8) and

Lemma 15, we have the estimate
∥∥∥exp

(
σÊn[τ, µ]

)
z
∥∥∥
`1
≤ eσC(M) ‖z‖`1 . (7.14)

Moreover, we make use of the (possibly) operator-valued functions

ϕk(z) =

∫ 1

0
e(1−θ)z θk−1

(k − 1)!
dθ , k ≥ 1 , (7.15)

cf. [34]. These function satisfy the recurrence relation

ϕk+1(z) =
ϕk(z)− 1

k!

z
with ϕ0(z) = ez ,

which allows us, in particular, to expand (7.9) in terms of

exp
(
σÊn

)
= ϕ0

(
σÊn

)
=

m−1∑

k=0

σk

k!
Êkn + (σÊn)mϕm

(
σÊn

)
, (7.16)
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where we use the abbreviation Ên = Ên[τ, µ] for readability. The main feature of

this expansion is that the operator ϕm
(
σÊn[τ, µ]

)
: `1 → `1 in the remainder term is

bounded, in fact ∥∥∥ϕm
(
σÊn[τ, µ]

)
z
∥∥∥
`1
≤ C(M) ‖z‖`1 . (7.17)

Now, we reemploy the notation from (4.8) and denote n ∈ N steps of the adiabatic

exponential Euler method (7.10) with step-size τ starting at time θ with initial data

z = (zm)m∈Z by Ψn
θ (z).

Lemma 17. Let y0 ∈ `21. Then, the local error of the adiabatic exponential Euler

method (7.10) applied to the tDMNLS (7.2) is bounded by
∥∥y(tn+1)−Ψtn

(
y(tn)

)∥∥
`1
≤ τ2C(My

0 ) .

Proof. For convenience we abbreviate Ên = Ên[τ, y(tn)]. Inserting the exact solution

value y(tn) into the numerical scheme yields the local error

dn := y(tn+1)− exp
(
τ Ên

)
y(tn) . (7.18)

In order to estimate (7.18), we adapt an idea from [33], see also [34], to obtain a

suitable expression for the exact solution y(tn+1) of the tDMNLS. By definition (7.2)

we have

y′(t) = Êny(t) +
(
Â(t, y(t)

)
− Ên

)
y(t) ,

and hence applying the variation of constants formula gives

y(tn+1) = exp
(
τ Ên

)
y(tn) +

∫ tn+1

tn

exp
(
(τ − s)Ên

)(
Â(s)− Ên

)
y(s) ds , (7.19)

where we use the abbreviation Â(s) = Â
(
s, y(s)

)
. Substituting (7.19) into (7.18)

and applying (7.16) with m = 1 yields the partition dn = Tn +Rn, with

Tn =

∫ tn+1

tn

(
Â(s)− Ên

)
y(s) ds

and

Rn =

∫ tn+1

tn

(τ − s)Ênϕ1

(
(τ − s)Ên

)(
Â(s)− Ên

)
y(s) ds .

If we combine (7.17), (7.8) and Lemma 15, we obtain the estimate

‖Rn‖`1 ≤ τ2C(My
0 ) . (7.20)

Furthermore, we split Tn = T
(1)
n + T

(2)
n , with

T (1)
n =

∫ tn+1

tn

(
Â(s)− Ên

)
y(tn) ds
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and

T (2)
n =

∫ tn+1

tn

∫ s

tn

(
Â(s)− Ên

)
y′(σ) dσ ds .

Thanks to (7.8), Lemma 15 and Lemma 2, we get
∥∥∥T (2)

n

∥∥∥
`1
≤ τ2C(My

0 ) . (7.21)

By (7.12), we have

∥∥∥T (1)
n

∥∥∥
`1

=

∥∥∥∥
∫ tn+1

tn

(
Â
(
s, y(s)

)
− Â

(
s, y(tn)

))
y(tn) ds

∥∥∥∥
`1

≤
∑

m∈Z

∑

Im

∫ tn+1

tn

|yj(s)yk(s)− yj(tn)yk(tn)| |yl(tn)|ds .

Because of the relation

yj(s)yk(s)− yj(tn)yk(tn) =
(
yj(s)− yj(tn)

)
yk(s) + yj(tn)

(
yk(s)− yk(tn)

)

= yk(s)

∫ s

tn

y′j(σ) dσ + yj(tn)

∫ s

tn

y′k(σ) dσ , (7.22)

the estimate ∥∥∥T (1)
n

∥∥∥
`1
≤ τ2C(My

0 ) . (7.23)

follows from Lemma 2. Finally, we combine (7.20), (7.21) and (7.23) obtaining the

desired result.

The second lemma concerns the stability of (7.10). It has been published in a different

context with Prof. Dr. Tobias Jahnke and Prof. Dr. Roland Schnaubelt in the preprint

[41].

Lemma 18. Let ν, µ ∈ `1 and M := max{‖µ‖`1 , ‖ν‖`1}. Then, we have

‖Ψtn(µ)−Ψtn(ν))‖`1 ≤ eτC(M) ‖µ− ν‖`1 .

Proof. In order to prove the stability of method (7.10), we adapt an idea from [44].

The following argument holds for arbitrary starting time tn, we thus assume tn = 0

with no loss of generality.

We start by observing that x(t) = exp
(
tÊn[τ, µ]

)
µ and z(t) = exp

(
tÊn[τ, ν]

)
ν are

solutions of the linear initial value problems

x′(t) = Ên[τ, µ]x(t) , x(0) = µ , t ≥ 0,

and

z′(t) = Ên[τ, ν]z(t) , z(0) = ν , t ≥ 0,
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respectively. According to (7.14), both x(t) and z(t) are in `1 for every t ∈ [0, τ ].

Hence, (7.8) yields the estimate

‖x(τ)‖`1 ≤ ‖x(0)‖`1 +

∫ τ

0

∥∥∥Ên[τ, µ]x(s)
∥∥∥
`1

ds ≤M +M2

∫ τ

0
‖x(s)‖`1 ds ,

and thus we obtain by Gronwall’s lemma

‖x(τ)‖`1 ≤MeM
2τ . (7.24)

Since the relation

µjµkxl(t)− νkνkzl(t) =
(
µj − νj

)
µkxl(t) + νj

(
µk − νk

)
xl(t)

+ νjνk
(
xl(t)− zl(t)

)

holds, we can use (7.24) to estimate the difference of the right-hand sides of the

initial value problems as follows

∥∥∥Ên[τ, µ]x(t)− Ên[τ, ν]z(t)
∥∥∥
`1
≤
∑

m∈Z

∑

Im

|µjµkxl(t)− νjνkzl(t)|

≤ 2M ‖x(t)‖`1 ‖µ− ν‖`1 +M2 ‖x(t)− z(t)‖`1
≤ 2M2eM

2t ‖µ− ν‖`1 +M2 ‖x(t)− z(t)‖`1 .

Hence, we obtain

‖x(τ)− z(τ)‖`1 ≤ ‖µ− ν‖`1 +

∫ τ

0

∥∥∥Ên[τ, µ]x(s)− Ên[τ, ν]z(s)
∥∥∥
`1

ds

≤
(

1 + 2M2

∫ τ

0
esM

2
ds

)
‖µ− ν‖`1

+M2

∫ τ

0
‖x(s)− z(s)‖`1 ds

≤ eτ2M2 ‖µ− ν‖`1 +M2

∫ τ

0
‖x(s)− z(s)‖`1 ds .

Then, applying Gronwall’s lemma results in

‖x(τ)− z(τ)‖`1 ≤ eτ3M2 ‖µ− ν‖`1 .

Equipped with Lemma 17 and Lemma 18, we can now prove Theorem 16.
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Proof of Theorem 16. As in the proof of Theorem 6 in Section 4.3, we start by

establishing the boundedness of the adiabatic exponential Euler method (7.10). On

the basis of Lemma 18 and Lemma 17, we apply Proposition 23 (Appendix B) and

choose the constant M?
0 = 2My

0 to obtain a step-size τ0 = C(T,My
0 ) such that for

step-sizes τ ≤ τ0 the numerical solution is bounded in `1, i.e.
∥∥∥Ψn

tp

(
y(tp)

)∥∥∥
`1
≤M?

0 ≤ C(My
0 ) for all p ∈ N , tp+n ≤ T . (7.25)

In particular, the estimate (7.25) ensures that the numerical scheme (7.10) is well-

defined because it implies that the expression exp
(
σÊn[τ, y(n)]

)
exists in terms of

(7.9) for all y(n).

Furthermore, Lemma 18 and Lemma 17 allow us to conduct the desired estimate

for the global error via the telescoping sum argument of Lady Windermere’s fan.

Because this argument has already been presented in detail in the proof of Theorem 6

in Section 4.3, we omit the details at this point.



CHAPTER 8

The adiabatic exponential midpoint rule

Similar to the construction of the adiabatic midpoint rule in Section 5.1, we use the

construction principles of the first-order exponential integrator (7.10) to obtain a

corresponding two-step method based on the explicit midpoint rule. The resulting

adiabatic exponential midpoint rule is introduced in Section 8.1. Subsequently, we

state and discuss the results of our error analysis for this method in Section 8.2. It

turns out that – as in the case of the adiabatic midpoint rule (Chapter 5) – we do

not obtain a genuine second-order method. However, once more, the accuracy of the

method improves for step-sizes that are integer multiples or integer fractions of ε

due to cancellation effects in the summation of highly oscillatory error terms. The

result of our error analysis is stated in Theorem 19 in Section 8.2. This theorem

is the second main result of this thesis. Section 8.3 is then devoted to the proof

of Theorem 19. Here, we extend techniques from Section 7.3 and suitably adapt

the proofs from Section 5.3 and 5.4 to analyze the error behavior of the adiabatic

exponential midpoint rule.

8.1. Construction

The starting point for constructing the adiabatic exponential midpoint rule is the

tDMNLS in the form (7.2). For fixed µ ∈ `1 with M := ‖µ‖`1 and times tn = nτ

with n ∈ N and τ > 0, we define

M̂n[τ, µ] :=
1

2

∫ 1

−1
Â(tn + τσ, µ) dσ

obtaining a bounded, linear and autonomous operator M̂n[τ, µ] : `1 → `1 with
∥∥∥M̂n[τ, µ]z

∥∥∥
`1
≤
∥∥∥Â(t, µ)z

∥∥∥
`1
≤ C(M) ‖z‖`1 , t ∈ [0, T ] , (8.1)

97
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see Lemma 15. The operator M̂n[τ, µ] : `1 → `1 generates a uniformly continuous

semigroup of bounded operators in `1 given by

exp
(
sM̂n[τ, µ]

)
:=

∞∑

k=0

(
sM̂n[τ, µ]

)k

k!
, (8.2)

cf. [52]. As in (7.14), we have the estimate
∥∥∥exp

(
σM̂n[τ, µ]

)
z
∥∥∥
`1
≤ eσC(M) ‖z‖`1 (8.3)

and, with the abbreviation M̂n = M̂n[τ, µ], the expansion

exp
(
σM̂n

)
= ϕ0

(
σM̂n

)
=

m−1∑

k=0

σk

k!
M̂k

n +
(
σM̂n

)m
ϕm
(
σM̂n

)
(8.4)

by means of the ϕ-functions defined in (7.15) is still available, cf. (7.16). Here, the

operators ϕm
(
σM̂n

)
: `1 → `1 are bounded by

∥∥∥ϕm
(
σM̂n

)
z
∥∥∥
`1
≤ C(M) ‖z‖`1 . (8.5)

The operators given in (8.2) allow us to define approximations y(n) ≈ y(tn) of the

tDMNLS via

the adiabatic exponential midpoint rule

y(n+1) = exp
(
2τM̂n[τ, y(n)]

)
y(n−1) . (8.6)

The adiabatic exponential midpoint rule is a two-step scheme. As starting step we

propose the adiabatic exponential Euler method (7.10), i.e.

y(1) = exp
(
τ Ên[τ, y(0)]

)
y(0) . (8.7)

To ensure that the scheme (8.6) is well-defined in terms of (8.2) we require y(n) ∈ `1

for all n ∈ N. This boundedness of the numerical solution is addressed in Section 8.3

(below). Moreover, we observe that

2τM̂n[τ, y(n)] = τ

∫ 1

−1
Â
(
tn + τσ, y(n)

)
dσ =

∫ tn+1

tn−1

Â
(
s, y(n)

)
ds , (8.8)

which relates the exponent in (8.6) to the nonlinear Magnus expansion, cf. [10,

Sec. 3.3]. In addition, the relation (8.8) implies that the exponent in (8.6) can

be evaluated exactly in each time-step, cf. Section 5.1. If we consider only the first

two summands of the exponential series in (8.6), we obtain the method

y(n+1) = y(n−1) + 2τM̂n[τ, y(n)]y(n−1) ,
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which is almost the φ-variant of the adiabatic midpoint rule; the difference being

that we have y(n−1) instead of y(n) in the second summand.

In addition to the φ̂-variant (8.6), we can define a φ-variant of the adiabatic expo-

nential midpoint rule by

Mn[τ, µ] :=
1

2

∫ 1

−1
A
(
tn,

tn+τσ
ε , µ

)
dσ

and a variant with α-correction via
{
Mα

n[τ, µ]z
}
m

:=
{
M[τ, µ]z

}
m

− iα

2

∑

Im

ω[jklm]µjµ̄kzl

∫ 1

−1
τσ exp

(
−iω[jklm]φ

(
tn+τσ
ε

))
dσ .

As for the adiabatic exponential Euler method, we omit a rigorous error analysis of

these additional variants and focus solely on the φ̂-variant (8.6) of the adiabatic ex-

ponential midpoint rule because it shows the most promising results in the numerical

experiments given at the end of the following section.

8.2. Properties: norm preservation and accuracy

Provided y(n) ∈ `1 it follows from Lemma 15 that the operator M̂n[τ, y(n)] : `20 → `20

is skew-adjoint. Hence, as in (7.13), we have

‖y(n)‖`20 = ‖y(0)‖`20 ,

i.e. the adiabatic exponential midpoint rule (8.6) preserves the `20-norm of the initial

value y(0).

As for the adiabatic midpoint rule (see Theorem 10 and 11), the error behavior of the

adiabatic exponential midpoint rule is rather complex: the method is a first-order

scheme uniformly in ε, however, its accuracy improves for step-sizes that are integer

fractions or integer multiples of ε. In the following theorem, we state our error

analysis of the adiabatic exponential midpoint rule. It is the second main result of

this thesis.

Theorem 19. Let y(n) be the approximation of the tDMNLS (2.24) with the adia-

batic exponential midpoint rule (8.6). Then, the global error satisfies the following

bounds.

(i) If y(0) ∈ `21, then we have
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ τC(T,My

0 ) , τn ≤ T,

for sufficiently small step-sizes τ .
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(ii) If y(0) ∈ `23 and if we choose step-sizes τ = ε/k for some k ∈ N, then we have
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤ ετ

(
C(T,My

0 ) + αC(T,My
2 )
)
, τn ≤ T,

for sufficiently small step-sizes τ .

(iii) Suppose that Assumption 1 holds. If y(0) ∈ `23 and if we choose step-sizes τ = εk

for some k ∈ N, then we have
∥∥∥y(tn)− y(n)

∥∥∥
`1
≤
(
ε2

δ + τ2
)
C(T, α,M0,M2) , τn ≤ T,

for sufficiently small step-sizes τ . In case of α = 0 the constant depends only

on T and M0.

Theorem 19 is proven in Section 8.3.

In the following numerical example, we illustrate the behavior of the adiabatic ex-

ponential midpoint rule and compare it to the adiabatic midpoint rule (5.2). We

consider the tDMNLS with α = 0.1, T = 1, δ = 1, the initial value u0(x) = e−3x2e3ix

with 64 equidistant grid points in the interval [−π, π] and ε = 0.01, 0.005, 0.002. To

this setting, we apply all three variants of the adiabatic exponential midpoint rule

but exclusively with step-sizes τ chosen according to part (ii) and (iii) of Theorem 19,

i.e. we choose step-sizes that are integer multiples and integer fractions of ε. The

reference solution is computed by the Strang splitting method with a large number

of steps (> 106).

Figure 8.1 depicts the accuracy of the adiabatic exponential midpoint rule for ε =

0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). In addition,

the accuracy of the adiabatic midpoint rule (5.2) is shown. The black vertical line

highlights the value τ = ε. The dashed blue lines are reference lines for O(τ2) and

O(ετ). In the regime τ > ε (right of the black line), we observe second-order accu-

racy in accordance to Theorem 19. Moreover, the error constants of the exponential

methods are smaller than the constant of the adiabatic midpoint rule. In fact, the

φ-variant and the adiabatic exponential midpoint rule with α-correction have only

a moderately smaller error constant, whereas the error constant of the φ̂-variant is

significantly smaller leading to an improved accuracy of almost one order of mag-

nitude. In the regime τ < ε (left of the black line), we observe accuracy in O(τε).

Here, the accuracy of the φ-variant of the exponential method almost coincides with

the accuracy of the adiabatic midpoint rule. However, the accuracy of the φ̂-variant

suggests again an advantageous behavior of the exponential method. Lastly, the

variant with α-correction closes up to the accuracy of the φ̂-variant provided the

step-size is sufficiently small.
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Figure 8.1: Maximal `20-error over time of the adiabatic exponential midpoint rule for
ε = 0.01 (top left), ε = 0.005 (top right) and ε = 0.002 (bottom left). In addition,
the accuracy of the adiabatic midpoint rule (5.2) is shown as a reference. The black
vertical line is at τ = ε. In all panels the step-sizes are chosen as integer multiples
or integer fractions of ε.
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Conclusion. Comparing the global error bounds of the adiabatic exponential mid-

point rule (Theorem 19) and the adiabatic midpoint rule (Theorem 11), there is

no clear advantage for either method. However, the previous numerical experiment

suggests that the exponential scheme has a smaller error constant and thus indicates

a higher accuracy. In particular, the φ̂-variant of the adiabatic exponential midpoint

rule appears to improve the accuracy significantly. Additionally, the exponential

methods possess the advantage that they preserve the `20-norm of the initial value.

Nevertheless, further investigation in terms of computational time versus accuracy

is required for a final appraisal of the methods. We will address these additional

considerations to some extent in Section 9.2.

8.3. Proof of Theorem 19

In order to simplify the notation throughout the proof, we use the abbreviations

M̂n := M̂n[τ, y(n)] and M̂∗n := M̂n[τ, y(tn)] .

The starting point to analyze the two-step method (8.6) is a recursion formula for

the global error of the corresponding one-step formulation; cf. Section 5.3 and 5.4.

Therefore, we define

yn+1 =

(
y(n+1)

y(n)

)
and Mn =

(
0 exp

(
2τM̂n

)

I 0

)
(8.9)

in order to write the adiabatic exponential midpoint rule (8.6) in terms of

yn+1 = Mnyn . (8.10)

If we define the error terms

dn+1 = Mny(tn)− y(tn+1) with y(tn+1) =

(
y(tn+1)

y(tn)

)
, (8.11)

then we can express the global error eN = yN − y(tN ) via

eN+1 = MNeN + dN+1 .

Solving this recursion formula and using e0 = 0 gives

eN =
N∑

n=1

Mndn , with Mn =
N−1∏

k=n

Mk , (8.12)

where the factors of Mn are considered in descending order from left to right. The

error representation (8.12) is the center piece of the proof of Theorem 19.
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At this point, one can use the one-step formulation (8.10) to verify that the assump-

tions of Proposition 23 (Appendix B), i.e. stability and consistency, are fulfilled; cf.

(7.25), see also (4.12). However, in contrast to the proof of Theorem 16 combin-

ing the stability and the consistency of the method (8.6) with a telescoping sum

argument is not sufficient to prove Theorem 19. Hence, we omit these additional

computations. Nevertheless, we use henceforth that the bound
∥∥∥y(n)

∥∥∥
`1
≤ C(My

0 ) for all nτ ≤ T , (8.13)

for approximations y(n) of the tDMNLS with method (8.6) exists for sufficiently small

step-sizes τ . In particular, the estimate (8.13) ensures that the numerical scheme

(8.6) is well defined.

8.3.1. Proof of part (i)

In order to prove first-order convergence it is sufficient to apply the triangle inequality

to the recursion formula (8.12). Then, by definition (8.9) the bounds (8.3) and (8.13)

allow us to estimate

‖eN‖`1 ≤
N∑

n=1

‖Mndn‖`1 ≤ eC(T,My
0 )

N∑

n=1

‖dn‖`1 , (8.14)

and thus it remains to deduce a suitable bound for ‖dn‖`1 . With the abbreviation

dn+1 := exp
(
2τM̂n

)
y(tn−1)− y(tn+1) , (8.15)

we obtain

dn+1 =

(
dn+1

0

)
(8.16)

by (8.11), and hence it suffices to consider the non-zero part dn+1 of dn+1. As in

(7.19), we obtain the representation

y(tn+1) = exp
(
2τM̂n

)
y(tn−1)

+

∫ tn+1

tn−1

exp
(
2(τ − s)M̂n

) (
Â
(
s, y(s)

)
− M̂n

)
y(s) ds (8.17)

for the exact solution of the tDMNLS by the variation of constants formula. Inserting

(8.17) into (8.15) results in

dn+1 = −
∫ tn+1

tn−1

exp
(
2(τ − s)M̂n

) (
Â
(
s, y(s)

)
− M̂n

)
y(s) ds . (8.18)

Hence, with (8.4) and the fundamental theorem of calculus, we get the partition

dn+1 = −
(
d

(1)
n+1 + d

(2)
n+1 +R

(1)
n+1

)
, (8.19)
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where

d
(1)
n+1 =

∫ tn+1

tn−1

exp
(
2(τ − s)M̂n

)(
M̂∗n − M̂n

)
y(s) ds , (8.20)

d
(2)
n+1 =

∫ tn+1

tn−1

(
Â
(
s, y(s)

)
− M̂∗n

)
y(tn) ds , (8.21)

R
(1)
n+1 =

∫ tn+1

tn−1

∫ s

tn

(
Â
(
s, y(s)

)
− M̂∗n

)
y′(σ) dσ ds

+ 2M̂n

∫ tn+1

tn−1

(τ − s)ϕ1

(
2(τ − s)M̂n

)(
Â
(
s, y(s)

)
− M̂∗n

)
y(s) ds .

Thanks to Lemma 15, (8.1), (8.5) and Lemma 2, we get the bound
∥∥∥R(1)

n+1

∥∥∥
`1
≤ τ2C(My

0 ) . (8.22)

Because of the estimate
∣∣∣yj(tn)yk(tn)− y(n)

j y
(n)
k

∣∣∣ ≤
∣∣∣yj(tn)− y(n)

j

∣∣∣ · |yk(tn)|+ |yj(tn)| ·
∣∣∣yk(tn)− y(n)

k

∣∣∣ ,

the bound
∥∥∥
(
M̂∗n − M̂n

)
z
∥∥∥
`1
≤ C(My

0 )
∥∥∥y(tn)− y(n)

∥∥∥
`1
‖z‖`1 ≤ C(My

0 ) ‖en‖`1 ‖z‖`1 (8.23)

follows for z ∈ `1, and hence we obtain
∥∥∥d(1)

n+1

∥∥∥
`1
≤ τC(My

0 ) ‖en‖`1 , (8.24)

by (8.3) and (8.13). According to (8.8), we have

d
(2)
n+1 =

∫ tn+1

tn−1

(
Â
(
s, y(s)

)
− Â

(
s, y(tn)

))
y(tn) ds .

Now, let {d(2)
n+1}m denote the m-th entry of d(2)

n+1. As in (7.22), we partition

{d(2)
n+1}m = {S(1)

n+1}m + {S(2)
n+1}m (8.25)

with

{S(1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

yj(tn)y′k(σ)yl(tn) exp
(
−iω[jklm]φ̂

(
s
ε

))
dσ ds , (8.26)

{S(2)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

y′j(σ)yk(s)yl(tn) exp
(
−iω[jklm]φ̂

(
s
ε

))
dσ ds . (8.27)

Then, Lemma 2 implies the bounds
∥∥∥S(1)

n+1

∥∥∥
`1
≤ τ2C(My

0 ) and
∥∥∥S(2)

n+1

∥∥∥
`1
≤ τ2C(My

0 ) . (8.28)
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Finally, we acquire the estimate

‖dn+1‖`1 ≤ τC(My
0 ) ‖en‖`1 + τ2C(My

0 ) . (8.29)

Substituting into (8.14) yields

‖eN‖`1 = τeC(T,My
0 )
N−1∑

n=0

‖en‖`1 + τC(T,My
0 ) ,

and we infer part (i) from the discrete Gronwall lemma.

8.3.2. Proof of part (ii)

In the proof of part (ii), we exploit cancellation effects in the error terms for τ = ε/k

to improve the estimate (8.29). In order to utilize these cancellation effects, we

avoid the triangle inequality and use a different approach to estimate the `1-norm

of the global error (8.12), cf. Section 5.3.2. We start as in (5.24) and decompose

N = 2kL+ n∗ with n∗ ∈ {0, . . . , 2k − 1} obtaining

‖eN‖`1 ≤
∥∥∥∥∥

2kL−1∑

n=1

Mndn

∥∥∥∥∥
`1

+

∥∥∥∥∥
2kL+n∗∑

n=2kL

Mndn

∥∥∥∥∥
`1

. (8.30)

Because n∗τ2 ≤ 2kτ2 = 2τε, we conclude from (8.29) that
∥∥∥∥∥

2kL+n∗∑

n=2kL

Mndn

∥∥∥∥∥
`1

≤ τC(T,My
0 )

2kL+n∗∑

n=2kL

‖en‖`1 + τεC(My
0 ) . (8.31)

In contrast to (5.26), we have now the additional term Mn instead of the row-

switching matrix J in the remaining sum, and hence it is not sufficient to subdivide

into summands with odd and even indices to eliminate this extra factor. Therefore,

we use an additional summation by parts argument given in the following lemma.

Lemma 20. Let k, L ∈ N. Then, we have

(i)

∥∥∥∥∥∥∥

2kL−1∑

n=1
n even

Mndn

∥∥∥∥∥∥∥
`1

≤ eC(T,My
0 )

∥∥∥∥∥
kL−1∑

n=1

d2n

∥∥∥∥∥
`1

+ τC(My
0 )

kL−2∑

n=1

∥∥∥∥∥∥

n∑

j=1

d2j

∥∥∥∥∥∥
`1

and

(ii)

∥∥∥∥∥∥∥

2kL−1∑

n=1
n odd

Mndn

∥∥∥∥∥∥∥
`1

≤ eC(T,My
0 )

∥∥∥∥∥
kL−1∑

n=1

d2n−1

∥∥∥∥∥
`1

+ τC(My
0 )

kL−2∑

n=1

∥∥∥∥∥∥

n∑

j=1

d2j−1

∥∥∥∥∥∥
`1

.

Proof. First, we apply the summation by parts formula and obtain

kL−1∑

n=1

M2nd2n = M2(kL−1)

kL−1∑

n=1

d2n +

kL−2∑

n=1

(
M2n+2 −M2n

)( n∑

j=1

d2j

)
.
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Then, we derive with (8.12) the factorization

M2n+2 −M2n = M2n+2 −M2n+2M2n+1M2n

= M2n+2

((
I 0

0 I

)
−
(

exp
(
2τM̂2n+1

)
0

0 exp
(
2τM̂2n

)
))

.

Thanks to (8.4), we get

M2n+2 −M2n = 2τM2n+2

(
M̂2n+1ϕ1

(
2τM̂2n+1

)
0

0 M̂2nϕ1

(
2τM̂2n

)
)
,

and hence the bound

∥∥(M2n+2 −M2n

)
z
∥∥
`1
≤ τC(My

0 ) ‖z‖`1 for z ∈ `1

follows from (8.1), (8.3) and (8.5) implying the first estimate. The second estimate

follows analogously with

kL−1∑

n=1

M2n−1d2n−1 = M2kL−1

kL−1∑

n=1

d2n−1 +
kL−2∑

n=1

(
M2n+1 −M2n−1

)( n∑

j=1

d2j−1

)

and the factorization

M2n+1 −M2n−1 = M2n+1

((
I 0

0 I

)
−
(

exp
(
2τM̂2n

)
0

0 exp
(
2τM̂2n−1

)
))

.

Lemma 20 particularly implies that it is sufficient to conduct suitable estimates for
∥∥∥∥∥∥∥

2kL−1∑

n=1
n odd

dn

∥∥∥∥∥∥∥
`1

and

∥∥∥∥∥∥∥

2kL−1∑

n=1
n even

dn

∥∥∥∥∥∥∥
`1

with k, L ∈ N . (8.32)

This is because the occurring double sums pose no additional problems: we can

separate excessive summands in the inner sum as in (8.30) and apply the already

available estimate (8.29) in order to obtain a suitable bound for these terms. More

specifically, we partition n = (lk+ n∗) with l ∈ N and n∗ ∈ {0, . . . , k}. Now, we can

subdivide, e.g., the inner sum from part (i) of Lemma 20 into

n∑

j=1

d2j =

lk−1∑

j=1

d2j +

lk+n∗∑

j=lk

d2j .

Then, the first sum can be estimated by the (yet to be derived) estimate for (8.32),

whereas the second sum can be directly bounded by (8.29) because n∗τ2 ≤ 2τε.
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In what follows, we derive solely an estimate for the first sum in (8.32) because a

corresponding estimate for the second sum follows analogously. Moreover, we shift

the summation index and consider henceforth the sum∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

dn+1

∥∥∥∥∥∥∥
`1

for aesthetic reasons. As in part (i) of the proof, it is sufficient to consider the non-

zero part dn+1 of dn+1, see (8.16). We start by expanding (8.15) but to a higher

order. This leads us to the partition

dn+1 = −
(
d

(1)
n+1 + d

(2)
n+1 + d

(3)
n+1 + d

(4)
n+1 +R

(2)
n+1

)
, (8.33)

with d(1)
n+1 and d(2)

n+1 defined in (8.20) and (8.21), respectively, and

d
(3)
n+1 =

∫ tn+1

tn+1

∫ s

tn

(
Â
(
s, y(s)

)
− M̂∗n

)
y′(σ) dσ ds ,

d
(4)
n+1 =

∫ tn+1

tn−1

2(τ − s)M̂n

(
Â
(
s, y(s)

)
− M̂∗n

)
y(tn) ds ,

R
(2)
n+1 =

∫ tn+1

tn−1

∫ s

tn

2(τ − s)M̂n

(
Â
(
s, y(s)

)
− M̂∗n

)
y′(σ) dσ ds

+

∫ tn+1

tn−1

(
2(τ − s)M̂n

)2
ϕ2

(
2(τ − s)M̂n

)(
Â
(
s, y(s)

)
− M̂∗n

)
y(s) ds .

Thanks to (8.1), (8.5), Lemma 15 and Lemma 2 the bound
∥∥∥R(2)

n+1

∥∥∥
`1
≤ τ3C(My

0 ) (8.34)

follows. We continue by acquiring suitable estimates for d(2)
n+1, d

(3)
n+1, and d

(4)
n+1 in the

following three steps.

Step 1. According to the partition (8.25), we have to improve the estimate (8.28)

to refine the estimate for d(2)
n+1. We observe that the terms S(1)

n+1 and S
(2)
n+1, given

in (8.26) and (8.27), have the same structure as the terms (5.76)-(5.78) in the proof

of Theorem 11. Therefore, we use the same principle to improve these estimates.

First, we insert the tDMNLS for the derivative. Then, we fix all entries of y at tn
obtaining a leading order term that can be estimated by Lemma 14, and a remainder

term bounded in O(τ3) with a constant depending only on T and My
2 . Since this

procedure has already been demonstrated in Section 5.4, we omit the details of these

computations. Ultimately, we obtain the estimate
∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

d
(2)
n+1

∥∥∥∥∥∥∥
`1

≤ ετ
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.35)
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Step 2. For the bound of d(3)
n+1, we partition d(3)

n+1 = S
(3)
n+1 − S

(4)
n+1 with

S
(3)
n+1 =

∫ tn+1

tn−1

∫ s

tn

Â
(
s, y(s)

)
y′(σ) dσ ds ,

S
(4)
n+1 =

∫ tn+1

tn−1

∫ s

tn

M̂∗n y′(σ) dσ ds . (8.36)

If we consider the m-th entry of S(3)
n+1

{S(3)
n+1}m = i

∑

Im

∫ tn+1

tn−1

∫ s

tn

yj(s)yk(s)y
′
l(σ) exp

(
−iω[jklm]φ̂

(
s
ε

))
dσ ds ,

we can identify again the structure of the terms (5.76)-(5.78). As in the previous

step, we obtain the estimate
∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

S
(3)
n+1

∥∥∥∥∥∥∥
`1

≤ ετ
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.37)

The term (8.36) can be estimated similarly, however, there is a mid-sized1 modifi-

cation, and thus we carry out the details of this computation. If we substitute the

tDMNLS (2.24) for y′(σ) the m-th entry of S(4)
n+1 reads

{S(4)
n+1}m = −1

2

∑

Im

∑

Il

yj(tn)yk(tn)

∫ 1

−1
exp

(
−iω[jklm]φ̂

(
tn+τξ
ε

))
dξ

∫ tn+1

tn−1

∫ s

tn

Ŷpqrl(σ) exp
(
−iω[pqrl]φ

(
σ
ε

))
dσ ds , (8.38)

with

Ypqr(σ) = yp(σ)yq(σ)yr(σ) and Ŷpqrl(σ) = Ypqr(σ) exp(−iω[pqrl]σα) .

Now, we aim to exploit the cancellation effects by summing up the double integrals.

For simplification, we consider one summand of (8.38). We fix m ∈ Z as well

as (j, k, l) ∈ Im and (p, q, r) ∈ Il. Then, we write ω = ω[pqrl], ω̃ = ω[jklm] and

Ŷ (s) = Ŷpqrl(s) for short. Moreover, we employ the abbreviations

f(s) = yj(s)yk(s) and K̂n =

∫ 1

−1
exp

(
−iω̃φ̂

(
tn+τξ
ε

))
dξ . (8.39)

This allows us to decompose any summand of (8.38) into

f(tn)K̂n

∫ tn+1

tn−1

∫ s

tn

Ŷ (σ) exp
(
−iωφ

(
σ
ε

))
dσ ds = f(tn)Ŷ (tn)K̂nIn +R(1)

n ,

1The severity of the modification depends on the point of view. The author deliberately chose

the classification mid-sized instead of minor.
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where In is given in (5.23), with ω̃ = 0, and

R(1)
n = f(tn)K̂n

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

Ŷ ′(σ2) dσ2 exp
(
−iωφ

(
σ1
ε

))
dσ1 ds . (8.40)

In addition, we have the expansion

K̂n = Kn exp (−iω̃αtn)

− τ iω̃α

∫ 1

−1
exp

(
−iω̃φ

(
tn+τξ
ε

))∫ ξ

0
exp (−iω̃α(tn + τθ)) dθ dξ ,

where

Kn :=

∫ 1

−1
exp

(
−iω̃φ

(
tn+τξ
ε

))
dξ . (8.41)

Hence, if we define

f̂(s) = f(s) exp (−iω̃αs) and F̂ (s) = f̂(s)Ŷ (s) , (8.42)

we can write any summand of (8.38) as

f(tn)Ŷ (tn)K̂nIn +R(1)
n = F̂ (tn)KnIn +R(1)

n −R(2)
n ,

where R(1)
n is given in (8.40) and

R(2)
n = iταω̃f(tn)Ŷ (tn)In

∫ 1

−1
exp

(
−iω̃φ

(
tn+τξ
ε

))∫ ξ

0
exp (−iω̃α(tn + τθ)) dθ dξ .

(8.43)

It is clear that
∣∣∣∣∣
2kL−2∑

n=0

R(1)
n

∣∣∣∣∣ ≤ τ
2C(T ) max

σ∈[0,T ]

∣∣∣f(σ)Ŷ ′(σ)
∣∣∣ (8.44)

and ∣∣∣∣∣
2kL−2∑

n=0

R(2)
n

∣∣∣∣∣ ≤ τ
2αC(T ) max

σ∈[0,T ]

∣∣∣ω̃f(σ)Ŷ (σ)
∣∣∣ . (8.45)

In order to estimate the remaining sum
∣∣∣∣∣∣∣

2kL−2∑

n=0
n even

F̂ (tn)KnIn

∣∣∣∣∣∣∣
,

we aim for the summation by parts argument from Lemma 13. However, the extra

factor Kn requires additional care: if we use Lemma 13 with an = F̂ (tn)Kn and

write the difference a2(n+1)−a2n as an integral over a derivative to obtain a factor τ

as in (5.44), then differentiating yields an additional factor 1/ε due to the term Kn.

Therefore, we use a slightly different approach and consider Lemma 13 with

an = F̂ (tn) and KnIn instead of In .
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According to (5.34) and (5.35), Lemma 13 still holds if Kn fulfills the properties

K2n = K2(k−n), for n = 1, . . . , k/2− 1 (8.46)

and

K2n−1 = K2(k−n)+1, for n = 1, . . . , k/2 . (8.47)

Because τ = ε/k for k ∈ N, we obtain on account of the symmetry and periodicity

of φ, (5.30) and (5.31), the relation

K2(k−n) =

∫ 1

−1
exp

(
−iω̃φ

(
t2(k−n)+τξ

ε

))
dξ

=
ε

τ

∫ 2−(2n−1)/k

2−(2n+1)/k
exp

(
−iω̃φ(σ)

)
dσ

=
ε

τ

∫ −(2n−1)/k

−(2n+1)/k
exp

(
−iω̃φ(2 + σ)

)
dσ

=
ε

τ

∫ −(2n−1)/k

−(2n+1)/k
exp

(
−iω̃φ(2− σ)

)
dσ

= − ε
τ

∫ (2n−1)/k

(2n+1)/k
exp

(
−iω̃φ(2 + σ)

)
dσ

=
ε

τ

∫ (2n+1)/k

(2n−1)/k
exp

(
−iω̃φ(σ)

)
dσ

= K2n .

In addition, one can show the equality (8.47) in the same way. Ultimately, Lemma 13

implies the estimate
∣∣∣∣∣∣∣

2kL−2∑

n=0
n even

F̂ (tn)KnIn

∣∣∣∣∣∣∣
≤ ετ max

σ∈[0,T ]

∣∣∣F̂ ′(σ)
∣∣∣ . (8.48)

Because Lemma 22 (Appendix A) implies suitable bounds for the terms

max
σ∈[0,T ]

∣∣∣f(σ)Ŷ ′(σ)
∣∣∣ , max

σ∈[0,T ]

∣∣∣ω̃f(σ)Ŷ (σ)
∣∣∣ and max

σ∈[0,T ]

∣∣∣F̂ ′(σ)
∣∣∣ ,

we can combine (8.44), (8.45) and (8.48) to obtain
∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

S
(4)
n+1

∥∥∥∥∥∥∥
`1

≤ τε
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.49)

Finally, it follows from (8.37) and (8.49) that
∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

d
(3)
n+1

∥∥∥∥∥∥∥
`1

≤ τε
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.50)
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Step 3. A short computation gives
∫ tn+1

tn−1

2(τ − s) ds = 4(τ − tn)τ , (8.51)

and thus we obtain with (8.8) the partition d(4)
n+1 = S

(5)
n+1 + S

(6)
n+1, where

S
(5)
n+1 =

∫ tn+1

tn−1

2(tn − s)M̂nÂ
(
s, y(s)

)
y(tn) ds , (8.52)

S
(6)
n+1 =

∫ tn+1

tn−1

2(τ − tn)M̂n

(
Â
(
s, y(s)

)
− Â

(
s, y(tn)

))
y(tn) ds . (8.53)

Because of the relation

yj(s)yk(s)− yj(tn)yk(tn) = yk(s)

∫ s

tn

y′j(σ) dσ + yj(tn)

∫ s

tn

y′k(σ) dσ ,

see (7.22), the estimate
∥∥∥
(
Â
(
s, y(s)

)
− Â

(
s, y(tn)

))
y(tn)

∥∥∥
`1
≤ τC(My

0 )

follows from Lemma 2, and hence we obtain the bound
∥∥∥∥∥

2kL−2∑

n=0

S
(6)
n+1

∥∥∥∥∥
`1

≤ τ2C(T,My
0 ) (8.54)

by (8.1). Similar to the estimate of the term (8.38) in the previous step, the term

(8.52) requires additional care. First, we expand S(5)
n+1 = T

(1)
n+1 + T

(2)
n+1 with

T
(1)
n+1 =

∫ tn+1

tn−1

2(tn − s)
(
M̂n − M̂∗n

)
Â
(
s, y(s)

)
y(tn) ds ,

T
(2)
n+1 = M̂∗n

∫ tn+1

tn−1

2(tn − s)Â
(
s, y(s)

)
y(tn) ds .

By (8.23) and Lemma 15, we obtain
∥∥∥∥∥

2kL−2∑

n=0

T
(1)
n+1

∥∥∥∥∥
`1

≤ τ2C(My
0 )

2kL−2∑

n=0

‖en‖`1 . (8.55)

Moreover, let {T (2)
n+1}m denote the m-th entry of T (2)

n+1. Then, we have

{T (2)
n+1}m =

∑

Im

∑

Il

yj(tn)yk(tn)

∫ 1

−1
exp

(
−iω[jklm]φ̂

(
tn+τξ
ε

))
dξ

∫ tn+1

tn−1

(s− tn)Ŷpqrl(s) exp
(
−iω[pqrl]φ

(
s
ε

))
ds . (8.56)
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With the abbreviations given in (8.39) and (8.42) any fixed summand of (8.56) reads

f(tn)K̂n

∫ tn+1

tn−1

(s− tn)Ŷ (s) exp
(
−iω[pqrl]φ

(
s
ε

))
ds = F̂ (tn)KnIn + R̃(1)

n −R(2)
n ,

where In is given in (5.23) (with ω̃ = 0), R(2)
n is given in (8.43) and

R̃(1)
n = f(tn)K̂n

∫ tn+1

tn−1

∫ s

tn

(s− tn)Ŷ ′(σ) exp
(
−iω[pqrl]φ

(
s
ε

))
dσ ds .

Because we have
∣∣∣∣∣
2kL−2∑

n=0

R̃(1)
n

∣∣∣∣∣ ≤ τ
2C(T,My

0 ) max
σ∈[0,T ]

∣∣∣Ŷ ′(σ)
∣∣∣ ,

we obtain analogously to (8.49) the estimate
∣∣∣∣∣∣∣

2kL−2∑

n=0
n even

T
(2)
n+1

∣∣∣∣∣∣∣
≤ ετ

(
C(T,My

0 + αC(T,My
2 )
)
. (8.57)

Then, combining (8.55) and (8.57) gives
∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

S
(5)
n+1

∥∥∥∥∥∥∥
`1

≤ τ2C(My
0 )

2kL−2∑

n=0
n even

‖en‖`1 + τε
(
C(T,My

0 ) + αC(T,My
2 )
)
, (8.58)

and hence (8.54) and (8.58) lead us to
∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

d
(4)
n+1

∥∥∥∥∥∥∥
`1

≤ τ2C(My
0 )

2kL−2∑

n=0
n even

‖en‖`1 + τε
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.59)

Finally, with the estimates (8.24), (8.34), (8.35), (8.50), and (8.59), we obtain the

bound∥∥∥∥∥∥∥

2kL−2∑

n=0
n even

dn+1

∥∥∥∥∥∥∥
`1

≤ τC(My
0 )

2kL−2∑

n=0
n even

‖en‖`1 + τε
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.60)

Analogously, one can show the bound
∥∥∥∥∥∥∥

2kL−2∑

n=0
n odd

dn+1

∥∥∥∥∥∥∥
`1

≤ τC(My
0 )

2kL−2∑

n=0
n odd

‖en‖`1 + τε
(
C(T,My

0 ) + αC(T,My
2 )
)
. (8.61)

Now, the first sum in (8.30) can be estimated by combining Lemma 20 with (8.60)

and (8.61), and we finally obtain the estimate

‖eN‖`1 ≤ τC(My
0 )

N−1∑

n=0

‖en‖`1 + τε
(
C(T,My

0 ) + αC(T,My
2 )
)
.

Applying the discrete Gronwall lemma yields the desired result.
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8.3.3. Proof of part (iii)

On the basis of Theorem 3, we consider approximations of the tDMNLS by the

adiabatic exponential midpoint rule (8.6) with step-size τ = kε as approximations of

the limit system (3.9), cf. Section 5.4. It remains to show that these approximations

can be suitably bounded, cf. (5.83). First, we define

{
Ã(t, µ)z

}
m

:= i
∑

Im

µjµ̄kzl exp(−iω[jklm]αt)

∫ 1

0
exp(iω[jklm]δξ) dξ (8.62)

for two sequences µ = (µm)m∈Z and z = (zm)m∈Z in C, cf. (5.5). This allows us to

write the limit system (3.9) in terms of

v′(t) = Ã
(
t, v(t)

)
v(t) .

Clearly, for µ ∈ `1 with M := ‖µ‖`1 the operator Ã
(
t, µ
)

: `1 → `1 is bounded by
∥∥∥Ã
(
t, µ
)
z
∥∥∥
`1
≤ C(M) ‖z‖`1 , (8.63)

cf. Lemma 15. Next, we define the error terms

d̃n+1 = Mnv(tn)− v(tn+1) with v(tn+1) =

(
v(tn+1)

v(tn)

)
, (8.64)

in order to obtain the recursion formula

eN =
N∑

n=1

Mnd̃n (8.65)

for the global error eN = yN − v(tN ), cf. (8.12). As in (8.14), we have

‖eN‖`1 ≤
N∑

n=1

∥∥∥Mnd̃n

∥∥∥
`1
≤ eC(T,My

0 )
N∑

n=1

∥∥∥d̃n
∥∥∥
`1
. (8.66)

By (8.64), we have

d̃n+1 =

(
d̃n+1

0

)
, with d̃n+1 := exp

(
2τM̂n

)
v(tn−1)− v(tn+1) , (8.67)

and thus it is sufficient to consider the non-zero part d̃n+1 of d̃n+1.

Thanks to the variation of constant formula, we obtain

v(tn+1) = exp
(
2τM̂n

)
v(tn−1)

+

∫ tn+1

tn−1

exp
(
2(τ − s)M̂n

) (
Ã
(
s, v(s)

)
− M̂n

)
v(s) ds . (8.68)
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Henceforth, we abbreviate

M̂•n := M̂n[τ, v(tn)]

to simplify notation. Substituting (8.68) into (8.67) and employing the expansion

(8.4) gives the decomposition

d̃n+1 = −
(
d̃

(1)
n+1 + d̃

(2)
n+1 + d̃

(3)
n+1 + d̃

(4)
n+1 + R̃n+1

)
, (8.69)

where

d̃
(1)
n+1 =

∫ tn+1

tn−1

exp
(
2(τ − s)M̂n

)(
M̂•n − M̂n

)
v(s) ds , (8.70)

d̃
(2)
n+1 =

∫ tn+1

tn−1

(
Ã
(
s, v(s)

)
− M̂•n

)
v(tn) ds , (8.71)

d̃
(3)
n+1 =

∫ tn+1

tn−1

(s− tn)
(
Ã
(
s, v(s)

)
− M̂•n

)
v′(tn) ds , (8.72)

d̃
(4)
n+1 =

∫ tn+1

tn−1

2(τ − s)M̂n

(
Ã
(
s, v(s)

)
− M̂•n

)
v(tn) ds , (8.73)

R̃n+1 =

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

(
Ã
(
s, v(s)

)
− M̂•n

)
v′′(σ2) dσ2 dσ1 ds

+

∫ tn+1

tn−1

∫ s

tn

2(τ − s)M̂n

(
Ã
(
s, v(s)

)
− M̂•n

)
v′(σ) dσ ds

+

∫ tn+1

tn−1

(
2(τ − s)M̂n

)2
ϕ2

(
2(τ − s)M̂n

)(
Ã
(
s, v(s)

)
− M̂•n

)
v(s) ds ,

By (8.3), (8.1) and (8.13), we have

N∑

n=1

∥∥∥d̃(1)
n+1

∥∥∥
`1
≤ τC(M0)

N∑

n=1

‖en‖`1 , (8.74)

with M0 given in (3.14), cf. (8.24). Furthermore, we obtain

N∑

n=1

∥∥∥R̃n+1

∥∥∥
`1
≤ τ2

(
C(T,M0) + αC(T,Mv

2 )
)
, (8.75)

with (8.1), (8.63), (8.5) and Lemma 21 (Appendix A).

In the following, we deduce bounds for d̃(2)
n+1, d̃

(3)
n+1 and d̃

(4)
n+1. Since all necessary

ideas for these estimates have been demonstrated before, we omit a few details of

the related computations.

Step 1. By (8.8), we have

d̃
(2)
n+1 =

∫ tn+1

tn−1

(
Ã
(
s, v(s)

)
− Â

(
s, v(tn)

))
v(tn) ds ,



8.3. Proof of Theorem 19 115

and hence the m-th entry of d̃(2)
n+1 can be split into

{d̃(2)
n+1}m = {S̃(1)

n+1}m − {S̃
(2)
n+1}m ,

with

{S̃(1)
n+1}m = i

∑

Im

∫ tn+1

tn−1

(
vj(s)vk(s)− vj(tn)vk(tn)

)
vl(tn)

exp(−iω[jklm]αs) ds

∫ 1

0
exp(iω[jklm]δξ) dξ , (8.76)

{S̃(2)
n+1}m = i

∑

Im

Vjkl(tn)

∫ tn+1

tn−1

exp(−iω[jklm]αs)

(
exp

(
−iω[jklm]φ

(
s
ε

))
dσ −

∫ 1

0
exp(iω[jklm]δξ) dξ

)
ds . (8.77)

Because the term (8.77) is structured similarly to the term (5.87) in the proof of

Theorem 11 part (iii) in Section 5.4.3, we obtain analogously the estimate

N∑

n=1

∥∥∥S̃(2)
n+1

∥∥∥
`1
≤ α2 ε

2

δ
C(T,Mv

2 ) , (8.78)

cf. (5.93). Moreover, we use the same principle as in (7.22) to decompose

{S̃(1)
n+1}m = {T̃ (1)

n+1}m + {T̃ (2)
n+1}m ,

with

{T̃ (1)
n+1}m = i

∑

Im

∫ 1

0
exp(iω[jklm]δξ) dξ

∫ tn+1

tn−1

∫ s

tn

vj(tn)v′k(σ)vl(tn) exp(−iω[jklm]αs) dσ ds (8.79)

and

{T̃ (2)
n+1}m = i

∑

Im

∫ 1

0
exp(iω[jklm]δξ) dξ

∫ tn+1

tn−1

∫ s

tn

v′j(σ)vk(s)vl(tn) exp(−iω[jklm]αs) dσ ds .

There are two key observations for estimating the remaining error terms. First, ex-

panding v′m via the fundamental theorem of calculus is not critical because v′m is

independent of ε, cf. (3.9). Second, the double integral vanishes for constant inte-

grands due to symmetry. Hence, fixing the integrands at tn allows us to eliminate

the constant leading order term. The remainder terms can then be estimated by

Lemma 21 (Appendix A). We demonstrate the procedure for the term (8.79): fixing
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v′k(σ) at σ = tn followed by fixing exp(−iω[jklm]αs) at s = tn yields the decomposi-

tion

{T̃ (1)
n+1}m = {R̃(1)

n+1}m + {R̃(2)
n+1}m ,

with

{R̃(1)
n+1}m = i

∑

Im

∫ 1

0
exp(iω[jklm]δξ) dξ

∫ tn+1

tn−1

∫ s

tn

∫ σ1

tn

vj(tn)v′′k(σ2)vl(tn) exp(−iω[jklm]αs) dσ2 dσ1 ds ,

{R̃(2)
n+1}m = α

∑

Im

∫ 1

0
exp(iω[jklm]δξ) dξ

∫ tn+1

tn−1

(s− tn)

∫ s

tn

ω[jklm]vj(tn)v′k(tn)vl(tn) exp(−iω[jklm]ασ) dσ ds .

Because estimates for
∣∣vj(t)v′′k(t)vl(t) exp(−iω[jklm]αt)

∣∣ =
∣∣vj(t)v′′k(t)vl(t)

∣∣

and
∣∣ω[jklm]vj(t)v

′
k(t)vl(t) exp(−iω[jklm]αt)

∣∣ =
∣∣ω[jklm]vj(t)v

′
k(t)vl(t)

∣∣

follow analogously to the estimates for |V ′′jkl(t)| and |ω[jklm]V
′
jkl(t)| in Lemma 21

(Appendix A), we infer
∥∥∥R̃(1)

n+1

∥∥∥
`1
≤ τ3

(
C(Mv

0 ) + αC(Mv
2 )
)

and
∥∥∥R̃(2)

n+1

∥∥∥
`1
≤ τ3αC(Mv

2 ) .

Hence, we obtain ∥∥∥T̃ (1)
n+1

∥∥∥
`1
≤ τ3

(
C(Mv

0 ) + αC(Mv
2 )
)
.

Analogously, we get the estimate
∥∥∥T̃ (2)

n+1

∥∥∥
`1
≤ τ3

(
C(Mv

0 ) + αC(Mv
2 )
)
,

and thus
N∑

n=1

∥∥∥S̃(1)
n+1

∥∥∥
`1
≤ τ2

(
C(T,Mv

0 ) + αC(T,Mv
2 )
)
. (8.80)

Finally, combining (8.78) and (8.80) results in the bound

N∑

n=1

∥∥∥d̃(2)
n+1

∥∥∥
`1
≤
(
ε2

δ + τ2
)(
C(T,Mv

0 ) + (α+ α2)C(T,Mv
2 )
)
. (8.81)

Step 2. The second summand in (8.72) vanishes due to the symmetry of the integral.

Hence, it remains to estimate

d̃
(3)
n+1 =

∫ tn+1

tn−1

(s− tn)Ã
(
s, v(s)

)
v′(tn) ds .
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As in step 1, one can estimate this term by fixing Ã
(
s, v(s)

)
at s = tn and bounding

the remainder terms by employing Lemma 21 (Appendix A). Ultimately, we obtain

the estimate
N∑

n=1

∥∥∥d̃(3)
n+1

∥∥∥
`1
≤ τ2

(
C(T,Mv

0 ) + αC(T,Mv
2 )
)
. (8.82)

Step 3. Thanks to (8.51) and (8.8), we have

d̃
(4)
n+1 =

∫ tn+1

tn−1

2(τ − s)M̂n

(
Ã
(
s, v(s)

)
− Ã

(
s, v(tn)

))
v(tn) ds

−
∫ tn+1

tn−1

2(s− tn)M̂nÃ
(
s, v(tn)

)
v(tn) ds .

One can estimate the first term in (8.83) analogously to the term (8.53). Moreover,

one can bound the second term by fixing Ã
(
s, v(tn)

)
at s = tn. Then, the leading

order term vanishes due to the symmetry of the integral and the remainder terms

can be dealt with by Lemma 21 (Appendix A). Ultimately, we obtain the estimate

N∑

n=1

∥∥∥d̃(4)
n+1

∥∥∥
`1
≤ τ2

(
C(T,Mv

0 ) + αC(T,Mv
2 )
)
. (8.83)

Finally, we combine (8.74), (8.81), (8.82), (8.83) and (8.75) and obtain

‖eN‖`1 = τC(T,M0)
N−1∑

n=0

‖en‖`1 +
(
ε2

δ + τ2
)(
C(T,M0) + (α+ α2)C(T,M2)

)
.

Now, the assertion follows with the discrete Gronwall lemma. In particular, the

constant improves as specified if α = 0.





CHAPTER 9

Summary, final considerations and outlook

9.1. Summary

The goal of this thesis was to construct and analyze novel time-integration schemes

for the DMNLS. To this end, we have introduced the tDMNLS in Chapter 2 as an

equivalent problem and substantiated our view that it is beneficial to consider time-

integration methods for the tDMNLS formulation instead of treating the DMNLS

directly. In particular, we have pointed out the existence of a limit system for the

tDMNLS in the limit ε → 0 in Chapter 3 and analyzed the accuracy of solutions

of the limit system considered as approximations for the tDMNLS. This accuracy

is fixed a priori by the parameter ε, and hence the limit system does not allow for

approximations of the tDMNLS in any desired accuracy.

Subsequently, we have started constructing numerical methods for the tDMNLS in

Chapters 4 and 5. Here, we have introduced the adiabatic Euler method as a first

step and then refined the time-integration scheme to obtain the adiabatic midpoint

rule. For both methods we have provided a rigorous error analysis for the semi-

discretization in time. We consider especially the error analysis of the adiabatic

midpoint rule (Theorem 10 and Theorem 11) to be the first of two main results in

this thesis: in terms of “classical” error analysis, the adiabatic midpoint rule is a

first-order scheme with a constant independent of ε. However, in addition we have

shown that approximating solutions of the tDMNLS by the adiabatic midpoint rule

with step-sizes τ that are integer multiples of ε yields approximations in O(τ2).

This is because approximating solutions of the tDMNLS in this case is equivalent to

approximating solutions of the limit system by the explicit midpoint rule, and hence

the precise knowledge about the accuracy of the limit system as approximation of

119
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the tDMNLS, gathered in Chapter 3, was required to analyze the error behavior of

the adiabatic midpoint rule in this special case. Moreover, we have found out that

the accuracy of the scheme also improves for step-sizes τ that are integer fractions

of ε due to cancellation effects in the error terms. By thoroughly adding up these

highly oscillatory local error terms, we have proven that these special step-sizes allow

for approximations in O(ετ).

Because an exorbitant increase in computational cost due to nested multiple sums

did not allow us to construct a viable second-order scheme with our approach (Chap-

ter 6), we have redirected our attention to another class of methods in Chap-

ters 7 and 8. Here, we have introduced exponential counterparts of the previous

methods – the adiabatic exponential Euler method and the adiabatic exponential

midpoint rule – and provided a rigorous error analysis for the semi-discretization

in time. The result of the error analysis by itself indicates no clear advantage of

the exponential methods over the non-exponential methods, but, our numerical ex-

periments suggest that the exponential methods have a significantly smaller error

constant in the global error bound. In addition, the exponential methods preserve

the `20 norm of the initial value. We consider the error analysis of the adiabatic

exponential midpoint rule (Theorem 19) to be the second main result of this thesis

because new techniques and ideas have been required in order to exploit the cancel-

lation effects of the local error terms appropriately. Again, we have shown that the

accuracy of the approximations increases to O(τε) for step-sizes τ that are integer

fractions of ε and to O(τ2) for step-sizes τ that are integer multiples of ε.

So far, we have mainly focused on time-integration methods for the DMNLS that

allow for reliable approximations and whose accuracy is not fixed by the value of ε.

However, we have left out any discussion of our methods concerning their efficiency

in terms of computational costs versus accuracy. We address this final matter to

some extend in the next section.

9.2. Final considerations – efficiency

The most promising numerical methods introduced in this thesis are the adiabatic

midpoint rule (Chapter 5) and the adiabatic exponential midpoint rule (Chapter 8).

However, the underlying concept – approximating the tDMNLS instead of the orig-

inal DMNLS – comes at a cost of more expensive evaluations of the right-hand side

of the differential equation due to the nested sum. One appeal of using the Strang

splitting with a very small step-size in order to approximate solutions of the DMNLS
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directly – despite a lack of a rigorous error analysis – is that in this case evaluations

of the right-hand side are incredibly cheap.

Balancing both approaches, we consider two key opposing effects: on the one hand,

the adiabatic methods benefit from decreasing values of ε, whereas small values of ε

appear to disadvantage the Strang splitting method. On the other hand the adiabatic

methods suffer disproportionately from increasing the number of grid points in the

space discretization due to the nested summation in the integration schemes.

We investigate these effects in the following numerical example. Here, we consider

the DMNLS with α = 0.1, δ = 1, T = 1 with initial value u0(x) = e−3x2e3ix and

64, 128 and 256 equidistant grid points in the interval [−π, π] for ε = 0.005 and

ε = 0.002. To this setting, we apply all three variants of the adiabatic midpoint

rule (Chapter 5) and all three variants of the adiabatic exponential midpoint rule

(Chapter 8) as well as the Strang splitting method (Section 2.3). In this experiment,

we solely consider step-sizes that are integer multiples or integer fractions of ε in

accordance with the improved accuracy results from Theorem 10, Theorem 11 and

Theorem 19 for the adiabatic methods1. The reference solution is computed by the

Strang splitting with a large number of steps (≈ 107). We start all methods with 10

time-steps and conduct up to ≈ 5 · 103 time-steps of all adiabatic methods and up

to 105 time-steps of the Strang splitting method.

Figure 9.1 shows the computational times in relation to the accuracy of the methods

for ε = 0.005 and 64 grid points (top left), 128 grid points (top right) and 256 grid

points (bottom left). We observe that increasing the number of grid points increases

the computational cost of the adiabatic methods significantly as expected. At the

same time, the computational cost of the Strang splitting increases only sightly. In

particular, we observe that for larger step-sizes the adiabatic methods yield higher

accuracy, and hence the adiabatic methods outperform the Strang splitting in terms

of computational cost versus accuracy in the top left panel and to some extend also

in the top right panel where the adiabatic exponential methods still perform better.

However, the bottom left panel shows that if the number of grid points is too large

the nested summation contained in the adiabatic schemes shifts the advantage to the

Strang splitting scheme.

1We recognize that previous numerical experiments suggest that the Strang splitting provides

particularly poor results for these step-sizes, and hence that a better performance of the Strang

splitting might be obtained with a “lucky guess” for a better step-size.
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Figure 9.1: CPU-time versus maximal `20-error of the Strang splitting and all three
variant of the adiabatic midpoint rule and of the adiabatic exponential midpoint
rule for ε = 0.005 and 64 (top left), 128 (top right) and 256 (bottom left) equidistant
grid points in space.
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Figure 9.2: CPU-time versus maximal `20-error of the Strang splitting and all three
variant of the adiabatic midpoint rule and of the adiabatic exponential midpoint
rule for ε = 0.002 and 64 (top left), 128 (top right) and 256 (bottom left) equidistant
grid points in space.
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Figure 9.2 shows the same experiment but now the parameter ε is reduced to ε =

0.002. We observe that reducing the parameter ε benefits the adiabatic methods in

terms of accuracy as stated in Theorem 10, Theorem 11 and Theorem 19, whereas

we observe that the accuracy of the Strang splitting method is reduced. In this

setting, we observe that the adiabatic methods significantly outperform the Strang

splitting in terms of computational cost versus accuracy in the top left panel and top

right panel. Moreover, the Strang splitting does not have an clear advantage over all

adiabatic methods in the bottom left panel.

Remark. The bottom left panels in Figure 9.1 and Figure 9.2 suggest that one can

use even more than 105 time-steps for the Strang splitting to increase the accuracy

of the approximation to the same level of accuracy as for the adiabatic methods but

at a lower computational cost. However, this is only true to a certain extend because

at some point rounding errors prevent a higher accuracy of the method2.

Conclusion. In general, investigating numerical methods in terms of work versus

precession diagrams should be treated with caution because the results rely heavily

on the underlying implementation of the methods and on the hardware. Hence, it

is clear that the above experiment does not provide any conclusive information. It

is also clear that increasing the number of grid points in space further increases

the computational costs of the adiabatic methods severely. However, we take the

liberty of concluding the following statement: the above experiment suggests that –

depending on the value of ε and the number of grid points in space – the adiabatic

methods introduced in this thesis are a worthwhile consideration for approximating

solutions of the DMNLS. In particular, the adiabatic methods come with a rigorous

error analysis ensuring reliable accuracy of the approximations.

9.3. Outlook

Concluding this chapter, we briefly address some open (and possibly interesting)

questions that are not covered in this thesis.

The space discretization. In order to obtain a space discretization of the DMNLS

and the tDMNLS for the numerical experiments, we have used the spectral colloca-

tion method (see Section 2.2.1) but we solely investigated the semi-discretization in

time for all introduced numerical methods. A natural extension of this work is con-
2The accuracy of our implementation of the Strang splitting method starts to decrease for step-

sizes τ < 10−7 in the setting of the above experiment.
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sidering the full discretization of the tDMNLS, e.g., by investigating if and how the

ideas and techniques from [20], where a full discretization of the NLS is considered,

can be adapted.

Moreover, we have considered the DMNLS on the torus T, whereas the classical

DMNLS is considered on R. It remains open whether and how our results can be

extended to this setting.

Non-symmetric dispersion maps. Another possible starting point for future re-

search is generalizing the dispersion map in the DMNLS, i.e. the function χ given

in (1.3), in order to cover non-symmetric dispersion maps. For this purpose, one

can consider a 2ε-periodic, piecewise constant function χ̃ with a positive section and

a negative section of unequal length but still with zero mean over each 2ε-period.

These more complicated dispersion maps are in fact considered in physics, [58].

Because exploiting the symmetric structure of the dispersion map is a crucial element

for the improved error bound of the limit system (Theorem 3) and also for the

improved error bounds of the adiabatic midpoint rule (Theorem 10 and 11) and

the adiabatic exponential midpoint rule (Theorem 19), it remains open if and how

our results can be adapted to this setting. Available results for the GTE with non-

symmetric dispersion map (cf. [53]) suggest that it is unlikely to recover an improved

error bound for the limit system in this setting. However, it might be possible to

recover the cancellation effects in the local error terms by allowing more (possibly

suitably weighted) evaluations of the right-hand side of the tDMNLS in each step of

the (prospective) problem-adapted method.

Well-posedness of the limit system. Throughout this thesis we have assumed

that the limit system (3.9) is globally well-posed in `2s for s ∈ N with 0 ≤ s ≤ 5,

see Assumption 1. To prove this well-posedness of the limit system remains an open

problem.

Competitiveness of the adiabatic methods. The multiple sum structure in the

numeric scheme is the key limiting factor for the competitiveness of the adiabatic

methods. Depending on the initial value, a considerable amount of summands in the

multiple sum might only yield contributions close to zero. Hence, a natural idea is to

introduce an adaptive selection mechanism into the scheme taking only summands

with a substantial contribution to the entire sum into account. Preliminary tests

indicate that this approach potentially leads to significantly lower computational

costs for the adiabatic methods resulting in more competitive schemes.





APPENDIX A

Some technical estimates

In this section, we state and prove two lemmas containing rather technical estimates

for various quantities arising frequently in the context of expanding the limit equation

(3.9) and the tDMNLS (2.24) throughout this thesis.

The first lemma concerns various estimates for the triplet

Vjkl(t) = vj(t)vk(t)vl(t)

of entries of the solution v of the limit system, see (3.10). It has been published with

Prof. Dr. Tobias Jahnke in the preprint [40].

Lemma 21. Suppose that Assumption 1 holds. Let v be the solution of the limit

system (3.9). Then, the product Vjkl(t) fulfills the following estimates.

If v0 ∈ `21, then

(i)
∑

m∈Z

∑

Im

∣∣V ′jkl(t)
∣∣ ≤ C(Mv

0 ) , for all t ∈ [0, T ] .

If v0 ∈ `23, then

(ii)
∑

m∈Z

∑

Im

∣∣ω[jklm]Vjkl(t)
∣∣ ≤ C(Mv

2 ) , for all t ∈ [0, T ] ,

(iii)
∑

m∈Z

∑

Im

∣∣ω[jklm]V
′
jkl(t)

∣∣ ≤ C(Mv
2 ) , for all t ∈ [0, T ] ,

(iv)
∑

m∈Z

∑

Im

∣∣V ′′jkl(t)
∣∣ ≤ C(Mv

0 ) + αC(Mv
2 ) , for all t ∈ [0, T ] .

If v0 ∈ `25, then

(v)
∑

m∈Z

∑

Im

∣∣∣ω2
[jklm]Vjkl(t)

∣∣∣ ≤ C(Mv
4 ) , for all t ∈ [0, T ] .
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Proof. (i) Differentiating gives

V ′jkl(t) = v′j(t)vk(t)vl(t) + vj(t)v
′
k(t)vl(t) + vj(t)vk(t)v

′
l(t) (A.1)

Moreover, we obtain by definition (3.9) the estimate

∥∥v′(t)
∥∥
`1

=
∑

m

∣∣v′m(t)
∣∣ =

∑

m∈Z

∑

Im

|vj(t)| |vk(t)| |vl(t)| ≤ C(Mv
0 ) , (A.2)

and thus we acquire ∑

m∈Z

∑

Im

∣∣V ′jkl(t)
∣∣ ≤ C(Mv

0 ) . (A.3)

(ii) Because we have for (j, k, l) ∈ Im the relation

ω[jklm] = (j2 − k2 + l2 −m2) = −2(k2 + jk − jl + kl) , (A.4)

we obtain

∑

m∈Z

∑

Im

∣∣ω[jklm]Vjkl(t)
∣∣ = 2

∑

m∈Z

∑

Im

∣∣(k2 + jk − jl + kl)Vjkl(t)
∣∣

≤ 2
(
‖v(t)‖2`10 ‖v(t)‖`12 + 3 ‖v(t)‖`10 ‖v(t)‖2`11

)

≤ C(Mv
2 ) . (A.5)

(iii) If we combine (A.4) with (A.1) and (A.2), then we get

∑

m∈Z

∑

Im

∣∣ω[jklm]V
′
jkl(t)

∣∣ ≤ C(Mv
2 ) .

(iv) By differentiating (A.1), we obtain

V ′′jkl(t) = v′′j (t)vk(t)vl(t) + v′j(t)v
′
k(t)vl(t) + v′j(t)vk(t)v

′
l(t)

+ v′j(t)v
′
k(t)vl(t) + vj(t)v

′′
k(t)vl(t) + vj(t)v

′
k(t)v

′
l(t)

+ v′j(t)vk(t)v
′
l(t) + vj(t)v

′
k(t)v

′
l(t) + vj(t)vk(t)v

′′
l (t) . (A.6)

Moreover, if we differentiate (3.9), we get

∥∥v′′(t)
∥∥
`1
≤
∑

m∈Z

∑

Im

∣∣V ′jkl(t)− iω[jklm]αVjkl(t)
∣∣ , (A.7)

and hence substituting (A.3) and (A.5) into (A.7) yields

∥∥v′′(t)
∥∥
`1
≤ C(Mv

0 ) + αC(Mv
2 ) . (A.8)
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Finally, combining (A.2) with (A.8) results in
∑

m∈Z

∑

Im

∣∣V ′′jkl(t)
∣∣ ≤ C(Mv

0 ) + αC(Mv
2 ) . (A.9)

(v) A short computation starting from (A.4) leads to

ω2
[jklm] = 4(k2 + jk − jl + kl)2

= 4
(
(k2 + jk)2 − 2(k2 + jk)(jl + kl) + (jl + kl)2

)

= 4
(
k4 + 2k3j + j2k2 − 2(k3l + j2kl + 2k2jl) + j2l2 + 2jkl2 + k2l2

)
.

Hence, we obtain ∑

m∈Z

∑

Im

∣∣∣ω2
[jklm]Vjkl(t)

∣∣∣ ≤ C(Mv
4 ) .

The second lemma concerns similar estimates for the products

Yjkl(t) = yj(t)yk(t)yl(t) and Ypqrkl(t) = yp(t)yq(t)yr(t)yk(t)yl(t)

of entries of the solution y of the tDMNLS, see (2.23) and (5.41). It has been

published with Prof. Dr. Tobias Jahnke in the preprint [40].

Lemma 22. Let y be the solution of the tDMNLS (2.24). Then, Yjkl(t) and Ypqrkl(t)

fulfill the following estimates.

If y0 ∈ `21, then

(i)
∑

m∈Z

∑

Im

∣∣Y ′jkl(t)
∣∣ ≤ C(My

0 ) , for all t ∈ [0, T ] ,

(ii)
∑

m∈Z

∑

Im

∣∣Y ′pqrkl(t)
∣∣ ≤ C(My

0 ) , for all t ∈ [0, T ] .

If y0 ∈ `23, then

(iii)
∑

m∈Z

∑

Im

∣∣ω[jklm]Yjkl(t)
∣∣ ≤ C(My

2 ) , for all t ∈ [0, T ] ,

(iv)
∑

m∈Z

∑

Im

∣∣ω[jklm]Y
′
jkl(t)

∣∣ ≤ C(My
2 ) , for all t ∈ [0, T ] ,

(v)
∑

m∈Z

∑

Im

∣∣(ω[jklm] + ω[pqrj])Ypqrkl(t)
∣∣ ≤ C(My

2 ) , for all t ∈ [0, T ] .

If y0 ∈ `25, then

(vi)
∑

m∈Z

∑

Im

∣∣∣ω2
[jklm]Yjkl(t)

∣∣∣ ≤ C(My
4 ) , for all t ∈ [0, T ] .

The proof of Lemma 22 is largely analogous to the proof of Lemma 21 with straight-

forward minor modifications. For this reason, we omit the details.
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An `1-bound for numerical solutions

A crucial ingredient for the error analysis of the numerical methods introduced in this

thesis is the boundedness of the numerical scheme in `1. In this section, we state and

prove a proposition ensuring this `1-boundedness under suitable conditions such that

the proposition can be used to ensure the boundedness of all schemes in this thesis.

In the proof, we rely on a well-known bootstrap-type argument (cf. [15,18,20,25,31]),

which is accompanied by a step-size restriction for the respective numerical scheme.

Remark. Proposition 23 (below) has been published in a different context with Prof.

Dr. Tobias Jahnke and Prof. Dr. Roland Schnaubelt in the preprint [41].

First, we denote by

Ψn
θ (z) =

(
ψθ,m(z)

)
m∈Z (B.1)

n ∈ N steps of any numerical method with step-size τ starting at time θ with initial

data z = (zm)m∈Z. If n = 1, we simply write Ψθ(z) instead of Ψ1
θ(z). Moreover, for

k, n ∈ N the relations

Ψ0
θ(z) = z and Ψn

tk
(z) = Ψtn+k−1

(
Ψn−1
tk

(z)
)

follow directly form this definition, cf. Section 4.3 where we considered specifically

the adiabatic Euler method.

The following proposition states boundedness of the numerical solution Ψ
(
y(t0)

)
in

`1 for all n ∈ N for sufficiently small step-sizes τ .

Proposition 23. Let T > 0 and y be a solution of the tDMNLS with initial value

y0 ∈ `1. Furthermore, let (B.1) be a numerical scheme with the following properties.

• One step of the scheme applied to the tDMNLS is bounded by

∥∥y(tn+1)−Ψtn

(
y(tn)

)∥∥
`1
≤ τ2Cloc (B.2)
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with a constant 0 < Cloc <∞ independent of τ .

• For µ, ν ∈ `1, we have the bound

‖Ψt0(µ)−Ψt0(ν))‖`1 ≤ eτCst ‖µ− ν‖`1 (B.3)

with a constant 0 < Cst <∞ depending only on max{‖µ‖`1 , ‖ν‖`1}.

Then, there exists τ0 ∈ (0, T ] such that for step-sizes τ ∈ (0, τ0] the numerical solution

Ψn
t0

(
y0

)
stays bounded in `1 for n ∈ N with τn ≤ T .

Proof. The boundedness of the numerical solution is shown by an induction argu-

ment. First, we choose a constant M?
0 > My

0 . Clearly, the bound

∥∥Ψ0
t0

(
y0

)∥∥
`1

= ‖y0‖`1 ≤M?
0

follows. Now, we assume that

Ψk
tp

(
y(tp)

)
≤M?

0 for all p ∈ N , k = 0, . . . , n− 1 , tp+k ≤ T . (B.4)

For the induction step, we prove that

Ψn
tp

(
y(tp)

)
≤M?

0 for all p ∈ N , tp+k ≤ T

for sufficiently small step-sizes τ . Because our argument holds for arbitrary start-

ing times tp, we fix p = 0 with no loss of generality. Expressing Ψn
t0

(
y(0)
)
by the

telescoping sum

Ψn
t0

(
y(0)
)

= y(tn)−
n−1∑

k=0

Ψk
tn−k

(
y(tn−k)

)
−Ψk+1

tn−k−1

(
y(tn−k−1)

)

allows us to estimate

∥∥∥Ψn
t0

(
y(0)
)∥∥∥
`1
≤ ‖y(tn)‖`1 +

n−1∑

k=0

∥∥∥Ψk
tn−k

(
y(tn−k)

)
−Ψk+1

tn−k−1

(
y(tn−k−1)

)∥∥∥
`1
. (B.5)

On account of (B.4), we now apply the stability (B.3) of the numerical scheme for

each summand in (B.5) and get
∥∥∥Ψk

tn−k

(
y(tn−k)

)
−Ψk+1

tn−k−1

(
y(tn−k−1)

)∥∥∥
`1

=
∥∥∥Ψtn−1

(
Ψk−1
tn−k

(
y(tn−k)

))
−Ψtn−1

(
Ψk
tn−k−1

(
y(tn−k−1)

))∥∥∥
`1

≤ eτC(M?
0 )
∥∥∥Ψk−1

tn−k

(
y(tn−k)

)
−Ψk

tn−k−1

(
y(tn−k−1)

)∥∥∥
`1
.
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We continue in this fashion obtaining recursively
∥∥∥Ψk

tn−k

(
y(tn−k)

)
−Ψk+1

tn−k−1

(
y(tn−k−1)

)∥∥∥
`1

≤ eTC(M?
0 )
∥∥y(tn−k)−Ψtn−k−1

(
y(tn−k−1)

)∥∥
`1
.

Then, the bound of the local error (B.2) yields
∥∥∥Ψk

tn−k

(
y(tn−k)

)
−Ψk+1

tn−k−1

(
y(tn−k−1)

)∥∥∥
`1
≤ τ2eTC(M?

0 )Cloc . (B.6)

Finally, substituting (B.6) into (B.5) gives
∥∥∥Ψn

t0

(
y(0)
)∥∥∥
`1
≤ ‖y(tn)‖`1 + nτ2eTC(M?

0 )Cloc ≤My
0 + τTeTC(M?

0 )Cloc .

Hence, if τ is so small that

0 < τ ≤ τ0 :=
M?

0 −My
0

ClocT
e−TC(M?

0 ) , (B.7)

we thus obtain Ψn
t0

(
y(0)
)
≤M?

0 as desired.

Remark. Step-size restrictions in the manner of (B.7) are not a characteristic prop-

erty of the tDMNLS nor specific for the introduced methods in this thesis. On

the contrary, such restrictions typically arise in the context of numerical methods for

nonlinear partial differential equations, cf. [15,18,20,25,31] and the references therein.

Fortunately, the step-size restriction (B.7) is usually a worst-case estimate, and hence

far too pessimistic in many applications.
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Computation of a double integral

In this chapter, we compute the double integral

I(ω̃, ω) :=

∫ b

a

∫ s

a
exp (−iω̃φ(σ)) exp (−iωφ(s)) dσ ds . (C.1)

This integral originates from (6.4) after substituting σ = σ/ε and s = s/σ.

First, we single out the special case ω̃ = 0 because this is the relevant integral for

the α-correction, see Section 6.2. Here, we have

I(ω̃, ω) = I1(ω)− a
∫ b

a
exp (−iωφ(s)) ds ,

with

I1(ω) :=

∫ b

a
s exp (−iωφ(s)) ds .

On account of Lemma 5, it thus remains to compute I1(ω). Decomposing the integral

into suitable sub-integrals combined with the following lemma allows us to compute

this integral. We employ the abbreviation

E(z) := exp(iωδz) .

Lemma 24. Let ω 6= 0 and a ∈ [κ, κ+ 1], b ∈ [κ, κ+ 1] for κ ∈ N.

(i) If κ is even, then

I1(ω) =
bE(b− κ)− aE(a− κ)

iωδ
− E(b− κ)− E(a− κ)

(iωδ)2
.

(ii) If κ is odd, then

I1(ω) =
bE(κ+ 1− b)− aE(κ+ 1− a)

−iωδ
− E(κ+ 1− b)− E(κ+ 1− a)

(iωδ)2
.
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Proof. We recall that

φ(z) =





−δz if z ∈ [κ, κ+ 1) and κ even ,

−δ(2− z) if z ∈ [κ, κ+ 1) andκ odd ,
(C.2)

by (2.18). Because φ is periodic; cf. (2.18), we obtain for even κ

I1(ω) =

∫ b−κ

a−κ
(s+ κ) exp (−iωφ(s)) ds =

∫ b−κ

a−κ
(s+ κ)E(s) ds .

Then, integration by parts and Lemma 5 give

I1(ω) =
(b− κ)E(b− κ)− (a− κ)E(a− κ)

iωδ
− E(b− κ)− E(a− κ)

(iωδ)2

+ κ
E(b− κ)− E(a− κ)

iωδ
,

and thus adding up yields (i). Equation (ii) follows analogously.

The second and final lemma is devoted to the remaining cases of the integral (C.1).

Here, we abbreviate

Eθ(z) = exp(iθδz) for θ ∈ {ω̃, ω}

for simplification.

Lemma 25. Let a ∈ [κ, κ+ 1] and b ∈ [κ, κ+ 1] for κ ∈ N.

(a) Suppose that ω 6= 0, ω̃ 6= 0 and ω + ω̃ 6= 0.

(i) If κ is even, then

I(ω̃, ω) =
1

iω̃δ

(
Eω̃+ω(b−κ)−Eω̃+ω(a−κ)

i(ω̃+ω)δ − Eω̃(a−κ)Eω(b−κ)−Eω̃+ω(a−κ)
iωδ

)
.

(ii) If κ is odd, then

I(ω̃, ω) =
1

−iω̃δ

(
Eω̃+ω(κ+1−b)−Eω̃+ω(κ+1−a)

i(ω̃+ω)δ

−Eω̃(κ+1−a)Eω(κ+1−b)−Eω̃+ω(κ+1−a)
iωδ

)
.

(b) Suppose that ω = 0, ω̃ 6= 0.

(i) If κ is even, then

I(ω̃, ω) =
1

iω̃δ

(
Eω̃(b− κ)− Eω̃(a− κ)

iω̃δ
− (b− a)Eω̃(a− κ)

)
.
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(ii) If κ is odd, then

I(ω̃, ω) =
1

−iω̃δ

(
Eω̃(κ+1−b)−Eω̃(κ+1−a)

−iω̃δ − (b− a)Eω̃(κ+ 1− a)
)
.

(c) Suppose that ω 6= 0, ω̃ 6= 0 and ω + ω̃ = 0.

(i) If κ is even, then

I(ω̃, ω) =
1

iω̃δ

(
(b− a)− Eω̃(a− κ)Eω(b− κ)− 1

iωδ

)
.

(ii) If κ is odd, then

I(ω̃, ω) =
1

−iω̃δ

(
(b− a)− Eω̃(κ+ 1− a)Eω(κ+ 1− b)− 1

−iωδ

)
.

Proof. We solely consider even κ because the case κ is odd follows with minor mod-

ifications. Straightforward calculation using (C.2) leads to:

(a) I(ω̃, ω) =

∫ b−κ

a−κ

∫ s

a−κ
Eω̃(σ)Eω(s) dσ ds

= (iω̃δ)−1

∫ b−κ

a−κ
Eω̃+ω(s)− Eω̃(a− κ)Eω(s) ds

= (iω̃δ)−1
(
Eω̃+ω(b−κ)−Eω̃+ω(a−κ)

i(ω̃+ω)δ − Eω̃(a−κ)Eω(b−κ)−Eω̃+ω(a−κ)
iωδ

)
.

(b) I(ω̃, ω) =

∫ b−κ

a−κ

∫ s

a−κ
Eω̃(σ) dσ ds

= (iω̃δ)−1

∫ b−κ

a−κ
Eω̃(s)− Eω̃(a− κ) ds

= (iω̃δ)−1

(
Eω̃(b− κ)− Eω̃(a− κ)

iω̃δ
− (b− a)Eω̃(a− κ)

)
.

(c) I(ω̃, ω) =

∫ b−κ

a−κ

∫ s

a−κ
Eω̃(σ)Eω(s) dσ ds

= (iω̃δ)−1

∫ b−κ

a−κ
1− Eω̃(a− κ)Eω(s) ds

= (iω̃δ)−1

(
(b− a)− Eω̃(a− κ)Eω(b− κ)− 1

iωδ

)
.
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