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Summary 

Solid oxide fuel cells (SOFCs) are power units operating at 600–1000°C which 
produce electricity through the electrochemical conversion of the chemical energy of 
a fuel, thus providing a clean and efficient alternative for energy production in the 
near future. Although nowadays the first commercialization of residential and 
portable power units has just started, the optimization of this technology for bigger 
power system installations remains challenging. Indeed, SOFCs are complex 
systems, showing nonlinear interactions and strong coupling among phenomena 
occurring at different length scales. Therefore, modeling tools and simulation 
techniques offer a valid contribution to gain a deep understanding of the elementary 
processes in order to support the research in this field. 

In this thesis, an integrated microstructural–electrochemical modeling framework 
for SOFCs is presented. At the microscale, the model numerically reconstructs the 
microstructure of the electrodes, which are random porous composite media wherein 
the electrochemical reactions occur. The effective properties of the electrodes are 
evaluated in the reconstructed microstructures and used, as input parameters, in 
physically–based electrochemical models, consisting of mass and charge balances 
written in continuum approach, which describe the transport and reaction 
phenomena at the mesoscale within the cell. Therefore, the strong coupling between 
microstructural characteristics and electrochemical processes can be conveniently 
taken into account by the integrated model. 

The presented modeling framework represents a tool to fulfill a from–powder–to–

power approach: it is able to reproduce and predict the SOFC macroscopic response, 
such as the current–voltage relationship, knowing only the powder characteristics 
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and the operating conditions, which are the same measurable and controllable 
parameters available in reality. As a consequence, empirical, fitted or adjustable 
parameters are not required, feature which makes the model fully predictive and 
widely applicable in a broad range of conditions and fuel cell configurations as an 
interpretative tool of experimental data and as a design tool to optimize the system 
performance. 

In this thesis several particle–based microstructural models are presented, 
covering all the main morphological features and electrode architectures adopted in 
SOFC technology (e.g., conventional composite electrodes, infiltrated electrodes, 
arbitrary particle shapes and agglomerates). Electrochemical models for the 
description of electrodes (button cell configuration) and cells (within a stack) are 
discussed. These models are applied for both conventional conducting materials, 
typically adopted in SOFC technology, and for innovative fuel cell configurations. 

Each model is satisfactorily validated at the corresponding scale, then the whole 
framework is tested for the microstructural–electrochemical simulation of short 
stacks, showing an excellent agreement with experimental data. The application of 
the integrated model confirms that there is a strong coupling between electrode 
microstructure and cell electrochemical behavior: only by taking into account this 
interaction a model can provide quantitative information and sound predictions. 

Concluding, this thesis provides an approach to fill the gap between the 
microstructural and the electrochemical modeling, offering a predictive tool which 
does not rely on empirical and adjustable parameters, capable to reproduce the 
macroscopic electrochemical behavior of an SOFC unit starting from the powder 
characteristics. 



 



 



 

 

 

Preface 

Solid oxide fuel cells offer a great opportunity for a young scientist who is 
interested in applied research: it is fast–growing topic, which requires a multi–
disciplinary expertise and a multi–scale approach, involving a lot of excellent 
researchers worldwide in academia and industrial companies who are willing to 
disseminate their knowledge and findings. Especially if one wishes to model such a 
complex and intriguing system, he/she must know the fundamentals of a wide 
variety of physical and chemical phenomena while being aware of all the 
technological issues and market requirements. In a few words, solid oxide fuel cells 
represent a challenging test to improve the knowledge and apply all the skills that a 
good researcher should have. 

Apart from being an interesting and fascinating topic, solid oxide fuel cells can 
represent one of the possible alternatives for a clean and sustainable energy 
production in the near future. Therefore, for me, it is a pleasure giving my 
contribution to help the research community in making solid oxide fuel cells 
available on the market as soon as possible. The enthusiasm that I have shown 
during these years is the same one that I noted in a lot of professors, researchers and 
students that I have met throughout the world. 

Many people have contributed to the present thesis, directly and indirectly. First 
and foremost, I would like to express my gratitude to my supervisor Prof. Cristiano 
Nicolella for his support and confidence in me. He strongly encouraged me to 
continue my studies, supporting me in several ways. During these years, he actively 
participated in my modeling activities and gave me the possibility to gain further 
experience and to present my results in various conferences throughout the world. 
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Chapter 1 

 

Introduction 

This Chapter represents the general introduction of the thesis, aimed to present the 
main features of solid oxide fuel cells and related modeling activities. The objective 
and structure of the thesis are described, focusing on the relationships among  
different chapters. 

The main highlights discussed in this chapter are: 

i. solid oxide fuel cells represent one of the possible alternatives to produce clean 
and sustainable energy in the future, despite to date this technology requires 
deeper understanding and further optimization; 

ii.  different phenomena occur in solid oxide fuel cells at different length scales, 
which can be modeled by using different approaches in order to guide research 
towards an optimal design; 

iii.  a multi–scale approach, integrating the different modeling tools at each scale 
level, practically is still lacking: this thesis aims to integrate the microstructural 
modeling into the cell–level model, in order to build a framework from–powder–

to–power which does not require any empirical, fitted or adjustable parameter. 
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1.1 Solid oxide fuel cells 
Fuel cells are electrochemical devices which convert the chemical energy of a fuel 

directly into electric energy [1,2], as schematically represented in Figure 1.1. The 
fuel and the oxidizer are kept separated in different compartments: the oxidation and 
reduction reactions proceed separately, charges flow through the system closing the 
circuit while feeding an external load. The electrochemical conversion is not limited 
by thermodynamic constraints (i.e., the Carnot cycle) as in heat engines, with clear 
benefits in terms of efficiency. In addition, since the combustion is avoided, the 
formation of pollutants is minimal, allowing an environmentally–friendly production 
of electric energy. Fuel cells allow for stationary operation since, unlike batteries, 
fuel and oxidizer can be continuously supplied. 

When the fuel cell is fed with fuel and oxidizer, an electric potential difference V 
spontaneously arises at its terminals. This voltage is the driving force to produce dc 
current I and thus electric power for an external load. The basic elements of a typical 
fuel cell are the electrodes, namely the cathode and the anode, and the electrolyte. 
The cathode represents the positive electrode, wherein the oxidizer, typically 
oxygen, is reduced. The anode is the negative electrode, wherein the fuel is oxidized. 
The electrons produced at the anode flow in the external circuit, providing electric 
power. The electrolyte is insulating to electrons, it transfers charges within the cell 
through the transport of ions. 

Anode

Cathode
Electrolyte

Air

Fuel

Electric 
load

e-

O 2+4e -
→2O2-

2H 2+2O 2-
→H 2O+4e-

O 2-

A

V V

I

 

Figure 1.1 – Schematic representation of a solid oxide fuel cell fueled with hydrogen. 

There exist different types of fuel cells, classified on the basis of the nature of the 
electrolyte material, which also determines the operating temperature and thus the 
state of reactants and products: alkaline fuel cells (AFC, 50–200°C), proton 
exchange membrane fuel cells (PEMFC, 30–100°C), direct methanol fuel cells 
(DMFC, 20–90°C), phosphoric acid fuel cells (PAFC, ~200°C), molten carbonate 
fuel cells (MCFC, ~200°C) and solid oxide fuel cells (SOFC, 600–1000°C) [1]. In 
this thesis only solid oxide fuel cells are considered, whose global electrochemistry 
is reported in Figure 1.1 for the case of hydrogen as a fuel. 
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Solid oxide fuel cells are characterized by a solid electrolyte, which transports 
oxygen ions from the cathode to the anode [3]. The transport in solid state limits the 
operating temperature in the range 600–1000°C, wherein the resistance to ionic 
transport is acceptably low. In such a temperature range, reactants and products are 
gaseous. In particular, gaseous water and carbon dioxide are produced at the anode 
when hydrogen–based (e.g., pure hydrogen, as in Figure 1.1) or carbon–based (e.g., 
carbon monoxide or hydrocarbons) fuels are used. 

Despite the drawbacks connected to the high–temperature operation, SOFCs offer 
several advantages if compared with other types of fuel cells in terms of fuel 
flexibility, efficiency and adaptability. SOFCs can run with different fuels, such as 
hydrogen, carbon monoxide, methane and other hydrocarbons, also accommodating 
the possibility of internal reforming directly within the anode [3,4]. In addition, 
unconverted reactants can be feed to gas turbines: the hybrid SOFC–gas turbine 
system can reach efficiencies in the order of 60–70% [3–5]. The fuel flexibility 
makes this technology attractive in the next years for the transition between fossil 
and renewable fuels. 

As anticipated above, SOFCs produce very low emissions of pollutants such as 
NOx and SOx because the combustion is avoided [3,4], which is an additional 
positive feature in comparison with heat engines. Then, since there are no moving 
parts, SOFCs also allow for silent, vibration–free operation [4,6], which also 
guarantees low maintenance costs. The modularity is another positive feature: big 
power plants, in the order of hundreds of megawatts [7], can be obtained by 
assembling small units [3], whose size can be even very small for miniaturized and 
portable applications [8,9]. 

Due to their inherent flexibility, nowadays SOFCs have been proposed for a broad 
range of applications. The U.S. Department of Energy has the objective of 
developing power system installations in the order of 100MW based on SOFC 
technology, fueled by syngas produced from coal gasification and accommodating 
the CO2 capture [7]. Industrial teams, such as FuelCell Energy (formerly Versa 
Power Systems) and Bloom Energy, have demonstrated that SOFC systems for 
distributed power generation applications in the range 50–100kW can be 
manufactured and run with satisfactory efficiency [10]. Commercialization of 
combined heat and power systems for residential applications (~1kW–class units) 
started in Japan in 2011 under the framework of the NEDO project [11,12]. On the 
other hand, in North America Delphi has been developing and demonstrating 
SOFC–based auxiliary power units (3–5kW) for trucks and other vehicles [13]. 
Finally, micro–SOFCs (i.e., sub–kW class) are now used in military [8] and even 
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portable applications, such as the nectarTM mobile charging power system produced 
by Lilliputian Systems. 

However, despite important achievements and although some SOFC systems are 
commercially available, to date the breakthrough of SOFC technology still faces 
significant challenges concerning cost reduction, long–term stability and 
performance improvement. SOFCs are complex systems, involving phenomena 
occurring at different length scales [14]. One of the major obstacles to further 
significant progress is the current poor understanding of the fundamental physical 
and electrochemical processes and how they influence each other [15]. An improved 
understanding, required to assist experimental interpretation and aid engineering of 
SOFCs, can be reached by using physically–based models, which are discussed in 
the following Section. 

1.2 Multi–scale approach for SOFCs 
SOFCs represent an outstanding example of multi–scale complex system: 

electrochemical reactions take place on particle surfaces on a nanometric scale while 
the whole SOFC unit, composed by several cells arranged in stacks, is usually 
integrated in power generation systems whose size is in the order of meters. What 
makes SOFCs a multi–scale system is the strong (often nonlinear) coupling among 
all the phenomena occurring at different length scales: processes taking place at the 
microscale can dominantly influence the macroscopic behavior [15]. As an example, 
the microstructural characteristics of the porous electrodes, such as the porosity and 
the particle size of conducting materials, influence the rate at which gaseous and 
charged species are transported and react at the microscale, producing significant 
macroscopic effects on the performance at the cell and system levels. 

A schematic representation of the multiple length and time scales involved in an 
SOFC is reported in Figure 1.2. 

At system level, the SOFC represents the power unit of the fuel cell system. In big 
stationary applications, the SOFC unit is connected with the so–called balance–of–
plant, which consists of heat exchangers, blowers, fuel processors (e.g., a reformer, a 
desulfurization unit), exhaust gas treatment, ac/dc converter, electronic controls, etc. 
[1,16]. Thermal management [17], process control [18,19] and making the fuel cell 
system flexible to an unsteady power demand are some of the issues to be addressed 
at this level. 

The stack consists of the assembly of multiple cells, along with interconnectors 
and gas manifolds for current and gas distribution. The main concerns at this level 
are ensuring a homogenous distribution of reactants to the cells through a proper 
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manifold design in order to maximize the electrical output [20] and an even 
temperature distribution along the cells to minimize thermal stresses [21]. 

The cell level represents a single membrane–electrode assembly, that is, anode, 
cathode and electrolyte, including gas supply. At this scale, transport of reactants 
and electrochemistry within the electrodes govern the voltage and current produced, 
that is, the power generated by the cell [15]. The understanding of the interplay 
among cell geometry, operating conditions and physical–chemical processes is one 
of the most demanding tasks, where further improvements are still possible [22]. 

The electrode level is again ruled by transport and reaction phenomena, similarly 
to the cell level, but on a smaller scale [15]. These phenomena are strongly coupled 
to the microstructural characteristics of the electrode. Porosity, particle size, volume 
fractions of the conducting materials influence the effective transport properties of 
chemical and charged species as well as the density of reaction sites, therefore 
affecting the current and gas distribution. Experimental and theoretical studies have 
demonstrated that the electrode design has the major influence on the macroscopic 
system performance [23–26]. Therefore, the characterization and engineering of the 
electrode microstructure is nowadays one of the most intriguing activities in SOFC 
research [27]. 
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Figure 1.2 – Time and length scales involved in SOFCs (adapted from [15]). 
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Finally, chemical and electrochemical reactions take place on active particle 
surfaces and particle interfaces within the electrodes. As an example, the oxygen 
reduction reaction in a porous composite cathode occurs in the proximity of the 
contact perimeter between electron–conducting and ion–conducting particles 
exposed to the gas phase (see Section 2.1 in Chapter 2 for a comprehensive 
description). The main questions arising at this level concern the elementary kinetic 
chemistry, which means the identification of reaction mechanisms, intermediate 
species and rate–determining steps [15,28–30]. 

As anticipated at the end of Section 1.1, the mechanistic description of all the 
processes occurring in a cell and the understanding of their interplay is necessary for 
further improvement of this technology. In the last years, physically–based models 
and simulation techniques have been used to assist the SOFC development 
[14,31,32]. In particular, different modeling tools have been applied to fulfill the 
needs of each specific scale level. 

At the most fundamental scales, ab initio methods, such as density functional 
theory (DFT) [33–35], have recently been applied to examine the quantum structure 
of atoms and their interactions. These types of models allow the simulation of the 
physics at the atomic scale, providing information useful to corroborate the 
soundness of detailed reaction mechanisms, such as the activation energies of 
elementary reactions or the chemical stability of reaction intermediates [36]. 
However, most of the kinetic parameters involved in the reaction schemes proposed 
to date have been obtained through the best fitting of the electrochemical response of 
patterned electrodes under different operating conditions [15,28–30,37,38]. 

The microstructural characteristics of porous electrodes have been analyzed at 
different degrees of sophistication with different modeling approaches, which aim to 
estimate the effective properties of porous electrodes on the basis of powder 
characteristics. Percolation theory has been adopted to estimate effective properties 
through the prediction of the number of contacts among the particles by using 
algebraic equations [39,40]. More accurate information can be obtained with 
detailed microstructural models such as particle–based numerical algorithms [41–
44] and tomographic techniques [45–48]. While particle–based algorithms aim to 
numerically generate a virtual structure of the electrode by mimicking the packing 
process, techniques like focused ion beam (FIB) and X–ray tomography reconstruct 
the three–dimensional microstructure by scanning real samples. 

While equivalent circuits are still used for a rapid interpretation of experimental 
data [49,50], nowadays physically–based models are employed to describe transport 
and reaction phenomena at both electrode and cell levels [22,51–56]. These models 
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are based on balance equations, incorporating the electrochemistry of the reactions 
and the description of transport phenomena through the application of constitutive 
equations, such as the Ohm's law for charge transport, the Fick law for gas diffusion 
or more advanced models (e.g., Maxwell–Stefan gas transport theory [57], dusty–
gas model [58], etc.). Electrode and cell–level models aim to predict the current–
voltage relationship of the SOFC (i.e., V–I in Figure 1.1), usually providing also the 
spatial and temporal distribution of field variables (e.g., concentration, pressure, 
electric potential). 

At the stack level the gas and temperature distributions are obtained by solving 
mass, heat and momentum conservation equations through computational fluid 
dynamics (CFD) codes [20,59,60]. This information is used to design manifolds and 
to modify the cell arrangement in order to minimize thermal stresses and optimize 
the distribution of reactants. Finally, system modeling is assisted by process 
simulations by using available commercial software in order to estimate the global 
electric and thermal efficiency of the whole fuel cell power system [5,61]. 

Despite the efforts made in developing specific modeling tools, to date a fully 
multi–scale framework integrating different models at different length scales is still 
lacking, although different authors have recognized this need [14,31,32]. Bessler and 
coworkers [15,62,63] have been one of the first research groups who are trying to 
fill this gap, although a lot of work is still necessary to reach this goal. This thesis 
shares the same aim and approach, as discussed in the following Section. 

1.3 Aim and objective of this thesis 
This aim of this thesis is the development and refinement of specific physically–

based modeling tools and their coupling in order to provide an integrated framework 
able to describe the interplay of phenomena occurring at different length scales in 
SOFCs. More specifically, the study focuses on the integration of detailed 
microstructural models into electrode and cell–level models. Effective properties are 
estimated in electrode microstructures numerically reconstructed with particle–based 
packing algorithms and then used, as input parameters, into electrode and cell–level 
models based on mass and charge balances. Surface chemistry is not addressed in 
this thesis: where available, specific global kinetic expressions are taken from the 
literature. 

As anticipated in Section 1.2, the microstructural characteristics of the electrodes 
play a major role in determining the global energetic performance of an SOFC: the 
cell electrochemical behavior is strongly dependent of porosity, particle size, volume 
fraction of conducting materials, as supported by a large number experimental 
evidences [23,26,64,65]. Modeling the interplay between electrode morphology and 
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cell electrochemical behavior is crucial and represents an outstanding benefit in 
assisting SOFC development [14,27,31,32], especially considering that the 
microstructure of porous electrode is normally not included in cell–level models 
[32]. 

The integration of a detailed microstructural characterization into cell–level 
modeling allows a significant reduction of free parameters. Typically in macroscale 
models, effective properties such as gas phase tortuosity or effective conductivity 
are estimated using empirical correlations if not treated as fitting parameters to force 
simulation results to match experimental data [32]. In this way, the cell model will 
hardly provide realistic results when used to simulate conditions different from the 
data set on which its parameters have been tailored. 

On the other hand, the integrated framework allows the development of a from–

powder–to–power approach: given the material properties (e.g., the electric bulk 
conductivity of the materials), only the electrode porosity and the powder 
characteristics (i.e., the particle size and the solid volume fraction of the conducting 
phases), along with the operating conditions and cell geometry, are required to 
predict the global electrochemical response of the cell, as depicted in Figure 1.3. 

With this approach, all the input parameters required by the integrated model are 
the same starting measurable and controllable variables used in reality when 
manufacturing or running an SOFC. In this way, the need for fitted, adjusted or 
empirical parameters is avoided, making the model extremely general and applicable 
to a wide variety of SOFC systems. 

Material 
properties

4e- O2

2O2-

Air

Fuel

Integrated microstructural−electrochemical model

Powder 
characteristics

Operating 
conditions

Cell 
geometry  

Figure 1.3 – Schematic representation of the integrated microstructural–electrochemical 

modeling approach with the required input parameters. 

The integrated modeling approach is able to quantitatively describe how 
morphological modifications (e.g., reduction of particle size, increase in porosity) 
affect the cell electrochemical response (arrows from left to right in Figure 1.3). This 
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feature is particularly amenable for electrode design, and an example is reported in 
Chapter 7. 

In addition, the model can be used as interpretative tool of experimental data: the 
analysis of the macroscopic electrochemical behavior of the cell with the model 
allows a physical interpretation of specific features, whose cause can be attributed, 
with a reasonable confidence, to one or more phenomena occurring at microscopic 
scales (arrows from right to left in Figure 1.3), as discussed in Chapter 8.  

Specific details on how the modeling framework is developed in this thesis are 
summarized in the next Section. 

1.4 Structure of the thesis 
The thesis is organized in three parts as follows: 

i. electrochemical modeling (Chaps. 2 and 3): the models describing physical and 
chemical phenomena, such as the gas transport within the pores of the 
electrodes, the charge transport and the electrochemical kinetics are presented in 
Chapters 2 and 3. In both the chapters, the modeling is performed at the 
electrode level by applying conservation equations for mass and charge. Chapter 
2 focuses on conventional electrodes and in particular on the composite cathode, 
consisting of well–characterized materials typically used in SOFCs. Chapter 3 
describes the chemistry of a complex unconventional SOFC system, whose 
materials have not extensively studied to date, and which shows particular 
characteristics. In both the studies the effective properties of the porous media 
are estimated by using percolation models [40,66], whose validity and limits are 
further addressed in Chapter 4. It is worth noting that even the use of simple 
percolation models highlights the need of a detailed microstructural modeling in 
order to correctly describe the electrode electrochemical behavior; 

ii.  microstructural modeling (Chaps. 4–6): the description of the particle–based 
microstructural models used to numerically reconstruct the electrode 
microstructure is reported in this part. Packing algorithms used to reproduce 
random packings of spherical particles (Chapter 4), nonspherical particles 
(Chapter 5) and infiltrated electrodes (Chapter 6) are discussed. This set of 
algorithms is sufficiently general to reproduce all the main electrode 
morphologies currently adopted for SOFC applications; 

iii.  coupling between microstructural and electrochemical modeling (Chaps. 7 and 
8): electrode (Chapter 7) and cell–level (Chapter 8) models benefit from the 
effective properties evaluated through the microstructural models. Chapter 7 
shows an application at the electrode level, focusing on how the proposed 
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integrated approach can be used to engineer the design of conventional 
composite cathodes. In Chapter 8 the same approach is used at the cell level, 
mainly focusing on the interpretation of the cell electrochemical response and on 
the effect of operating conditions on system efficiency. In addition, in this part 
the modeling framework is satisfactorily validated with specific data at both 
microstructural and cell levels. 

Each chapter is organized to contain all the necessary information in order to be 
read as a standalone study. A short summary at the beginning of each chapter is 
provided to put in evidence the main results of the study in the context of the 
integrated framework discussed in this thesis. The general conclusions of the thesis 
are summarized in Chapter 9. 

1.5 Summary of models developed 
In order to reach the goal of the integrated modeling, during the preparation of this 

thesis several modeling tools and algorithms have been adapted and developed. 
Their list is summarized in Table 1.1, which is organized in order to distinguish the 
different length scales, purposes and chapters wherein the models are discussed. 

Table 1.1 – List of models and algorithms discussed in this thesis. 

Model (Platform) Purpose Chapter 

Microstructure (C++)   
drop–and–roll algorithm electrode reconstruction (spherical particles) 4, 7, 8 
CR algorithm electrode reconstruction (nonspherical particles) 5 
infiltration algorithm infiltrated electrode reconstruction 6 
RW method effective properties of reconstructed electrodes 7, 8 
Electrode (Comsol)   
conv. electrode model current–voltage characteristics 2, 7 
unconv. SOFC model current–voltage characteristics 3 
Cell (Comsol)   
cell model current–voltage characteristics 8 

 

All the microstructural models have been developed in C++ program language. 

The drop–and–roll algorithm numerically reconstructs the three–dimensional 
structure of porous electrodes assuming that particles are spherical. The original 
version of the code was provided by Dr. Jon G. Pharoah (Fuel Cell Research Centre 
of Kingston – Canada) [41]. In this thesis the algorithm has been adapted to simulate 
polydisperse phases and to take into account sintering phenomena (i.e., particle 
overlap) and the control of porosity with pore–formers, which are characteristic 
features of porous SOFC electrodes. The general structure of the algorithm is 
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presented in Chapter 4, wherein its broad capabilities if compared with percolation 
theory are highlighted, and then applied in Chapters 7 and 8 for specific SOFC 
applications. 

The collective rearrangement (CR) algorithm allows the three–dimensional 
numerical reconstruction of porous media by simulating particles of arbitrary shape 
and agglomerates. It is more general than the drop–and–roll algorithm since it does 
not rely on the assumption that particles are spherical. Therefore, it is able to 
accommodate specific morphological features of SOFC electrodes, such as particle 
agglomeration and the distortion of the particle shape from spherical to the 
ellipsoidal one as it may happen when adopting plasma spray techniques in the 
electrode manufacturing. The code was written in collaboration with Dr. Chih-Che 
Chueh (Fuel Cell Research Centre of Kingston – Canada) and it is presented in 
Chapter 5. 

The infiltration algorithm is a packing algorithm specifically tailored for the 
numerical reconstruction of infiltrated electrodes. These electrodes, recently 
proposed for intermediate temperature SOFCs, are fabricated via an impregnation 
route in order to produce a nanostructured microstructure [67]. The algorithm 
mimics the deposition of nanoparticles onto the surface of micrometric particles 
proving a virtual three–dimensional structure of infiltrated electrodes. The study is 
summarized in Chapter 6. 

The Monte Carlo random–walk (RW) method has been developed in order to 
calculate the effective properties of the electrodes reconstructed with the 
aforementioned packing algorithms. Effective transport properties, such as the 
effective electric conductivity and the gas phase tortuosity factor, are calculated by 
simulating the Brownian motion of tracers within the reconstructed microstructure. 
Other properties, such as the pore size distribution or the contact perimeter among 
different particles (that is, the so–called three–phase boundary length) are evaluated 
through geometric analysis. The method is presented in Chapter 7 and further 
applied in Chapter 8. 

The electrode–level models have been implemented in Comsol Multiphysics [68], 
which is a commercial solver of systems of partial differential equations. Model 
solution provides the distribution of field variables which, in turn, are used to 
evaluate the current–voltage relationship. 

The model for conventional electrodes consists of mass and charge balances 
written according to the continuum approach and applied along the thickness of the 
electrode, thus resulting in a 1D model. The model focuses on porous composite 
cathodes prepared with conventional conducting materials, taking into account the 
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physical and chemical phenomena occurring at the micro and mesoscales. It is 
presented in Chapter 2 and also used in Chapter 7, wherein it is coupled with a 
detailed microstructural modeling. 

A similar physically–based model is presented in Chapter 3, although it deals with 
the more complex chemistry involved in an unconventional SOFC showing mixed 
protonic–anionic conduction. Still based on mass and charge balances, the model 
takes into account some interesting chemical processes specific for the materials 
used in such a fuel cell, as the incorporation of gaseous water into the proton–
conducting material, phenomenon which affects the electric conductivity. 

The cell model extends the physically–based approach employed for electrodes to 
the higher level. The model describes the electrochemistry and the transport of mass 
and charge in the whole cell, including gas supply in the feeding channels. Unlike 
electrode models, which describe a button cell configuration, the cell model 
represents a single SOFC unit within a stack, resulting in a two–dimensional model 
along the thickness and the length of the cell. It is presented and applied in Chapter 8 
to describe a well–known SOFC benchmark, taking advantage of a detailed 
microstructural representation. 

Each model in Table 1.1 can be used standalone, even for broader applications 
than SOFCs: for example, the microstructural models could be used to represent 
granular porous media. However, the best benefits are reached when the models are 
integrated together, as already discussed in Section 1.3. 
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Electrochemical Modeling of 

Conventional Electrodes 

This Chapter presents a transient electrochemical model of transport and reaction 
applied for conventional composite electrodes. In particular, the study focuses on the 
LSM/YSZ cathode in comparison with experimental data. Effective properties are 
calculated using an extended percolation theory accounting for the linear distribution 
of porosity along the electrode thickness. 

The study shows that: 

i. the model is able to reproduce the experimental polarization behavior and 
impedance spectra in a wide range of temperatures and oxygen partial pressures; 

ii.  kinetic information regarding the oxygen reduction reaction can be obtained; 

iii.  even small variations of morphological characteristics can significantly affect 
the global electrochemical response. 

 

This Chapter was adapted from the paper "Morphological and electrochemical 
modeling of SOFC composite cathodes with distributed porosity" by A. Bertei, A. 
Barbucci, M.P. Carpanese, M. Viviani and C. Nicolella, published in Chem. Eng. J. 
207 (2012) 167–174, and the conference paper "Impedance simulation of SOFC 
LSM/YSZ cathodes with distributed porosity" presented at the 10th European SOFC 
Forum (Lucerne, 26–29 June 2012) by the same authors. 
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Abstract 
A mathematical model of charge and mass transport and electrochemical reaction 

in porous composite cathodes for SOFC applications in transient conditions is 
presented. The model, based on local mass and charge balances, describes the 

domain as a continuum, characterizing kinetics as well as mass and charge 
transport using effective properties, related to cathode microstructure and material 

properties by percolation theory. The distribution of morphological properties along 
the electrode thickness, as experimentally observed on scanning electron 

microscope images of the samples investigated, is taken into account. This feature 
allows the model to reproduce the dependence of polarization resistance on 

electrode thickness and oxygen partial pressure in the range 600–850°C. It is found 
that for cathodes made of strontium–doped lanthanum manganite (LSM) and yttria–

stabilized zirconia (YSZ), the exchange current, which represents the kinetic 
constant of the oxygen reduction reaction, follows an Arrhenius behavior with 

respect to the temperature and it is dependent on the square root of the oxygen 
partial pressure. Comparison with impedance spectra enables the evaluation of a 

specific capacitance which, however, does not show a clear dependence on 
temperature, suggesting that several phenomena may be gathered in such a specific 

parameter. 

2.1 Introduction 
Fuel cells are energy conversion devices in which the chemical energy of a fuel 

and a combustive agent (for example, hydrogen and air, respectively) is 
electrochemically transformed into electric energy. The electrochemical conversion 
avoids the use of a direct combustion process and of a Carnot thermodynamic cycle, 
thus reducing pollution levels in exhaust gases while increasing the energetic 
efficiency [1,2]. Solid oxide fuel cells (SOFCs), characterized by a solid electrolyte 
which transports oxygen ions at high temperature (usually higher than 600°C), have 
attracted research and technology interest due to the expected advantages if 
compared with other types of fuel cells, such as the broader fuel flexibility [3–5] and 
the high efficiency of energy conversion [6,7], which can be further increased by the 
possibility of co–generation with gas turbine power systems [8,9]. 

A single SOFC consists of two electrodes, namely the cathode and the anode, 
where the oxygen reduction and the fuel oxidation respectively occur, separated by a 
dense anion–conducting electrolyte, which is dedicated to the transport of oxygen 
ions from the cathode towards the anode. In hydrogen fed SOFCs, the cathode 
represents the main source of energy loss [10–12]. Porous composite cathodes, 
which consist of sintered random structures of electron–conducting (e.g., strontium–
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doped lanthanum manganite, LSM) and ion–conducting particles (e.g., yttria–
stabilized zirconia, YSZ), are often used in order to promote the oxygen reduction 
[13]. 

In a composite cathode, the molecular oxygen in gas phase reacts with electrons, 
transported by the electron–conducting phase, to form oxygen ions, which are 
transported by the ion–conducting particles towards the electrolyte. Therefore, the 
reaction occurs in the proximity of the contact perimeter between electron–
conducting, ion–conducting and gas phase, where the reaction participants can 
coexist, which is called three–phase boundary (TPB) [10,14]. 

The rate at which the current is converted within the cathode, from the electronic 
form to the ionic form, depends not only on the catalytic activity of the materials and 
the extension of the reaction zone, but also on the relative facility at which charges 
and chemical species are transported to and from the reaction sites [15,16]. The 
effective transport properties of the composite structure, as well as the density of 
reacting sites, depend on the microstructural characteristics of the electrode, such as 
the particle diameter, the porosity and the composition [17]. Thus, the interplay of 
material, catalytic, geometric and microstructural characteristics determines the 
cathode efficiency [14,18], which is inversely proportional to its polarization 
resistance. 

Electrochemical impedance spectroscopy analysis (EIS) is widely applied to 
distinguish the effects and the contributions of the multiple phenomena on the 
overall electrode performance [19]. However, in most cases the resulting impedance 
spectra are interpreted through equivalent electric circuits [20], which allow the 
identification of the elementary phenomena but without a direct link to the real 
phenomena and their physical description. 

In this study, a mechanistic model, based on balance equations of the reaction 
participants, is developed and applied to porous composite LSM/YSZ cathodes in 
both steady–state and transient conditions. The conservation equations are applied to 
the domain modeled as a continuum phase (continuum approach) [15,21–26], 
characterized by effective transport and kinetic parameters (e.g., electric and ionic 
conductivity, gas permeability, TPB length per unit volume). The model accounts 
for a coherent description of the microstructure through the percolation theory [27], 
which is used to estimate the effective properties from the morphological cathode 
characteristics. As a new feature of the model herein presented, the variation of the 
porosity along the cathode thickness, as experimentally found on the electrodes 
investigated [28], is considered. The model represents the refinement of a previous 
work [29], in which the polarization behavior was interpreted without coherently 
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relating the porosity distribution to the variation of morphological effective 
properties and, consequently, to the electrochemical performance (as, instead, 
developed here) and without taking into account the effects of the gas phase. 

Comparing simulation results with experimental polarization curves and 
impedance spectra, information about the macrokinetics of oxygen reduction can be 
obtained, in particular regarding its dependence on temperature and oxygen partial 
pressure. 

2.2 Modeling 

2.2.1 General aspects and model assumptions 

Within the cathode, the molecular oxygen in gas phase is reduced by the electrons, 
coming from the current collector and transported by the electron–conducting phase, 
into oxygen ions, transported by the ion–conducting phase, following the 
stoichiometry: 

−− →+ 2
)()()(2 24 ioelg OeO   

The reaction, which represents the conversion of the current from the electronic 
form into the ionic form, may take place at any TPB, provided that the paths 
transporting the reaction participants are connected to the external sources of 
reactants (i.e., air for molecular oxygen and current collector for electrons) and to 
the sinks of products (i.e., the electrolyte for oxygen ions). A schematic 
representation of the cathode microstructure and geometry is reported in Figure 2.1a 
while a zoom on an active TPB is illustrated in Figure 2.1b. 

The mathematical model describes, through conservation equations, the reaction 
and the transport of reaction participants within the electrode. The model is based on 
the following main assumptions: 

i. model variables and parameters are uniform in any cross section of the cathode 
due to the button cell configuration, resulting in a mono–dimensional model in 
the electrode axial coordinate x; 

ii.  heat effects are neglected, resulting in uniform temperature in the whole 
cathode; 

iii.  the cathode structure is represented as a random composite packing of 
monosized spherical particles with a porosity distribution along the thickness. 
This assumption allows the application of the extended percolation theory [27] 
(see Section 2.2.3 for further details); 
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Figure 2.1 – a) Schematic view of a porous composite cathode; b) contact between electron–

conducting and ion–conducting particles. 

iv. no mixed ionic–electronic conduction in the electron–conducting phase and the 
ion–conducting phase; 

v. it is assumed that the current collector, which is thinner and more porous than 
the electrode, does not affect the gas transport to the cathode, so that external gas 
conditions without any pressure drop are applied at the electrode–current 
collector interface. 

2.2.2 Governing equations and boundary conditions 

The model consists of the system of balance equations for the three species 
participating to the reaction (i.e., electrons, molecular oxygen and oxygen ions), 
coupled with the conservation of an inert gas fed with molecular oxygen (for 
example, nitrogen when the cathode is fed with air). Model equations are reported in 
Table 2.1 in dynamic conditions. 

The source and consumption terms for reacting species are related, through 
stoichiometric coefficients and the Faraday constant F, to the current exchanged per 

unit volume (iTPBλTPB), calculated as the product of the current density per unit TPB 

length iTPB and the connected TPB length per unit volume λTPB. The kinetics of 
oxygen reduction is assumed to follow a Butler–Volmer expression without mass 
transfer effects [30]: 
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Table 2.1 – Model equations. 

Species Balance equation 
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where i0 is the exchange current per unit of TPB length, α the transfer coefficient, R 

the gas constant and T the absolute temperature. In Eq. (2.1), η is the overpotential, 
calculated as follows [31]: 
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where Vel and Vio represent the electric potential of, respectively, the electron–
conducting phase and the ion–conducting phase, P the pressure and yO the oxygen 
molar fraction. In Eq. (2.2), the subscript ex refers to external conditions, that is, the 
conditions of the gas mixture fed to the cathodic side of the cell. It is noteworthy 
that the first term in the right side of Eq. (2.2) represents the equilibrium potential 
step and that the kinetics is expressed in the direction of molecular oxygen 
consumption (i.e., iTPB > 0) for positive overpotentials. 

The time derivatives in Table 2.1 account for the local temporal variation of both 
molecular and charged species. In particular, electrons and oxygen ions can be 
accumulated at the interface between the electron–conducting phase and the ion–
conducting phase: cdl represents a specific capacitance per unit of interface area 
while adl is the connected contact area per unit volume between electron–conducting 
and ion–conducting particles. An ideal capacitive behavior is assumed [31], that is, 
linearly dependent on the first derivative of the potential difference between 
conducting phases, with a cdl dependent on temperature only. In principle, the 
specific capacitance accounts for all the electric and surface capacitive phenomena 
occurring at the contact area between electron–conducting and ion–conducting 
particles. 

The transport of charged species, that is electrons and oxygen ions within their 
respective conducting phases, is assumed to follow the Ohm law: 
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where effective conductivities are considered. 

The mass transport in porous phase is described according to the dusty–gas model 
[32,33], comprising in this way convection as well as ordinary and Knudsen 
diffusion. The molar fluxes of molecular oxygen and gaseous inert are calculated as 
a function of pressure and oxygen molar fraction as: 
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where the effective diffusion coefficients are calculated as follows: 
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In these last equations, φ and τ represent, respectively, the porosity and the tortuosity 
factor of the gas phase, dp the mean pore diameter while Mi is the molecular weight 
of the gas species. The binary diffusion coefficient DO–I is calculated according to 
the Fuller expression [34]. 

The permeability coefficient B in Eqs. (2.4a) and (2.4b) is calculated by using the 
Blake–Kozeny form of the Darcy law [35]: 

( )2

32

1150 φ
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φ−= 1

2

3
pp dD  (2.7) 

The dynamic viscosity of the gas mixture µ, associated to the permeability in Eqs. 
(2.4a) and (2.4b), is calculated according to the Herning and Zipperer method [34]. 

Model equations in Table 2.1 are coupled with boundary conditions. At the current 
collector interface, the electric potential of the electron–conducting phase is set at 
0V as reference and external conditions for total and oxygen partial pressure are 
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imposed. At the electrolyte interface (i.e., x = Lc, where Lc is the electrode 
thickness), the electric potential of the ion–conducting phase is imposed equal to: 

( ) ( )ftLxV ccio πη 2sin⋅==   in transient conditions (2.8a) 

( ) ccio LxV η==                   in steady–state conditions (2.8b) 

where ηc is the cathode overpotential. Note that the boundary condition in Eq. (2.8) 
is applied in impedance simulations, in which a harmonically varying overpotential 
with a specified frequency f is imposed to the electrode [36]. On the other hand, Eq. 
(2.8b) refers to the boundary condition for steady–state simulations, that is, for the 
simulation of the stationary polarization behavior. In both steady–state and dynamic 
simulations, at x = 0 and x = Lc the outgoing fluxes of reacting species are set by the 
electrochemical charge transfer reaction per unit surface [22], calculated considering 
the TPB length per unit surface [37]. 

The solution of model equations allows the calculation of the total current density 
at the current collector interface x = 0. In steady–state conditions, the current density 

I is used to calculate the polarization resistance as Rp = ηc/I [21], which represents 
the main index of cathode efficiency of energy conversion. On the other hand, in 
impedance simulations a time–dependent current density i(t) is obtained. By 

integrating i(t) in a time interval ∆t = f–1 sufficiently far from the start time (i.e., n >> 
1) as follows [36]: 
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the amplitude I and the phase ϕ of the current can be calculated. The real and 

imaginary components of the impedance ZR and ZI are calculated as ZR = ηc·cos(ϕ)/I 

and ZI = ηc·sin(ϕ)/I, respectively. Note that ZR and ZI are functions of the frequency 
f: by varying the frequency and repeating the analysis, the impedance spectra of the 
electrode is simulated. It is noteworthy that the simulation reproduces the same 
procedure used in actual EIS measurements, unlike the frequency–resolved 
excitation [38] and the potential step [39] simulations, similarly to the Hofmann and 
Panopoulos work [40], although in such a study the effective properties were not 
related to the electrode microstructure. 

2.2.3 Effective properties from microstructure characteristics 

As reported in Table 2.1 and in Section 2.2.2, model equations require the 
estimation of effective properties, such as the connected TPB length per unit volume 
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λTPB, the effective conductivities eff
elσ and eff

ioσ  and the mean pore diameter dp, in 

order to be solved. Such properties are related to the microstructure characteristics 
(i.e., particle diameter, porosity, composition) of the cathode by using an extended 
percolation theory [27]. With this approach, the spatial distribution of porosity, 
experimentally observed on cathode samples [28], can be accounted for in the 
estimation of effective properties. 

In the extended percolation theory, the porosity distribution is attributed to a non–
uniform distribution of pore–formers. Pore–formers are particles of materials, mixed 
with electron–conducting and ion–conducting particles during the electrode 
fabrication, which decompose at high temperatures during the sintering, leaving 
additional pores in the microstructure. This feature can be conveniently taken into 
account by the extended percolation theory [27], which is used to link the pore–

former volume fraction to the final porosity φ and, subsequently, to calculate the 
effective properties from the electrode morphological characteristics. 

Through the extended percolation theory [27], the pore–former volume fraction 

before sintering bs
pfψ  leading to a final porosity φ can be calculated as follows: 

bs

bs
bs
pf φ

φφψ
−
−=

1
 (2.10) 

where φbs represents the porosity of the packing before sintering, when electron–
conducting, ion–conducting and pore–former particles are present. For a random 

close mixture of monosized rigid spherical particles, φbs is equal to 0.36 [41,42]. 

The volume fraction before sintering of electron–conducting or ion–conducting 
particles can be calculated as a function of the final porosity and the volume fraction 

after sintering ψi as: 

bsi
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i φ

φψψ
−
−=

1

1     with i = el, io (2.11) 

which, in turns, can be used to calculate the numbers of contacts between different 
particles, which assume the following simplified forms under the assumption that 
the phases are monosized [27]: 
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In Eqs. (2.12) and (2.13), di represents the diameter of the particles belonging to the 
phase i. 

The number of contacts between j and i–particles Zi,j is an important parameter 
related to the particle connectivity. When j = i, Zi,i represents the number of contacts 

between homolog particles, which is related to the percolation probability γi that the 
i–th phase be entirely percolating throughout the electrode thickness [43] providing 
a conducting path for charge transport. On the other hand, when j ≠ i, Zi,j (i.e., Zel,io 
and Zio,el) is related to the number of contacts between electron–conducting and ion–
conducting particles, which is associated to the TPB where reaction occurs. 

The percolation probability γi takes into account the connectivity of the conducting 
phase i as a whole. Even though percolation theory allows the estimation of a local 

probability γi as a function of the local Zi,i as follows [44]: 
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when the morphology varies along the thickness, the local probability is fictitious. 

Instead, only the minimum value i
x

o
i γγ min=  is meaningful and characterizes the 

conducting phase throughout the whole electrode thickness. 

The percolation probability takes part in the evaluation of the effective 
conductivities of electron–conducting and ion–conducting phases, according to the 
Nam and Jeon correlation [45]: 

( )( ) 5.1
1 o
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and in the estimation of the connected TPB length λTPB and the contact area adl per 
unit volume as follows [27]: 
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( ) θsin,min ioelc ddd =  (2.16c) 

where θ represents the contact angle between electron–conducting and ion–
conducting particles (see Figure 2.1b). 

The last parameter affected by the porosity distribution is the mean pore diameter 
(where mean is related to the cross section and not to the thickness), which 
characterizes the gas phase. According to the extended percolation theory [27], it is 
calculated as a function of the local porosity, particle diameters and electrode 
composition as follows: 
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ioio
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ioel
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dd
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13

2  (2.17) 

2.3 Results and discussion 
The model of the cathode described in Section 2.2 is used to interpret the 

experimental data, provided by Barbucci et al. [28], regarding porous composite 
cathodes of different thicknesses in different operating conditions. LSM was used as 
electronic conductor and YSZ as ion–conducting phase. From scanning electron 
microscope images, all the samples were found to show a porosity linearly 
distributed along the thickness, increasing up from the current collector to the 
electrolyte interface as follows: 

xcc κφφ +=  (2.18) 

where φcc represents the porosity at the current collector and κ the porosity gradient. 
Such a porosity distribution was not originally desired by Barbucci et al., it resulted 
as a consequence of the shaping method used by the researchers. 

Sample and operating conditions used in the model are listed in Table 2.2, coupled 

with physical properties and model parameters. The transfer coefficient α, which 

affects the symmetry of the iTPB–η relationship in Eq. (2.1) with respect to positive 
and negative overpotentials, is assumed to be equal to 0.5 because experimental 
polarization curves were found to be symmetrical for different temperatures and 
thicknesses [28]. On the other hand, there are no sound indications about the mean 

contact angle among particles θ, therefore it is assumed equal to 15° as commonly 
accepted in several modeling works [15,21,45,46]. 
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Table 2.2 – Material properties, design and operating conditions of the cathodes. 

Parameter Value 

Materials  
Electron–conducting phase LSM [28] 

Electric conductivity σel 8.855·107/T·exp(–1082.5/T) S·m–1 [47] 

Ion–conducting phase YSZ [28] 

Ionic conductivity σio 3.34·104·exp(–10300/T) S·m–1 [48] 

Morphological parameters  

Volume fraction electron–conducting phase ψel 0.5 (after sintering) [28] 

Mean particle diameter del = dio = dpf 0.3µm [28] 

Porosity at current collector φcc 0.40 [29] 

Porosity gradient κ 1.03mm–1 [28] 

Contact angle θ 15° [15,21,45] 

Tortuosity factor τ 2.083 [49] 

Geometric parameters  
Thickness Lc 5–85µm [28] 

Diameter 5mm [28] 
Operating conditions  
Temperature T 600–850°C [28] 
Gas feed air (0.79 vol N2, 0.21 vol. O2) [28] 
Pressure Pex 1atm [28] 

Applied overpotential ηc 20mV [28] 

 

Model equations were implemented and solved by using the commercial solver of 
systems of partial differential equations COMSOL Multiphysics 3.5, based on the 
finite element method. The model solution includes the values of field variables 
(e.g., pressure, electric fields, overpotential), fluxes and other desired quantities 
within the domain, which are used to obtain meaningful outcomes such as the total 
current density I. 

2.3.1 Effective properties along the cathode thickness 

The linear porosity distribution along the cathode thickness, according to Eq. 
(2.18) and taken into account in the percolation model described in Section 2.2.3, 
affects the effective properties, which are not uniform along the axial coordinate.  

According to the morphological parameters φcc and κ reported in Table 2.2, in 
Figure 2.2a the porosity linearly increases with the axial coordinate x from the 
current collector (x = 0) towards the electrolyte interface. The mean pore diameter dp 
increases more quickly than the porosity because, according to Eq. (2.17), at the 
denominator the volume fractions before sintering linearly decrease as results of 
combining Eq. (2.18) and Eq. (2.11). 
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Figure 2.2 – Effective properties as a function of the axial coordinate for a porosity gradient 

κ = 1.03mm–1: a) porosity and mean pore diameter; b) TPB length per unit volume and 

relative effective conductivity (that is, the ratio between the effective and the material 

conductivities) for two electrode thicknesses. 

On the other hand, the effective properties regarding the conducting phases, that 

is, the TPB length per unit volume λTPB and the effective conductivities eff
elσ  and 

eff
ioσ , decrease with the axial coordinate as represented in Figure 2.2b. In addition, it 

is noteworthy that they also strongly depend on the electrode thickness: as the 

thickness increases, both λTPB, 
eff
elσ  and eff

ioσ decrease. The dependency of λTPB and 

eff
iσ  on the electrode thickness is due to the percolation probability since, according 

to Eqs. (2.15) and (2.16a), both these parameters depend on the minimum 

percolation probabilities γel
o and γio

o. As the electrode thickness increases, the 

a) 

b) 
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minimum percolation probabilities γi
o, which occur at the cathode–electrolyte 

interface, decrease, leading to a decrease in λTPB and eff
iσ . 

Concluding, due to the distribution of porosity, the electrodes become less 
conductive and offer a smaller density of reacting sites as the thickness increases. 

2.3.2 Polarization resistance and thickness 

The dependence of the effective properties on the axial coordinate leads to a 
peculiar behavior of the polarization resistance as a function thickness as 
experimentally observed by Barbucci et al. [28]. For the sake of clarity, an example 
is reported in Figure 2.3, corresponding to a representative operating temperature, 
equal to 750°C.  

In Figure 2.3 the polarization resistance decreases as the thickness increases 
reaching a minimum value, after which it starts to increase almost linearly. This 
behavior is well reproduced by the mathematical model when the porosity 
distribution in Eq. (2.18) is taken into account (solid line), offering a straightforward 
interpretation based on the observations made in Section 2.3.1 regarding the 
effective properties. For thin electrodes, the total TPB length available for the 
reaction within the cathode is low, thus the oxygen reduction is limited by the lack 
of reaction sites leading to a high polarization resistance. On the other hand, thick 
electrodes are less conductive and, even if they offer a larger TPB length (although 
locally the TPB per unit volume is lower), the cathode performance is limited by the 
charge transport. 
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Figure 2.3 – Polarization resistance as a function of thickness at 750°C: experimental data 

[28] are represented with squares, simulation results with lines (solid line for distributed 

porosity, dotted line for uniform porosity). 
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Note that assuming uniform porosity (κ = 0, dotted line), which would result in 
uniform effective properties along the electrode thickness, would not allow the 
model to catch the increase in polarization resistance for thicknesses larger than the 

optimal one. In fact, if κ was equal to 0, there would not be any decrease in TPB 
length and effective conductivity as discussed in Section 2.3.1. 

The full set of experimental and simulation results are reported in Figure 2.4 in the 
range of temperature 600–850°C. Model results are obtained by assigning, given the 
temperature, the value of the exchange current per unit of TPB length i0 (a priori 
unknown) which results from the least square method herein described. Called Lc,k 

the thickness of the k–th cathode investigated, let e kpR ,  be the experimental 

polarization resistance and ( )0, iRs
kp  be the corresponding simulated polarization 

resistance, which is a function of the exchange current i0 through Eq. (2.1). The 
optimal best fit value of i0 corresponds to the one which leads to the minimum of the 
sum of the quadratic errors between simulated and experimental data, which means: 

( )( )∑
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−
N

k

e
kp

s
kp

i
RiR

1

2

,0,
0

min  (2.19) 

where N represents the number of cathodes investigated (equal to 6 in this case). 
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Figure 2.4 – Simulated (lines) and experimental [28] (marks) cathode polarization 

resistance in air as a function of thickness for different operating temperatures assuming a 

linear distribution of porosity with κ = 1.03mm–1. 
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Figure 2.4 (continued) – Simulated (lines) and experimental [28] (marks) cathode 

polarization resistance in air as a function of thickness for different operating temperatures 

assuming a linear distribution of porosity with κ = 1.03mm–1. 

The values of exchange current per unit of TPB length, estimated by this 
procedure on the data corresponding to Figure 2.4, are reported in Figure 2.5 as a 
function of temperature. The exchange current i0 shows to follow an Arrhenius 
behavior with an activation energy of 163.4kJ·mol–1, which is fairly in agreement 
with the value of 144.7kJ·mol–1 obtained by Radhakrishnan et al. [50] in specific 
kinetic studies on patterned electrodes performed within the same range of 
temperature. 
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Figure 2.5 – Arrhenius plot of the exchange current per unit of TPB length as estimated by 

the model through the best fitting of experimental data. 
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2.3.3 Effect of oxygen partial pressure 

Experimental studies were performed to assess the dependence of the polarization 
resistance on the oxygen partial pressure in the gas stream fed to the cathode. In 

such studies, performed at different temperatures in a sample 40µm thick, the air 
was replaced with a mixture of pure oxygen and argon for different relative 
compositions at 1atm [28]. 

Theoretically, since molecular oxygen is a participant of the electrochemical 
reduction, the effect of a different partial pressure in the feed on Rp may be related to 
i) a concentration effect affecting the kinetic rate and ii) a different contribution due 
to the gas transport resistance. The latter contribution seems negligible according to 
Figure 2.6, which shows the profile of oxygen partial pressure along the axial 

coordinate for a 85µm thick cathode, fed with air at 1atm with an applied 
overpotential of 20mV, for the upper and lower bounds of temperature (850°C and 
600°C respectively) as results from the simulation. Even at 850°C, where the oxygen 
consumption rate is larger due to a faster kinetics, the profile of oxygen partial 
pressure is almost flat and equal to the external conditions within the electrode 
thickness, revealing that the mass transport is fast enough to ensure a continuous 
supply of molecular oxygen to reaction sites. This consideration, drawn also by 
other authors in similar situations [21], supports the choice of neglecting mass 
transport effects in the Butler–Volmer expression (Eq. (2.1)) as well as the 
contribution to gas transfer resistance related to the current collector (see Section 
2.2.1). 
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Figure 2.6 – Oxygen partial pressure as a function of axial coordinate in a cathode of 85µm 

at different temperatures in air as evaluated by the model for an applied overpotential of 

20mV. 
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Hence, the significant effect of the oxygen partial pressure in the feed stream on 
the polarization resistance, as experimentally observed by Barbucci et al. [28] and 
reported with marks in Figure 2.7, must be attributed to a kinetic effect. In order to 
catch this phenomenon in the model, the dependency of the exchange current i0 on 
the oxygen partial pressure is taken into account in a slightly different formulation of 
the kinetic expression in Eq. (2.1), which is: 
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where β is an exponent factor to be determined.  

It is noteworthy that since the gas conditions are uniform throughout the electrode 
thickness as discussed above (see Figure 2.6), the kinetic results obtained in the 
previous Section in air regarding the parameter i0 are still valid and useful. In 

particular, given β, in order to be coherent with the previous results (and, therefore, 
in agreement with experimental data), i00 must be evaluated as: 

( )βatmii 21.0/000 =  (2.21) 

Simulations were performed for the same conditions used in the experiments (i.e., 

thickness equal to 40µm, mixtures of argon and oxygen at 1atm, temperature of 

800°C and 700°C) for different values of the parameter β. Simulation results are 

reported with lines in Figure 2.7 along with the experimental data. While for β = 0 

there are no significant effects on Rp as expected, for β = 0.5 the simulation results 
match very well the experimental data at both 800°C (Figure  2.7a) and 700°C 
(Figure  2.7b). Table 2.3 reports the values of i00 at different temperatures, calculated 

from the values of i0 reported in Figure 2.5 through Eq. (2.21) considering β = 0.5. 

Following the derivation of the Butler–Volmer expression for a single rate–
determining charge transfer step, which is the kinetics assumed in both Eq. (2.1) and 

(2.20), a value of β equal 0.5 means that for the electrochemical rate–determining 

step the transfer coefficient is equal to 0.5 [30]. Hence, β = 0.5 as found in this 

Section is consistent with the assumption of α = 0.5, made in Section 2.3.1 
according to the symmetry of the polarization behavior. Nevertheless, deeper and 
more specific experimental and theoretical studies on the reaction mechanism were 
carried out by different authors in the past [5,10,15,22]. Such a detail of 
sophistication is out of the scope of this study, which instead provides a semi–
empirical macrokinetics of oxygen reduction in LSM/YSZ cathodes and its 
dependency on temperature and oxygen partial pressure for use in micro–macroscale 
models. 
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Table 2.3 – Kinetic parameter i00 of the oxygen reduction kinetic expression Eq. (2.20) as a 

function of temperature as evaluated by the model for β = 0.5. 

Temperature [°C] Kinetic parameter i00 [A·m–1·atm–0.5] 

600 2.14·10–6 

650 6.57·10–6 
700 2.01·10–5 
750 4.57·10–5 
800 1.38·10–4 
850 3.26·10–4 

0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

PexyO
ex [atm]

R
p
 /

 R
p
(P

e
x y O

e
x
=

1
at

m
)

800 °C

Experim.
Sim. β  = 0.0
Sim. β  = 0.5
Sim. β  = 1.0

 

0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

PexyO
ex [atm]

R
p
 /

 R
p
(P

e
x y O

e
x =

1
at

m
)

700 °C

Experim.
Sim. β  = 0.0
Sim. β  = 0.5
Sim. β  = 1.0

 

Figure 2.7 – Polarization resistance, normalized to the resistance at oxygen partial pressure 

of 1atm, for a 40µm thick cathode as a function of the oxygen partial pressure in the feed, 

which is a mixture of oxygen and argon: experimental data [28] are represented with 

squares while simulation results with lines. 

a) 

b) 
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2.3.4 Impedance simulations 

Impedance spectra are simulated solving the model in time domain imposing Eq. 
(2.8a) as boundary condition. Simulation results are reported in Figure 2.8 along 
with experimental data for three characteristic electrode thicknesses at three 
operating temperatures. Since there is not a perfect match between experimental and 
simulated polarization resistances, as shown in Figure 2.4, for each temperature and 
thickness the real and imaginary components of impedance in simulation results are 
uniformly scaled to obtain the same polarization resistance given by the 
experimental data. In other words, the simulated ZR(f=0Hz) is forced to match the 
experimental ZR(f=0Hz) by using a constant multiplier coefficient, which is used to 
scale all the simulation data of ZR and ZI at each frequency. This linear 
transformation does not change the shape of the curves but only helps to make an 
easier comparison. 

Given the temperature, the specific capacitance cdl is evaluated by best fitting with 
experimental data and kept constant with the thickness. The capacitance does not 
have any influence on the shape of the curve, it only affects the speed at which the 
curves are covered in terms of frequency. Thus, cdl is fitted in order to have the best 
possible agreement in terms of frequency. 

Figure 2.8 shows that simulated spectra match fairly well the shape and the 
frequencies of experimental data, especially for high temperatures and for cathodes 

32 and 83µm thick. Indeed, larger discrepancies are expected for the 4.7µm thick 
electrode due to the stronger sensitivity of experimental data on geometrical and 
morphological defects in such a small thickness. In all the range of temperature and 
thickness, the shape of the spectra is depressed, which means that the maximum of 
ZI is smaller than the maximum of ZR (note that in Figure 2.8 the scales of axes are 
not equal). At 850°C there is only a single arc of impedance with characteristic 
frequency of about 250Hz, while, as the temperature decreases, a second smaller 
contribution, corresponding to a much higher frequency, appears. 

In the mathematical model (see Table 2.1) there are basically two phenomena 
which are dependent on a time derivative and that can give a response in the Nyquist 
plot: the gas transport and the specific capacitance. The former is found to be 
responsible of the high frequency contribution while the latter produces the larger 
low frequency arc (from 250 to 3.5Hz for temperatures of 850 and 650°C 
respectively). 
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Figure 2.8 – Simulated (lines and open marks) and experimental [28] (solid marks) 

impedance spectra for three different electrode thicknesses at different temperatures. 

The model predicts that the gas transport contribution to the whole cathode 
polarization resistance is negligible due to the large porosity and the small electrode 

c) 

b) 

a) 
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thickness, as also discussed in Section 2.3.3 (see Figure 2.6). In addition, the model 
predicts that the oxygen is transported in the pores mainly by diffusion (about the 
80% of the flux is diffusive). By using the Bosanquet formula [45] to calculate an 
overall oxygen diffusivity DO

eff from the effective ordinary and Knudsen 
diffusivities, it is possible to estimate the characteristic frequency of the gas 

transport as DO
eff/Lc

2, which is about 1100Hz for a thickness of 83µm and rises to 

6200Hz for 32µm. This confirms that the high frequency contribution is related to 
the gas transport. 

On the other hand, the model suggests to attribute the low frequency arc of 
impedance to the specific capacitance at the LSM/YSZ interface. The values of the 
specific capacitance cdl obtained by best fitting at the investigated temperatures are 
reported in Table 2.4. Contrary to what happened with the kinetic constant i00 (see 
Table 2.3 and Figure 2.5), the capacitance cdl does not show a clear relationship with 
respect to the temperature. Moreover, the specific capacitance, which ranges 

between 115 and 210µF·mm–2, is about two orders of magnitude higher than the 
typical value associated to a double layer electric capacitive phenomenon in a SOFC 
electrode [25,51]. 

All these considerations lead to draw the conclusion that the parameter cdl is not 
related to a single electric phenomenon, rather it gathers in itself several overlapping 
contributions which have different behaviors with respect to the temperature but 
about the same time constants. In other words, cdl represents only a global 
capacitance which is the sum of different phenomena related to the local time 
variation of the overpotential at the LSM/YSZ interface. Just to make an example, 
cdl could gather the electric capacitance and the surface diffusion of reaction 
intermediates, which are both related to the time derivative of Vio and Vel at the 
LSM/YSZ interface. 

Table 2.4 – Specific capacitance as evaluated by best fitting of experimental spectra. 

Temperature T [°C] Capacitance cdl [µF·mm–2] 

850 125 

800 133 
750 115 
700 210 
650 180 

2.4 Conclusions 
A mathematical model of porous composite SOFC cathodes, based on the 

application of local mass and charge balance equations, was developed. The model 
also comprised, through the extended percolation theory, a coherent morphological 
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description, which allowed non–uniform effective properties along the cathode 
thickness to be taken into account. The model was applied to interpret experimental 
data of polarization resistance and impedance spectra as a function of thickness, 
temperature and oxygen partial pressure of porous LSM/YSZ cathodes, which 
showed to be characterized by a linear porosity distribution along the thickness. 

The mathematical morphological description showed that the distributed porosity 
mainly led to a decrease in the effective properties related to the conducting phases, 
such as the density of reaction sites (that is, the TPB length per unit volume) and the 
effective electric and ionic conductivities, as the thickness increased. This 
phenomenon was found to be responsible of the dependence of the polarization 
resistance on the electrode thickness as experimentally observed.  

The comparison of simulation results with experimental polarization curves 
allowed the estimation of the exchange current per unit of TPB length of the oxygen 
reduction reaction, which was found to be well correlated by an Arrhenius law with 
an activation energy of 164.3kJ·mol–1 in the range 600–850°C. From the comparison 
between experimental data and simulations for different gas feed compositions, the 
exchange current was found to depend on the square root of the oxygen partial 
pressure in the range 0.05–1atm, providing in this way a more detailed 
macrokinetics of oxygen reduction. 

The comparison between experimental and simulated impedance spectra, the latter 
obtained by solving model equations in time domain, provided a physically–based 
interpretation of the impedance plots. In particular, the high frequency arc was 
attributed to the capacitive behavior related to the accumulation of gas species 
within the pores. On the other hand, the low frequency arc (characteristic frequency 
from 250 to 3.5Hz for temperatures of 850 and 650°C, respectively) was found to be 
related to capacitive phenomena at the LSM/YSZ interface. However, the specific 
capacitance did not show a clear relationship with temperature, suggesting that 
multiple chemical (i.e., surface diffusion) and electrical (i.e., electric double layer 
capacitance) phenomena could be gathered in such a global specific parameter. 

With the proposed approach, which couples a coherent and flexible morphological 
description within the electrode mass and charge balances, even non–homogeneous 
microstructures can be considered. The approach can be used to assist the 
interpretation experimental data with physically–based considerations, as discussed 
here, or to optimize the cell performance through the engineering of geometry and 
microstructure. Schneider et al. [52] studied the effects of functionally graded SOFC 
electrodes; similarly, other kinds of non–uniform distributions could be considered, 
such as a distribution of particle size [53]. In particular, an ad hoc porosity 
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distribution may be helpful in optimizing very complex SOFC systems, such as the 
IDEAL–Cell [49]. 

Nomenclature 
Glossary 

adl connected contact area between el– and io–particles per unit volume [m–1] 
B permeability coefficient [m2] 
cdl specific capacitance [F·m–2] 
di mean particle diameter (i = el, io, pf) [m] 
dp mean pore diameter [m] 

K
iD  Knudsen diffusivity for species i (i = O, I) [m2·s–1] 

DO–I binary diffusion coefficient for oxygen–inert gas [m2·s–1] 
f frequency [s–1] 
F Faraday constant [C·mol–1] 
i0 exchange current per unit of TPB length [A·m–1] 

i00 kinetic parameter in Eq. (2.20) per unit of TPB length [A·m–1·atm–β] 
iTPB current density per unit of TPB length [A·m–1] 
I current density per unit of electrode area [A·m–2] 
Lc electrode thickness [m] 
Mi molecular weight of species i (i = O, I) [kg·mol–1] 
Ne molar flux of electrons [mol·m–2·s–1] 
NI molar flux of inert gas [mol·m–2·s–1] 
No molar flux of oxygen ions [mol·m–2·s–1] 
NO molar flux of molecular oxygen [mol·m–2·s–1] 
P pressure [Pa] 
R ideal gas constant [J·mol–1·K–1] 

Rp cathode polarization resistance [Ω·m2] 
t time [s] 
T temperature [K] 
V electric potential [V] 
x axial coordinate along the thickness [m] 
yO oxygen molar fraction in gas phase 
Zi,j number of contacts between j and i–particles (i,j = el, io) 

ZI imaginary component of the impedance [Ω·m2] 

ZR real component of the impedance [Ω·m2] 

α transfer coefficient 

β exponent of oxygen partial pressure in Eq. (2.20) 

γi
o minimum percolation probability of phase i (i = el, io) 
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η overpotential [V] 

ηc overpotential applied to the cathode [V] 

θ contact angle [rad] 

κ porosity gradient [m–1] 

λTPB connected TPB length per unit volume [m–2] 

µ dynamic viscosity of the gas mixture [kg·m–1·s–1] 

σi electric conductivity of phase i (i = el, io) [S·m–1] 

τ tortuosity factor of the gas phase 

φ porosity 

φbs porosity before sintering 

φcc porosity at the current collector 

ϕ phase of the impedance [rad] 

ψi solid volume fraction of phase i (i = el, io) after sintering 

ψi
bs solid volume fraction of phase i (i = el, io, pf) before sintering 

 
Superscripts 
bs before sintering 
cc current collector 
eff effective 
ex external conditions 
 
Subscripts 
e electrons 
el electron–conducting phase 
io ion–conducting phase 
I inert gas 
o oxygen ions 
O molecular oxygen 
pf pore–formers 
TPB three–phase boundary 
 
Abbreviations 
LSM strontium–doped lanthanum manganite 
TPB three–phase boundary 
YSZ yttria–stabilized zirconia 
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Chapter 3 

 

Electrochemical Modeling of 

Unconventional SOFCs 

This Chapter presents a steady–state electrochemical model of an innovative 
SOFC, called IDEAL–Cell, which shows mixed ionic conduction. Other interesting 
phenomena are considered, such as the incorporation of water in the proton–
conducting phase and the dependence of protonic conductivity from water partial 
pressure. The thermodynamics and electrochemistry of the system are analyzed. 
Effective properties are calculated with the extended percolation theory. 

The study highlights that: 

i. the presented electrochemical modeling framework is applicable also to 
unconventional SOFCs; 

ii.  empirical correlations for the estimation of effective conductivity, which do not 
take into account particle overlap (i.e., the contact angle), are inappropriate; 

iii.  the cell performance can be substantially enhanced by optimizing the 
morphological parameters. 

 

This Chapter was adapted from the paper "Mathematical modeling of mass and 
charge transport and reaction in a solid oxide fuel cell with mixed ionic conduction" 
by A. Bertei, A.S. Thorel, W.G. Bessler and C. Nicolella, published in Chem. Eng. 
Sci. 68 (2012) 606–616. 
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Abstract 
A mathematical model for the description of transport phenomena and reactions in 

an innovative solid oxide fuel cell (called IDEAL–Cell) under steady–state 
conditions is presented. This cell is characterized by an intermediate porous 

composite layer, called central membrane, between cathodic and anodic 
compartments, which shows mixed conduction of protons and oxygen ions and offers 

active sites for their recombination to form water vapor. This study presents an 
original model of charge transport and reaction in the central membrane. The 

model, based on local mass and charge balances, accounts for mixed conduction in 
the solid phases, diffusion and convection in the gas phase, and reaction at the 

solid/gas interface. The model domain is resolved in a continuum approach by using 
effective properties related to morphology and material properties through 

percolation theory. The model predictions are successfully compared with 
experimental data, which provide an estimate of the kinetic parameter of the water 

recombination reaction. Simulations show a strong dependence of predicted results 
on the kinetic constant of the water incorporation reaction and the effective 

conductivities. A design analysis on porosity, thickness, particle dimension, 
composition of central membrane and cell radius is performed and an optimal 

membrane design is obtained. 

3.1 Introduction 
Fuel cells are electrochemical devices which convert the chemical energy of a 

combustible and a combustive agent (e.g., hydrogen and air, respectively) directly 
into electric energy, without passing through a Carnot thermodynamic cycle, thus 
increasing the energetic efficiency of the process and reducing pollution levels in 
exhaust gases [1]. Among various types of fuel cells, Solid Oxide Fuel Cells 
(SOFCs) and Proton Conducting Solid Oxide Fuel Cells (PCFCs) have attracted 
research and technology interest due to high expected performance and efficiency. 

The Innovative Dual mEmbrAne fueL Cell (IDEAL–Cell) is a new SOFC concept 
operating in the temperature range of 600–700°C [2]. It consists in the junction 
between the anodic part of a PCFC (i.e., anode and dense protonic electrolyte) and 
the cathodic part of an SOFC (i.e., cathode and dense anionic electrolyte) through a 
porous composite layer, called central membrane (CM), made of proton–conducting 
and anion–conducting phase. At the anode, hydrogen is converted into protons while 
at the cathode molecular oxygen is converted into oxygen ions. Protons and oxygen 
ions migrate through their respective electrolytes towards the CM wherein they react 
to produce water vapor (Figure 3.1). 
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Figure 3.1 – Schematic diagram of the IDEAL–Cell (Innovative Dual mEmbrAne fueL Cell) 

configuration. 

The water recombination reaction occurs in the CM rather than at one of 
electrodes as in common SOFC and PCFC configurations. As a consequence, the 
generation of corrosive mixtures of water with hydrogen or oxygen is avoided, 
safeguarding the interconnect materials. At the electrodes water vapor does not 
dilute reactants, thus they can be recycled without any treatment, while pure water 
and heat can be recovered from the CM. In principle, the IDEAL–Cell performance 
can be improved beyond either SOFC and PCFC performance since anode, cathode 
and CM are independent and can therefore be fully optimized for their individual 
purposes, that is, the delivery and conversion of reactants into ions at the electrodes 
and production and discharge of water vapor in the CM. 

The CM represents the main innovative component of the IDEAL–Cell since 
electrodes are similar to those used in SOFC and PCFC configurations. The CM 
shows mixed conduction of oxygen ions and protons. Within the layer, ions react at 
the active sites to produce water vapor, which leaves the CM through the pores. The 
CM is an electrochemical system in which mixed ionic conduction, mass transport 
in the gas phase and reaction simultaneously occur. Mixed ionic conduction and 
water recombination from protons and oxygen ions are the peculiar features of the 
IDEAL–Cell. They do not occur neither in SOFC nor in PCFC, and for this reason 
they have not attracted attention before. 

Due to mixed ionic–protonic conduction in the CM, the IDEAL–Cell is an original 
concept of a fuel cell with three chambers for separately feeding fuel (at the anode) 
and air (at the cathode) and removing produced water (at the CM). This cell concept 
was demonstrated by a set of dedicated experiments [2]. Being the objective of these 
experiments the proof of concept of the IDEAL–Cell, the cell design was not 
optimized, resulting in thick layers for different compartments and poor 
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electrochemical performance. Much effort is currently being dedicated to the 
shaping of more efficient cells, and the objective of the presented model is, besides 
allowing more fundamental interpretation of the experimental findings, to provide a 
tool to support material and cell design. To this end, a mathematical model for the 
description of simultaneous mixed ionic conduction and electrochemical reaction in 
a porous composite layer is developed. The model is based on charge and mass 
balances in a continuum approach, which describes the porous composite structure 
as a continuum characterized by effective transport and kinetic parameters 
(conductivities, reaction constants, gas diffusivities, etc.). Despite its simplifications, 
this approach has been employed in several modeling studies of composite 
electrodes yielding valuable results [3–8]. The continuum model is then a 
mechanistic model, that is, based on the physical and chemical representation of the 
phenomena involved in the cell, which describes the reacting system by local 
partial–differential balance equations for species participating to the reactions. 

The presented model is the extension and the refinement of a previous model of 
the CM [9]. In particular, the current model is able to reproduce the experimental 
behavior of the IDEAL–Cell and to elucidate the key factors (e.g., structural and 
geometrical parameters, operating conditions, etc.) governing the cell performance. 
Hence, this refined model has been developed in order to reach a better physical 
description of the system, to focus on sensitive parameters, to perform design 
analyses for the improvement of cell performances, and finally to extend the results 
of the existing model (specifically tailored on the CM of the IDEAL–Cell) for 
description of a general porous composite system showing simultaneous mixed ionic 
conduction and electrochemical reaction. 

3.2 Modeling 

3.2.1 General aspects 

The CM is a composite layer made of proton–conducting and anion–conducting 
particles randomly distributed and sintered to give enough porosity for water 
removal. The recombination reaction between protons, coming from the anodic 
compartment and carried by the proton–conducting phase (PCP), and oxygen ions, 
coming from the cathodic compartment and carried by the anion–conducting phase 
(ACP), occurs at the three–phase boundary (TPB) among PCP, ACP and gas phase 
where reactants and products may coexist (Figure 3.2a): 

(g)2(ACP)(PCP) OHO2H ↔+ −+ 2  (3.1) 
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Figure 3.2 – a) Recombination reaction at the three–phase boundary (TPB). b) schematic 

diagram of the cylindrical geometry of the IDEAL–Cell. In the central membrane, protons 

and oxygen ions react at the TPBs and the produced water vapor leaves in the radial 

direction. c) Schematic representation of the CM domain in the continuum approach with 

boundary identification numbers (the dotted line represents the electrode projection). 

The recombination reaction can take place at any TPB location provided that the 
gas phase and the two conducting phases are connected with their respective bulk 
phases via percolating networks (Figure 3.2b). As a consequence, transport of both 
molecular and ionic species through their respective conducting phases must be 
considered. 

Due to large length–scale disparities (ranging from tenths of millimeters at cell 
level to fractions of micrometers at particle level) and complex microscopic 
structure, the model is developed by using the continuum (also called macro–
homogeneous) approach, which describes the composite structure as a homogeneous 

b) 

a) 

c) 
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continuum. Homogenization enables an approximate representation within a 
representative volume of the CM that is small relative to the overall dimensions but 
large compared to the microstructure. The composite structure is characterized by 
effective properties (e.g., conductivities, mean pore diameter, TPB length per unit 
volume) related to microstructure and material properties through percolation 
theory. As a result, the model consists of a set of continuum partial–differential 
equations, with particle–level detail represented through effective material properties 
[5,10]. 

The CM model is based on the following main assumptions (further assumption 
will be given in the following Sections): 

i. steady–state conditions; 

ii.  the CM is modeled as a continuum and its morphology is assimilated to a 
random packing of monosized spherical particles partly overlapping; effective 
parameters are assumed to be uniform throughout the CM; 

iii.  isothermal conditions: temperature is uniform throughout the CM and heat 
effects are neglected; 

iv. mixed conduction of both ionic species is neglected in both solid phases, that is, 
PCP conducts only protons and ACP only oxygen ions. 

In the following Sections, the submodels regarding morphology, electrochemistry, 
and transport phenomena are developed and discussed. 

3.2.2 Morphological model 

In order to obtain parameters required for the continuum approach, we apply 
particle–based morphological models and percolation theory. The CM is assumed to 
be a random binary packing of monosized spherical particles of the two conducting 
phases. Assuming that the gas phase is entirely connected in the range of porosity 

investigated [11], the connected TPB length per unit volume λv
TPB, the PCP surface 

area exposed to gas phase per unit volume av
TPB and the mean pore diameter dp are 

estimated by using percolation theory according to Bertei and Nicolella [12,13] as a 
function of particle size and volume fraction of conducting phases. 

Effective conductivities are estimated by computer simulations of random 
packings of overlapping spheres. The composite microstructure is generated by 
assembling a relatively small set of particles (hundreds of particles) into a cubical 
region. A random position for each PCP and ACP particle is assigned in a body–
centered cubic structure according to their relative volume fraction providing 
porosity and coordination number of particles consistent to those related to close 
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random packings of spheres [14]. Particle radii are then expanded to achieve an 

overlap characterized by the contact angle θ (see Figure 3.2a). Effective 
conductivities are evaluated by using the finite element method solving the Ohm law 
within the conducting phases as a function of composition and contact angle. 

In Figure 3.3, the effective conductivity factor, defined as the ratio between the 
effective and the material–specific conductivities, estimated according to the method 
described above, is compared to that evaluated by Sanyal et al. [15], who used a 
computer simulation method based on a numerical reconstruction to generate a 
random packing of particles. Results are referred to a binary mixture of particles of 
the same size with a contact angle of 15 °, as often used in mathematical models of 
composite electrodes [3,4,15,16], and a porosity of 32 %. The results obtained by 
using our simplified simulation method are consistent and in quite good agreement 
with Sanyal et al. [15] results. 

0.001

0.01

0.1

1

0.35 0.40 0.45 0.50 0.55 0.60 0.65ψ K

σK
e

ff / σ
K

Numerical reconstruction
This study

φ g  = 0.32
θ    = 15°

 

Figure 3.3 – Comparison between effective conductivity factors obtained by numerical 

reconstruction method [15]  and by our simulation method for a binary mixture of monosized 

particles with contact angle 15° and porosity 32%. 

3.2.3 Thermodynamics and kinetics 

The local equilibrium of the reaction reported in Eq. (3.1) is described by the 
balance of electrochemical potentials of species participating to the reaction [17]: 

eq
(g)w

eq
(ACP)O

eq
(PCP)H 2 µµµ ~~~2 =+ −+  (3.2) 

in which each electrochemical potential is the sum of the standard chemical 
potential, the activity term and the electric potential term: 

eq
Ki

eq
KigKi

eq
Ki FVjaTR ++= )ln(~

)(
0

)()( µµ  (3.3) 
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where i refers to the species, j i to its charge, ai(K) to its activity, K to the phase to 
which the species belongs, VK is the electric potential of the phase. By rewriting Eq. 
(3.2) through Eq. (3.3), the local absolute equilibrium voltage difference between 
conducting phases may be expressed as: 
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where water activity is explicitly expressed as the ratio of water vapor partial 
pressure (pw) and standard pressure (pw

0) while the standard Gibbs free energy is the 
algebraic sum of standard chemical potentials of participating species. Note that Eq. 
(3.4) represents the Nernst law for the reaction in Eq. (3.1). 

Eq. (3.4), which represents the local voltage difference at equilibrium, can be used 
to calculate the open–circuit voltage difference for the CM. At open–circuit 
equilibrium, local conditions are uniform and, in particular, the local water vapor 
partial pressure is equal to the external water vapor partial pressure pw

ex. Application 
of Eq. (3.4) under these conditions yields: 
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By subtracting Eq. (3.5) from Eq. (3.4) and assuming that activities of protons and 
oxygen ions are unity since they are not function of external conditions (i.e., 
activities are assumed to depend only on temperature and material properties), a 
relative local equilibrium voltage difference is obtained: 
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In the following model, we use only the relative equilibrium voltage difference 
given in Eq. (3.6) since the Gibbs free energy of reaction Eq. (3.1) is unknown. 

Since kinetic studies on the materials used in the IDEAL–Cell have not been 
developed yet, a macroscopic Butler–Volmer type kinetic approach without mass–
transfer effects is assumed [17]: 
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where iTPB represents the current density per unit of TPB length (related to the 
current density exchanged per unit volume through a morphological parameter, i.e., 
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the TPB length per unit volume λv
TPB), i0 the exchange current per unit of TPB 

length, α the transfer coefficient and η the overpotential, which is defined as: 

( )PCPACP
eq VVV −−∆=η  (3.8) 

The reaction kinetics is expressed in the direction of water production for positive 
overpotentials. 

3.2.4 Gas transport 

Water vapor is produced according to Eq. (3.1) and it is removed from the cell 
through the porosity of the CM. In the pores, a carrier inert gas (e.g., nitrogen) could 
also be present, which is used to carry away water from the cell in order to reduce 
concentration losses in the CM and to increase the open–circuit voltage according to 
the Nernst law. On the other hand, as discussed later in Section 3.2.6, a decrease in 
water partial pressure may lead to a decrease in proton conductivity. However, in 
principle the overall cell performance increases if the gain in the open–circuit 
voltage is higher than the polarization loss due to the decrease in proton 
conductivity. 

Mass transport is described according to the dusty–gas model for transition region 
[18,19], taking into account convection (Darcy flow) and diffusion (both ordinary 
and Knudsen diffusion) of water vapor and carrier gas. Surface diffusion of adsorbed 
species is neglected and the gas phase is assumed to be ideal considering the high 
temperature and the relatively low pressure. 

According to the dusty–gas model, the net molar fluxes of water (w) and carrier 
(c) are described as a function of pressure P and water vapor molar fraction xw: 
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Effective diffusion coefficients, both ordinary and Knudsen, are used, by 

correcting for the porosity φg and the tortuosity factor τg of the gas phase [19]: 
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where the binary diffusion coefficient in Eq. (3.11) is calculated by using the Fuller 
correlation [20]. In Eq. (3.12) Mi is the molecular weight of the species (water or 
carrier). 

In Eqs. (3.9) and (3.10), µ is the dynamic viscosity of the gaseous mixture, 
calculated by using the Herning and Zipperer method [20], while B represents the 
permeability coefficient, which is calculated using the Blake–Kozeny form of the 
Darcy law [21]: 

( )2
32

1150 g

gpD
B

φ
φ

−
=  (3.13) 

where Dp represents the mean particle diameter, related to the mean pore diameter as 
[21]: 

( )
p

g

g
p dD

φ
φ−

=
1

2

3  (3.14) 

The Blake–Kozeny form is an empirical form of the Darcy law specifically 
developed for porous media, such as packing of spherical particles. The numerical 
constant 150 in Eq. (3.13) is empirically determined as the average of hundreds of 
measurements on systems with different particle size and porosity. 

In this work, we propose to estimate the tortuosity factor in Eqs. (3.11) and (3.12) 
by comparing the permeability given by the Blake–Kozeny correlation (Eq. (3.13)) 
with the corresponding expression used for estimating the viscous (non–separative) 
component of flow (i.e., due to gradient of total pressure [22]), as defined by the 
dusty–gas model [18,19]: 
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By comparing Eqs. (3.13) and (3.15), the tortuosity factor results as: 
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3.2.5 Water incorporation and transport in PCP 

Some proton–conducting materials, in particular those based on the perovskite 
structure, show to incorporate and transfer water in the solid phase [23–26]. This is 
the case for the PCP material used in the present study. 

Water is incorporated into the PCP bulk in the form of protonic defects according 
to the following reaction [24], written in Kröger–Vink notation: 
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••• ↔++ O(PCP)
x
O(PCP)O(PCP)(g)2 2OHOVOH  (3.17) 

where VO
•• represents an oxygen vacancy, x

OO  an oxygen ion in the lattice and •
OOH  

a protonic defect. According to Eq. (3.17), the concentration of incorporated water is 
equal to a half of protonic defect concentration. Molar concentrations of oxygen ions 
in the lattice (cO) and oxygen vacancies (cVO) can be expressed as a function of 
molar concentration of protonic defects per unit mole of perovskite cell (cOH) as 
follows [24]: 

2
OH

VO
cS

c
−=  (3.18) 

2
OH

VO
cS

c
−=  (3.19) 

where S represents the dopant level of the proton–conducting perovskite material. 
Hence, the thermodynamic constant of the water incorporation reaction becomes 
[24]: 
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To the best of our knowledge, the kinetics of the water incorporation reaction is 
unknown. Consequently, a global kinetic expression, consistent with the equilibrium 
stated in Eq. (3.20), is assumed for the molar rate of water incorporation per unit of 
PCP surface: 

2
OH

w

d
OVOwdinc c

K

k
ccpkv −=  (3.21) 

where kd is the kinetic constant of water incorporation reaction and cVO and cO are 
expressed as in Eqs. (3.18) and (3.19). 

The diffusion of protonic defects (i.e., water) within the PCP can be described by 
the Fick law [25]: 

PCPw
eff

PCPwPCPw CDN ,,, ∇−=  (3.22) 

The water diffusion coefficient is estimated according to Coors [25] as a function of 
self–diffusivities of protonic defects and oxygen vacancies as well as of protonic 
defects concentration. It is corrected for porosity and tortuosity of the PCP phase in 
the same way described in Section 3.2.2 for the PCP conductivity. The volume 
concentration of incorporated water Cw,PCP is related to the molar concentration of 
protonic defects as: 
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δ
PCPw

OH

C
c ,2=  (3.23) 

where δ is the molar density of perovskite unit cells per unit volume. Eq. (3.23) 
allows the calculation of molar concentration, thermodynamic constant and kinetic 
rate of water incorporation reaction (Eqs. (3.18–3.21)) as a function of Cw,PCP. 

Both water incorporation kinetics and diffusion are assumed to be independent of 
the electric potential of the PCP phase. 

3.2.6 Charge transport 

Transport of protons and oxygen ions in PCP and ACP, respectively, is assumed to 
follow the Ohm law: 
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where effective conductivities are considered. 

The PCP conductivity is not spatially constant. Instead, the local PCP conductivity 
is linearly dependent on the concentration of protonic defects according to the 
Nernst–Einstein equation [17]: 

S

cOHsat
PCPPCP σσ =  (3.26) 

in which sat
PCPσ  is the conductivity at the saturation limit, that is, when the 

concentration of protonic defects is maximum and equal to S. According to Eqs. 
(3.20) and (3.17), given the temperature and the material, at equilibrium the molar 
concentration of protonic defects is a non–linear function of water vapor partial 
pressure. In particular, cOH increases as the water vapor partial pressure increases 
until a saturation limit, determined by the dopant level S, is approached. Beyond this 
limit, a further increase in the water vapor partial pressure does not lead to any 
increase in cOH, that is, in proton conductivity. As already stated in Section 3.2.4, in 
such a case the use of a carrier gas in the CM can increase the cell performance since 
the lack of water vapor leads to a gain in the open–circuit voltage without any 
decrease in the proton conductivity. 
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3.2.7 Governing equations and boundary conditions in the CM 

The model consists of the system of molar balance equations for the five species 
involved in the CM (protons in PCP, oxygen ions in ACP, water incorporated in 
PCP, water vapor and carrier gas in gas phase): 

F

i
N

v
TPBTPB

H

λ−=⋅∇ +  (protons in PCP) (3.27) 

F

i
N

v
TPBTPB

O 2

2

λ−=⋅∇ −  (oxygen ions in ACP) (3.28) 

v
PCPincPCPw avN =⋅∇ ,  (water incorporated in PCP) (3.29) 

v
PCPinc
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TPBTPB

gw av
F
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N −=⋅∇

2,
λ  (water vapor in gas phase) (3.30) 

0, =⋅∇ gcN  (carrier in gas phase) (3.31) 

The model is developed for a cylindrical cell design (see Figure 3.2b). Due to the 
axial symmetry, the governing equations are applied to the CM domain in 2D 
(Figure 3.2c). 

Boundary conditions are applied according to Figure 3.2c. The boundary 
identification numbers are also reported in Figure 3.2b for the sake of clarity. 
Symmetry conditions are considered at boundary (I), insulating conditions at 
boundaries (IV) and (V). At boundary (II) we define VACP as reference potential 

(VACP = 0) while at boundary (III) the condition VPCP = ηCM is set, where ηCM 
represents the overpotential applied to the whole CM. External conditions are 

applied at boundary (VI) (P = Pex and ex
ww xx =  ) coupled with the desorption of 

water from PCP ( incPCPPCPw vNn φ−=⋅ ,ˆ , where φPCP is the fraction of PCP volume to 

the total volume, including void volume, and n̂  the exiting unitary vector). 

Transport of incorporated water inside PCP is considered at boundary (III) in a 
simplified form as: 

AE

an
PCPwPCPw

PCPwPCPPCPw t

CC
DNn ,,

,,ˆ
−

=⋅ φ  (3.32) 

where PCPwD ,  represents the mean water diffusivity in PCP across the electrolyte, 

tAE the anodic electrolyte thickness and an
PCPwC ,  the concentration of incorporated 

water at anode–anodic electrolyte interface. 
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3.3 Results and discussion 
The model of the CM, that is, the system of Eqs. (3.27–3.31) coupled with 

relationships of fluxes and kinetics, is implemented and solved by using COMSOL 
Multiphysics 3.5 (based on the finite element method) in 2D due to the symmetry of 
the geometry. The main model outcome is i tot, that is, the total current density 
flowing through the axial direction of the CM referred to electrode or cell area. Cell 
and CM polarization resistances (Rpcell and RpCM), that is, the main performance 
indexes, are respectively defined as the ratio of either cell or CM overpotential and 
the total current density. In addition, the model solution includes the values of field 
variables (e.g., pressure, overpotential, PCP and ACP electric potentials, etc.), fluxes 
and other desired quantities in the domain. 

3.3.1 Comparison with experimental data 

The IDEAL–Cell concept was proven in a single set of dedicated experiments [2], 
which are used in this work as a term of comparison in order to verify model 
assumptions. 

The model is compared with experimental data measured at 873K on a non–
optimized cell used for proofing the IDEAL–Cell concept [2]. In the same test 
series, also the polarization resistances of platinum electrodes were singularly 
measured. Yttria–doped barium cerate (BCY15) was used as PCP, yttria–doped 
ceria (YDC15) as ACP and nitrogen as carrier gas. Although BCY15 is known to be 
a good conductor for both protons and oxygen ions, its oxygen ion conductivity will 
be significantly lower than proton conductivity due to the absence of molecular 
oxygen and the presence of water vapor [27]. Therefore, mixed conduction of both 
ionic species in PCP can reasonably be neglected accordingly with the assumption 
done in Section 3.2.1. 

Sample and working conditions are shown in Table 3.1, and the main model 
parameters used in simulation are shown in Table 3.2. Physical properties for gas 
and water transport in PCP are taken respectively from Todd and Young [20] and 
from Coors [25], while the thermodynamic constant Kw is taken from Kreuer [24] 

for BCY10. Since BCY15 is used as PCP, the density of perovskite–cells δ is equal 
to 19594mol·m–3. The contact angle is assumed equal to 15° as commonly accepted 
[3,4,15,16] for calculation of effective morphological parameters as described in 
Section 3.2.2. 
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Table 3.1 – Sample and working conditions used for the comparison of the model with 

experimental data [2]. 

Parameter Value 

Materials  
PCP BCY15 
ACP YDC15 
Electrodes Platinum 
Cell geometric parameters  
CM thickness 600µm 

Anodic electrolyte thickness 1400µm 
Cathodic electrolyte thickness 1000µm 

Cell radius 5mm 
Electrode radius 2mm 
CM morphological parameters  
Proton–conducting particle radius 0.15µm 
Anion–conducting particle radius 0.15µm 

Pore–former radius 0.75µm 
Porosity 0.53 
PCP solid volume fraction 0.50 
Working conditions  
Temperature 873K 
CM external pressure 1bar 
CM external water vapor molar fraction 5.406·10–4 
Water vapor partial pressure at anode 0.03bar 

 

Table 3.2 – Main model parameters used in the comparison of the model with experimental 
data. 

Parameter Value 

Conductivities  
PCP (saturation) 1.9844S·m–1 [28] 
ACP 1.5488S·m–1 [29] 
Polarization resistances  
Anode 3.0·10–4Ω·m2 [2] 

Cathode 4.2·10–4Ω·m2 [2] 
Morphological parameters  
Contact angle 15° [3,4,15,16] 
Kinetic parameters  
Exchange current 3·10–8A·m–1 
Kinetic constant water incorporation reaction 5·10–12mol·m–2·Pa–1·s–1 
Transfer coefficient 0.5 
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In the following, we compare our own method to estimate effective conductivity 
(see Section 3.2.2) with two different formulations that have been proposed earlier: 

( )
( )2

2

1
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thK

thKK

K

eff
K

−

−

−
−⋅=

ζ
ζζ

σ
σ  (3.33) 

( )( ) 5.11 KKg
K

eff
K γψφ

σ
σ −=  (3.34) 

Eq. (3.33) is the Costamagna et al. [3] correlation in which ζK represents the 

numerical fraction of K–phase particles and ζK–th the numerical fraction 
corresponding to the percolation threshold, while Eq. (3.34) is the Nam and Jeon 

[16] correlation where ψK represents the solid volume fraction of phase K and γK its 
connection probability, calculated according to Bertei and Nicolella [13]. 

Figure 3.4 shows the comparison between experimental and simulated polarization 
curves; current density is normalized to electrode area. The exchange current i0 of 
the recombination reaction Eq. (3.1) is evaluated as the best fit to experimental data 
for each individual method used for the estimate of effective conductivity factors. 
Table 3.3 shows effective conductivity factors and kinetic parameters obtained from 
the different methods. 
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Figure 3.4 – Comparison of models using different correlations for the effective conductivity 

with experimental data [2]. 

The highest exchange current results from using our morphological model since it 
predicts the lowest effective conductivity providing an ohmic regime condition as 
reflected by experimental data. In particular, the kinetic contribution to CM 
polarization resistance is 9.7% as calculated from simulation. In addition, the 
simulation predicts that the 95.5% of the cell polarization losses are due to the CM. 



 Results and discussion 

65 
 

On the other hand, the two morphological models in Eqs. (3.33) and (3.34) predict 
higher effective conductivity providing a lower exchange current, which yields a 
higher kinetic contribution to the cell polarization resistance and an exponential 
shape of simulated polarization curves. 

Because our own morphological model yields good agreement with experimental 
data, it will be used in the remainder of this Section. 

Being the experimental data on IDEAL–Cell available so far rather limited, the 
comparison shown here cannot provide a thorough validation of the model. In 
particular, the model was not tested on different cell designs and operating 
conditions. More detailed experimental information is required to estimate unknown 
parameters and to extensively validate the model. However, the satisfactory 
comparison with available experimental results (see Figure 3.4), as well as the 
rigorous phenomenological derivation of the model (see Section 3.2), suggest that 
the model provides sound indications on the effects of key design and structural 
parameters and operating conditions on cell behavior and performance. To support 
these indications, a sensitivity analysis and a design analysis are presented in the 
following Sections. 

Table 3.3 – Effective conductivity factors and exchange currents as a result of the best fitting 
of experimental data used in Section 3.3.1 for different methods used to predict the effective 

conductivity factor. 

Method σK
eff/σK i0 

Our method (Section 3.2.2) 4.653·10–3 3·10–8A·m–1 
Eq. (3.33) 3.609·10–2 8·10–11A·m–1 
Eq. (3.34) 9.167·10–2 4·10–11A·m–1 

 

3.3.2 Sensitivity analysis 

The model contains two key parameters for which no reliable values are available, 
that is, the kinetic constant of water incorporation reaction kd and the contact angle 

θ. As reported in Table 3.2, while the latter was set to 15° as commonly accepted in 
several modeling studies [3,4,15,16], the kinetic constant of water incorporation 
reaction was set equal to 5·10–12mol·m–2·Pa–1·s–1 because, as discussed later in 
Section 3.3.2.1, it yields a conservative estimate of the cell performance. In order to 
study the choice of parameter values on the electrochemical behavior, a parameter 
study was performed as follows. Polarization curves, corresponding to the same 
conditions used in Section 3.3.1, were simulated individually varying the two 
unknown parameters. Using a value for the exchange current i0 equal to 3·10–8A·m–1 
(see Table 3.2), the cell polarization resistance, calculated in the linear range (in 
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particular, for cell overpotential equal to 0.2V), is simulated as a function of the 
tested parameter. Subsequently, the exchange current i0 is determined again as a 
function of the tested parameter as the best fit to experimental data in order to 
evaluate how the estimate of the exchange current would have been changed if a 
different model parameter had been used. In the following figures, simulations using 
the standard parameters (Table 3.2) are marked with a solid symbol. 

3.3.2.1 Variation of water incorporation kinetics 

Figure 3.5a shows the cell polarization resistance as a function of the kinetic 
constant kd of the PCP water incorporation reaction. As can be observed in this 
figure, as kd increases as the cell polarization resistance increases. Two asymptotes, 
corresponding to an upper and a lower regime of kd, are identified. At high kd, water 
incorporation reaction is fast and the PCP tends to be in equilibrium with the gas 
phase. The low value of water vapor partial pressure used in the simulations (see 
Table 3.1 regarding external water vapor molar fraction xw

ex) leads to a low protonic 
defect concentration, resulting in low proton conductivity of PCP (see Eq. (3.26)) 
and in high cell polarization resistance. On the other hand, for low kd values, 
protonic defect concentration (and PCP conductivity) tends to become independent 
of gas phase conditions, and to be mainly determined by the mass transport of the 
incorporated water. As a consequence, the PCP conductivity in the CM is influenced 
by the anode conditions, where a certain level of humidity has to be maintained to 
ensure proton conductivity (see Eq. (3.17)). If the water vapor partial pressure in the 
CM is lower than at the anode (as in the simulations performed in this work, based 
on the experimental conditions used, see Table 3.1), the overall polarization 
resistance levels off for low kd. This situation occurs just in case of low water vapor 
partial pressure in the CM, and it will not occur for other operating conditions. Low 
water vapor partial pressure in the gas chamber connected to the CM was required in 
the experiments performed to prove that water in the IDEAL–Cell is produced in the 
CM and not at the electrodes [2]. Higher water vapor partial pressure in CM should 
be expected for normal operation of the cell. 

Figure 3.5b shows that for low kd the refitting to experimental data reduces the 
exchange current. On the other hand, it becomes impossible to fit experimental data 
over kd = 5·10–11mol·m–2·Pa–1·s–1 by further increasing i0. Provided the validity of 
the model and of the experimental data, and despite other uncertainties that might 
affect the model comparison with such experimental data (Section 3.3.1), Figure 
3.5b states that the kinetic parameter of water incorporation reaction kd is physically 
limited below this critical value. 

These results show that the water incorporation kinetics into PCP plays an 
important role in model validation and in simulation results, therefore an accurate 
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estimate is required. Due to the lack of specific kinetic studies, the chosen kinetic 
constant kd = 5·10–12mol·m–2·Pa–1·s–1 is precautionary since, according to Figure 
3.5b, it yields a low estimate of the exchange current i0. 
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Figure 3.5 – Parameter study of the kinetic constant kd. a) Cell polarization resistance 

calculated as a function of kd under reference conditions; b) sensitivity of exchange current i0 

on kd resulting from the refitting of experimental data. 

3.3.2.2 Variation of contact angle 

The contact angle θ affects the estimate of the TPB length per unit volume and the 

effective conductivity factors, both of which decrease as θ decreases. Regarding the 
cell polarization behavior, since the kinetic contribution to CM polarization 
resistance is almost negligible (Section 3.3.1), the effects of contact angle variation 
will be mainly attributed to the change in effective conductivity. 

b) 

a) 
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In Figure 3.6a the almost hyperbolic decrease in cell polarization resistance as θ 
decreases reflects the linear dependence of the effective conductivity factor (equal 
for both PCP and ACP since composition and particles dimensions are the same) on 
the contact angle in the range investigated. Figure 3.6b shows the dependence of the 

best fit exchange current as a function of contact angle. As θ increases, i0 decreases 
because the increase in both effective conductivities and TPB length forces, during 
refitting, the choice of a lower exchange current to reproduce the experimental 

behavior. For the same reason, as θ decreases, i0 increases strongly until reaching a 

limiting value at θ = 13.2°. Below this limit value it is impossible to obtain good 
fitting of experimental data since the effective conductivities become too low. 
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Figure 3.6 – Parameter study of the contact angle θ. a) Cell polarization resistance 

calculated as a function of θ  under reference conditions; b) sensitivity of exchange current 

i0 on θ resulting from the refitting of experimental data. 

a) 

b) 
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As a conclusion, the contact angle is a key model parameter as it affects primarily 
the effective conductivity factors which play the main role in determining cell 
performance since the CM is in ohmic regime. In the following simulations, the 
standard value of 15° is used [3,4,15,16]. 

3.3.3 Design analysis 

Keeping in mind the need for more rigorous model validation (see Section 3.3.1), 
the present model is nevertheless used here to determine the best CM design which 
leads to the minimum CM area–specific polarization resistance, as an indication 
about how the design parameters affect the CM performance. In this Section, the 
CM area–specific polarization resistance is referred to the CM area, while in the 
previous Sections (see Sections 3.3.1 and 3.3.2) it was referred to the electrode area. 
In the following, the model parameters listed in Table 3.1 and Table 3.2 are used, 
except for the cell radius (10mm), electrode radius (8mm, i.e., 2mm are left free for 

sealing), anodic electrolyte thickness (40µm) and external water vapor molar 
fraction (0.2), as these conditions are more realistic for an optimal design study 
under realistic conditions. 

Figure 3.7 shows the dependence of the CM polarization resistance as a function 
of porosity and thickness. The minimum porosity investigated is 0.36, corresponding 
to the porosity of a dense random packing of homologue particles [14,30,31] 
theoretically obtainable without using pore–formers. At any given porosity, CM 
polarization resistance shows a minimum (i.e., optimum) with respect to thickness. 
For lower thicknesses the total number of reaction sites decreases giving an increase 
in RpCM due to kinetic activation losses, while for higher thicknesses the ohmic 
losses become dominant. As the porosity decreases also the minimum polarization 
resistance decreases due to an increase in PCP and ACP effective conductivities. As 
a result, the optimum porosity corresponds to the minimum value investigated, i.e., 
0.36. 

Fixing the porosity to 0.36, Figure 3.8 shows the minimum CM polarization 
resistance as a function of PCP solid volume fraction. The increase in PCP solid 
volume fraction leads to an increase in PCP effective conductivity and a decrease in 
the ACP effective conductivity and vice versa. The combination of these two 
opposite effects leads again to a minimum of polarization resistance. Since PCP and 
ACP show similar bulk conductivities under these working conditions and both 
kinds of particles have the same dimension, the optimal composition corresponds to 
50% PCP and 50% ACP of the total volume of solid phases with an optimal CM 

thickness of 146µm. In addition, this composition corresponds the maximum TPB 
length per unit volume for monosized particles [13]. 
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Figure 3.7 – Design analysis on porosity and thickness. 
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Figure 3.8 – Design analysis on composition: minimum CM polarization resistance and 

optimal CM thickness as a function of the solid volume fraction of PCP. 

The influence of particle size on CM polarization resistance is shown in Figure 
3.9. As shown in Figure 3.9a, decreasing particle dimension leads to an 
improvement in CM performance since both CM polarization resistance and the 
optimal thickness decrease due to the increased TPB length. Nevertheless, as shown 
in Figure 3.9b for a reasonable CM overpotential of 0.1V, also the mean pore 
dimension decreases yielding an increase in total pressure since the permeability 
becomes smaller (Eq. (3.15)). High pressures within the CM should be avoided to 
guarantee the mechanical stability of the membrane. Moreover, actually small 
particles could lead to problems during the sintering, resulting in a smaller porosity 
that reduces both gas transport and kinetics due to a lower TPB length as a result of 
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a non–percolating pore space. For these reasons, we suggest to avoid decreasing the 

particle size below 0.15µm. 
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Figure 3.9 – Design analysis on particle dimension. a) CM polarization resistance as a 

function of thickness for different particle radii; b) maximum pressure inside the CM at a 

given CM overpotential. 

The cell radius is another important design parameter; technologically, larger cells 
are preferred due to their higher absolute power output. In the following, we assume 
that due to sealing requirements, the electrode radius is 2mm smaller than cell 
radius: 

mmrr cellelec 2−=  (3.35) 

Using the best design parameters as identified above and a reasonable CM 
overpotential of 0.1V, Figure 3.10a shows the influence of cell radius and CM 
thickness on CM gas pressure. As the cell radius increases, the maximum pressure 

a) 

b) 
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inside the CM increases due to the increased transport distance that water vapor has 
to cover to leave the CM in the radial direction. This results in a larger CM 
concentration overpotential yielding a lower CM performance. However, the active 
region available for the recombination reaction, corresponding to the electrode 
projection, increases. Figure 3.10b shows the influence of cell geometry on 
polarization resistance. Here, an optimal design is obtained for rcell = 13mm and a 

CM thickness of 156µm where the minimum CM polarization resistance, equal to 

6.065·10–3Ω·m2, is observed. In addition, Figure 3.10b shows that higher cell radii 
could be used without significant increase in CM polarization resistance, if also the 
CM thickness is increased accordingly. 
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Figure 3.10 – Design analysis on cell radius. a) Maximum pressure inside the CM at a given 

CM overpotential for different cell radii; b) minimum CM polarization resistance and 

optimum CM thickness as a function of cell radius. 
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The little increase shown by the polarization resistance for thicknesses higher than 
the optimum condition gives comfortable latitude for shaping efficient cells with 
mechanical reliability and for advanced design (e.g., grid channels) to enhance water 
vapor outflux. 

3.4 Conclusions 
A mathematical model of the central membrane (CM) of the IDEAL–Cell was 

developed in this study. The CM was modeled using a continuum approach 
describing a mixed ionic conduction layer where chemical and electrochemical 
reactions, coupled with charge and mass transports of reacting species, occur. The 
model consists of a system of local charge and mass balance differential equations 
under steady–state conditions. Geometrical parameters were obtained using 
morphological models based on percolation theory. 

The model was successfully compared with experimental data from literature. The 
kinetics of the recombination reaction was estimated by best fitting revealing that 
the CM was in ohmic regime under the investigated conditions. 

A variation of uncertain parameters, in particular the kinetic constant of water 
incorporation into the proton–conducting phase and the contact angle between 
particles, showed a strong influence on the estimated exchange current, suggesting 
that an accurate estimate is required in order to obtain reliable results from the 
model. Despite this limitation, a design analysis allowed the identification of how 
geometrical and morphological parameters affect the cell performance, revealing 
that an increase in cell efficiency is expected when using lower porosity, smaller 
thickness and higher cell radius compared to the reference condition. In particular, 
the optimized parameters yield a decrease in CM polarization resistance from 

0.32Ω·m2 of the reference to 6.065·10–3Ω·m2 in the optimized condition. 

After further experimental comparisons and more rigorous validation in order to 
get reliable values of the so far unknown parameters, the presented model may be 
used as a valuable tool to interpret experimental data, to help optimizing cell design 
and to predict future performance and development. The predicted optimum 
performance relies on the model chosen for the packing (random packing of single–
size spheres), and it may improve when features not considered in this study (e.g., 
channeled porosity, mixed conduction in a single phase, better shaping and better 
materials) were taken into account. 
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Nomenclature 
Glossary 

ai(K) activity of species i in phase K 
v
PCPa  PCP surface area exposed to gas phase per unit volume [m–1] 

B permeability coefficient [m2] 
cO molar ratio of oxygen ions to perovskite cells 
cOH molar ratio of protonic defects to perovskite cells 
cVO molar ratio of oxygen vacancies to perovskite cells 
Cw,PCP volume concentration of water incorporated in PCP [mol·m–3] 
dp mean pore diameter [m] 

K
iD  Knudsen diffusivity for species i (i = w, c) [m2·s–1] 

Dp mean particle diameter [m] 
Dwc binary diffusion coefficient for water vapor–carrier gas [m2·s–1] 
Dw,PCP diffusivity of water incorporated in PCP [m2·s–1] 
F Faraday constant [C·mol–1] 
G Gibbs free energy [J·mol–1] 
i0 exchange current [A·m–1] 
i tot total current density per unit of electrode or cell area [A·m–2] 
iTPB current density per unit of TPB length [A·m–1] 
kd kinetic constant of water incorporation reaction in PCP [mol·m–2·Pa–1·s–1] 
Kw thermodynamic constant of water incorporation reaction [Pa–1] 

n̂  normal versor 

Nc,g molar flux of carrier gas in gas phase [mol·m–2·s–1] 

+H
N  molar flux of protons in PCP [mol·m–2·s–1] 

−2O
N  molar flux of oxygen ions in ACP [mol·m–2·s–1] 

Nw,g molar flux of water vapor in gas phase [mol·m–2·s–1] 
Nw,PCP molar flux of water incorporated in PCP [mol·m–2·s–1] 
P pressure [Pa] 
pw water partial pressure within the CM [Pa] 
rcell cell radius [m] 
relec electrode radius [m] 
rpart particle radius [m] 
Rg ideal gas constant [J·mol–1·K–1] 

Rpcell area–specific cell polarization resistance [Ω·m2] 

RpCM area–specific CM polarization resistance [Ω·m2] 
S dopant level 
T temperature [K] 



 Nomenclature 

75 
 

tAE thickness of the anodic electrolyte [m] 
tCM thickness of the CM [m] 
V electric potential [V] 
vinc rate of water incorporation reaction in PCP [mol·m–2·s–1] 
xw molar fraction of water vapor in gas phase 

α transfer coefficient 

γ percolation fraction 

δ molar density of perovskite cells [mol·m–3] 
eq

absV∆  absolute equilibrium voltage difference between ACP and PCP [V] 

eqV∆  relative equilibrium voltage difference between ACP and PCP [V] 

ζ numerical fraction of ACP of PCP particles 

η overpotential [V] 

ηcell cell overpotential [V] 

ηCM overpotential applied to the whole CM [V] 

θ contact angle [rad] 
v
TPBλ  connected TPB length per unit volume [m–2] 

µ dynamic viscosity of the gas mixture [kg·m–1·s–1] 

)(
~

Kiµ  electrochemical potential of species i in phase K [J·mol–1] 

σ ionic conductivity [S·m–1] 

τg tortuosity factor of the gas phase 

φg porosity 

φPCP volume fraction of PCP 

ψ solid volume fraction of ACP or PCP 

 
Superscripts 

0 standard conditions 
an anodic conditions 
eff effective 
eq equilibrium condition 
ex external condition 
sat saturation limit 
 
Subscripts 

c carrier gas 
H+ protons 
O2– oxygen ions 
w water 
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Abbreviations 
ACP anion–conducting phase 
BCY yttria–doped barium cerate 
CM central membrane 
PCFC proton conducting solid oxide fuel cell 
PCP proton–conducting phase 
TPB three–phase boundary 
YDC yttria–doped ceria 
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Numerical Reconstruction of 

Random Packings of Spheres 

This Chapter presents the numerical reconstruction method used to simulate 
random packings of spherical particles, which is also applied in Chapters 6–8. The 
method is compared with percolation theory in sintered composite packings of 
particles, that is, in composite SOFC electrodes. 

The numerical reconstruction algorithm allows the identification of the range of 
validity of percolation theory, showing that: 

i. percolation theory predictions are inaccurate for contact angles larger than 23°, 
which means porosities smaller than 28% according to Chapter 7, which are 
typically used in the anode functional layer just to make an example; 

ii.  the assumption that particles retain their position upon sintering when pore–
formers are used is generally valid for porosities smaller than 60%, therefore it is 
satisfied in typical SOFC electrodes; 

iii.  within these conditions, percolation theory fairly agrees with the results of the 
packing algorithm, although broader information can be obtained from the latter.  

 

This Chapter was adapted from the paper "Percolating behavior of sintered 
random packings of spheres" by A. Bertei, H.-W. Choi, J.G. Pharoah and C. 
Nicolella, published in Powder Technol. 231 (2012) 44–53. 
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Abstract 
This study investigates the effects of sintering in random composite packings of 

spherical particles, with focus on structures with relatively low densification where 
the sintering is used to obtain desired catalytic and transport properties. The effects 

of the degree of sintering (particle–particle contact angle) and of additional 
porosity created by pore–former particles on coordination numbers and percolation 

probabilities are addressed by using both the extended percolation theory and the 
drop–and–roll numerical reconstruction method. The comparison of the two 

methods allows the assessment of two key assumptions on which percolation theory 
relies when applied to sintered structures: i) particles retain their position during 

the sintering, ii) coordination numbers in the sintered structure are evaluated as the 
particles were rigid spheres. The former assumption is assessed by calculating, 

using the drop–and–roll method, the fraction of collapsing particles, which belong 
to clusters completely surrounded by pore–formers. Numerical simulations show 

that the fraction of collapsing particles is less than 1% for porosities as high as 
60%. Within the range of validity of the first assumption, the theoretical and 

numerical methods predict that pore–formers decrease the number of contacts and 
so the percolation probability. The latter assumption is assessed by comparing 

simulated and theoretical results for different contact angles. The comparison shows 
that for contact angles smaller than 15° particles behave as they were rigid. For 

contact angles larger than 23°, sintering effects are no longer negligible, leading to 
a relative error between the two methods larger than 10% in contact number 

estimations. This study also shows that percolation theory and numerical 
simulations provide very similar results over a wide range of conditions, suggesting 

that the two methods can be used interchangeably for describing sintered random 
packings. 

4.1 Introduction 
Random packings of spherical particles have attracted research and technology 

interest due to their several theoretical and practical applications. They are used in 
many particulate systems such as packed beds in oil and chemical applications, 
cermets and ceramics. In several applications the packing undergoes a sintering 
process. Depending on the desired resulting properties and the involved materials, 
the sintering has two different aims: i) the densification of the packing, leading to a 
highly compact structure, closing the pores among the particles, hereafter called 
structural sintering, ii) the stabilization of the position of the particles in the packing 
without closing the pores, hereafter called functional sintering. 
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The goal of the structural sintering is the enhancement of the mechanical 
properties (e.g., the tensile strength), as desired in the densification of metal–ceramic 
powder mixtures as in powder metallurgy [1,2]: in such a situation the residual 
porosity is undesired. Powder densification has been addressed experimentally [3–
5], theoretically [6,7] and numerically [8–11]. These studies were mainly dedicated 
to investigate very high packing densities (up to 90–95%). 

In functional sintering the mechanical properties have a marginal role and the 
sintering process is used to get the desired catalytic and transport properties (e.g., the 
specific surface area exposed to the gas phase, the effective electric conductivity, the 
effective gas diffusivity), in particular for composite mixtures. This is the case of 
porous composite electrodes for solid oxide fuel cells, in which the optimization of 
the cell performance requires the tailoring of the microstructural functional 
properties [12–17]. In such applications the packing porosity can be controlled by 
addition of pore–formers in the particle mixture before sintering. Pore–formers are 
particles of materials which decompose at high temperature during the sintering, 
leaving additional pores in the microstructure thus increasing the packing porosity 
and, as a consequence, the gas transport properties. On the other hand, the degree of 
densification can be tailored to enhance the degree of particle overlap, thus 
increasing the effective electric conductivity of the solid phase. This study focuses 
on structures obtained by such a type of functional sintering. 

In these applications the main goal of studying the packing morphology is the 
prediction of the effective functional properties starting from measurable parameters 
such as the granulometric distribution of the powders and their composition. Among 
theoretical and numerical methods, percolation theory [18,19] and particle based 
numerical reconstruction methods [20,21] have been widely applied to characterize 
the microstructural properties of random packings of spherical particles. The former, 
due to its simple implementation, can be easily integrated in more advanced 
macroscopic models [14,22] but it does not provide all the effective properties like, 
for example, the effective thermal and electric conductivities. On the other hand, 
numerical methods reconstruct the microstructure of the media, which can be used to 
evaluate broader information than percolation theory can predict about solid and gas 
phase properties, at the expense of a higher computational cost. 

Particle based numerical packing algorithms have been widely adapted in the 
context of the microstructural reconstructions. There is a variety of available 
numerical techniques for simulating random structures of spherical particles, ranging 
from random loose to random close packings: Monte Carlo [23–25], collective 
rearrangement [20,26,27], drop–and–roll [21,28–31] and discrete element methods 
[32–34] to cite the most common methods. Among many others, this article adapts 
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the drop–and–roll algorithm due to its easy implementation and because it is usually 
faster than collective rearrangement and discrete element methods, nevertheless 
ensuring consistent results at the particle level [35]. 

In this study, several improvements over our previous approaches [36–38] have 
been introduced in the packing algorithm in order to provide a better representation 
of the microstructure of composite sintered structures. Pore–former particles can be 
added into the reconstruction process in order to increase the porosity of the 
packing. Furthermore, the model is capable of preserving the same particle–particle 
contact angle between the rolling and the packed particles throughout the whole 
structure. Different degrees of sintering are numerically simulated by varying the 
contact angle, providing structures ranging from overlap–free (i.e., rigid spheres 
having a contact angle approaching zero) to substantially highly sintered packings 
(i.e., overlapping spheres having a contact angle up to 40°). 

Percolation theory [18,19,39,40] is a stochastic theory regarding the particle 
arrangement in the packing, which relies on the prediction of average contact 
numbers of particles, that is, the number of contacts made by a particle with its 
neighboring particles. Functional properties, related to the connectivity among 
particles, are then predicted starting from the evaluation of the contact numbers 
[14,18,19]. Several percolation models have been developed [18,39,40], based on 
different basic relationships used to calculate contact numbers as a function of 
particle size and composition. Recently Bertei and Nicolella [41] showed a critical 
comparison of existing percolation theories and proposed new relationships to obtain 
a better agreement with simulated and experimental results. The theory was 
extended to take into account polydisperse powders and the control of porosity by 
addition of pore–formers in the mixture of particles [19]. 

Despite recent improvements [19,41], percolation theory relies on some 
assumptions which require careful verification and it has some possible limitations 
when applied to sintered structures: 

i. it is assumed that pore–former particles, which decompose during the sintering, 
leave holes in the structure of the same shape of the pore–former particle that 
occupied such position before sintering. Under this assumption, the remaining 
particles retain their position, and their percolation properties as well, during the 
sintering; 

ii.  the particle coordination numbers are evaluated considering particles as rigid 
spheres, i.e., neglecting overlaps. 
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The first assumption is valid only if the structure does not locally collapse. When a 
solid particle or a cluster of solid particles is surrounded by pore–former particles, 
after sintering they cannot retain the same position they had before sintering. 
Structure collapse logically occurs in the case of a high volume fraction of pore–
formers in the starting mixture, although a quantitative estimate has not yet been 
proposed. Regarding the second assumption, to what extent particles can be 
considered as rigid is still an open issue. 

The main goal of this article is to investigate the sintering effects in the 
applications where a functional sintering is required (e.g., porous composite 
electrodes). The assessment is performed by using percolation theory and the 
particle based numerical reconstruction method. Mean coordination numbers and the 
phase percolation probabilities are evaluated, which are the primary information 
required for the calculation of more advanced effective packing properties related to 
particle connectivity. Furthermore, this article evaluates the limiting particle–particle 
contact angle over which particles do not behave as rigid spheres as well as the 
amount of pore–former particles leading to local structure collapses, providing the 
range of validity of the extended percolation theory as well as practical indications 
for the mixture preparation. 

4.2 Methodology 
The extended percolation theory used in this work has been extensively described 

in Ref. [19], thus only the equations strictly required for the comprehension of the 
study will be briefly recalled in this section. 

The particle based reconstruction procedure used in this study follows the random 
sequential addition method better known as drop–and–roll algorithm [21,28–31]. 
The procedure is applied to a ternary mixture of polydisperse powders, namely a–, 
b– and f–particles. The latter type represents pore–former particles, which 
decompose during the sintering and are not present in the final sintered structure. 
The granulometric distribution of the powders is discretized into particle sizes [18]: 

ma for a–particles (i.e., different radii 
1ar , 

2ar , …,
maar ), mb for b–particles and mf for 

f–particles. 

The packing is numerically generated by adding one particle at a time into a box 
domain of specified dimensions with periodic boundary conditions in the horizontal 
directions [21,31]. Each particle is dropped from the top of the domain randomly 
choosing its horizontal coordinates. The falling particle is allowed to roll over one or 
two already packed particles without friction, adhesion or inertia, provided that its z–
coordinate is higher than the z–coordinate of the center of rotation. The particle 
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comes into rest when either it is stably supported by three other particles, that is, the 
projection on the floor of the center of the falling particle is located inside the 
projection of the triangle formed by the contact points with the three contacting 
spheres [20,42–44], or it reaches the bottom of the domain. As the particle comes 
into rest, its position is fixed and a new particle is dropped into the domain repeating 
the same procedure, reported in Figure 4.1. The desired volume fractions of the a–, 

b– and f–phases, indicated as ψa, ψb and ψf, are enforced by assigning a weighted 
probability to the particle selection before the particle is dropped. In a similar way, 
the size of the falling particle is randomly determined before the dropping 
considering an occurrence probability according to the desired particle size 
distribution for such phase. 

A desired particle–particle contact angle is used as input parameter of the 
algorithm, in order to simulate different degrees of sintering. The contact angle is a 
property of the pair of contacting particles: for each couple of spheres, the contact 
angle depends upon the smaller particle [18] as represented in Figure 4.2. Given the 
contact angle and the radii of the contacting particles, the minimum allowable 
distance between them is directly calculated, allowing the rolling of the particle 
holding the same distance (i.e., the same particle–particle contact angle) between the 
rolling particle and the packed one. This feature represents an improvement of the 
previous version of the algorithm [36] since the contact angle is constant throughout 
the structure. Structures with overlap–free (i.e., rigid spheres) or overlapping particle 
configurations are obtained by using small (usually below 5°) or larger contact 
angles, respectively. 

As the box domain has been entirely filled with particles, the structure generation 
is completed. Since during the sintering process pore–former particles undergo 
decomposition (e.g., they burn in an oxidizing atmosphere), it is assumed that they 
leave holes of the same shape of the pore–former particle that occupied that position 
before sintering. Even though pore–former particles are not present in the final 
structure, constituted by only a– and b–particles, they do have an effect on the 
number of contacts of a– and b–particles. Indeed, due to this assumption, the 
remaining particles hold their position during the sintering, so that they retain, upon 
sintering, the same percolation properties they had before sintering. In order to 
characterize the final packing composition, the volume fractions of a– and b–

particles after sintering as
aψ  and as

bψ  are evaluated on the basis of the volume 

fractions before sintering as ( )baa
as
a ψψψψ += /  and ( )bab

as
b ψψψψ += / . 
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Figure 4.1 – Program flow chart. 

Using the numerical reconstruction method, the type, the radius and the center 
coordinates of each packed particle within the domain are known. Based on that 
information, the number and type of contacting particles can be easily determined 

for each particle. Taking as reference the l–th particle of the 
ihn  particles belonging 

to the i–th particle size of the phase h, the individual number of contacts of this 
particle with particles belonging to the j–th particle size of phase k is indicated as 
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z . The average number of contacts between the hi–particle size with the kj–

particle size, called 
ji khZ , , is then calculated by summing all the individual contacts 

of each hi–particle with kj–particles and dividing by the number of particles 

belonging to the hi–particle size 
ihn : 
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Figure 4.2 – Definition of contact angle between two overlapping particles: the contact 

angle θ is defined upon the smaller particle. 

The average coordination number of hi–particles 
ihZ  is defined as the total 

number of contacts that an hi–particle makes with its neighboring particles. Thus, the 

coordination number 
ihZ  is equal to the sum of the number of contacts that the hi–

particles make with a– and b–particles as: 
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These average numbers of contacts are comparable to those calculated, in the same 
conditions (i.e., composition and particle size distributions), by using percolation 
theory according to Ref. [19]. 

The contact information of the resulting structure also allows the determination of 
how many clusters of particles are present in the simulated packing. A cluster is 
defined as a group of homolog particles (i.e., of the same type) connected to each 
other. The number of clusters as well as the number and particle index of particles 



 Methodology 

89 
 

belonging to each cluster can be identified. Then, following the notation given by 
Costamagna et al. [14] (see Figure 4.3), each cluster is marked as entirely 
percolating (A–cluster), if it provides a connected network through the thickness 
(that is, the z direction) of the structure, partly percolating (B–cluster) if connected 
to either the top or the bottom of the domain for a–particles and b–particles, 
respectively, and completely isolated (C–cluster) if it is not connected with either the 
top or the bottom of the domain for a–particles and b–particles, respectively. 
According to Refs. [14,39], for each phase only the particles belonging to A–clusters 
are considered percolating. The percolation probability in the simulated packing is 
calculated as the ratio between the number of percolating particles and the total 
number of particles belonging to the considered phase. 

 

Figure 4.3 – 2D schematic representation of a composite random structure made of a–

particles (dark gray) and b–particles (light gray). Entirely percolating (A), partly 

percolating (B) and completely isolated (C) clusters are shown for both the phases. 

Regarding percolation theory, the percolation probability ph of the phase h is 
estimated as: 

7.3
,

472.2

236.4
1 







 −
−= hh

h

Z
p  (4.3) 

where Zh,h represents the overall average number of contacts for all h–particles, i.e., 
the average number of contacts that an h–particle makes with other homolog h–
particles, calculated according to: 
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where 
ihζ  represents the numerical fraction before sintering of hi–particles. 

The same routine described for the determination of clusters of homolog particles 
is also used to individuate the local structure collapse. It is assumed that, due to the 
interactions among particles that the sintering process provides, after sintering a 
particle is stable provided that it makes at least a contact with another stable particle. 
A particle is considered unstable if it belongs to a cluster of a– or b–particles or a 
mixture of them (in the following, we will refer to a solid particle if such a particle 
belongs independently to the a or b phase, but obviously not to the pore–former 
phase) not connected to the bottom of the domain and completely surrounded by 
pore–former particles before sintering. After sintering such a cluster is unstable and 
it will drop downward without retaining its initial configuration. Thus, the structure 
collapse is related to the presence of C–clusters of solid particles isolated from the 
bottom of the domain. In the following, the ratio between the number of unstable 
solid particles and the total number of solid particles in the structure after sintering 
will be taken into account as a reference for the structure collapse. 

4.3 Results and discussion 

4.3.1 Effect of pore–formers on percolation properties 

Polydisperse mixtures of rigid particles were simulated by using the numerical 
reconstruction algorithm with a small contact angle among particles (4°, smaller 
than the one used by Nolan and Kavanagh [20]). Numerical Gaussian distributions 
were used for each phase in order to highlight the differences between a 
polydisperse and a monodisperse case, emphasizing in this way the gap between 
small and big particles in the packing [19]. In particular, each distribution was 

discretized into 9 particle sizes in the range ( )3,3 σσ +− rr  with a step size of 

2σ where r and σ are the mean radius and the standard deviation of the distribution, 

respectively [45]. The cases investigated considered fba rrrr ===  and 

rfba 2.0=== σσσ  with an increasing volume fraction before sintering of pore–

formers, thus leading to an increasing final porosity starting from 0.41 for ψf = 0. In 

all the simulations, the dimension of the cubic domain was chosen to encompass an 
average of 10 000 particles in order to provide an adequate number of particles for 
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each particle size 
ihn  in Eq. (4.1) (40 particles as suggested by Bouvard and Lange 

[39]). The same starting input parameters were considered for percolation theory. 

In Figure 4.4, the coordination numbers of the smallest (a1), mean (a5) and biggest 
(a9) particle size are shown for a–particles as a function of the final porosity. Since 

ba rr =  and σa = σb, the coordination numbers of b–particles are coincident to those 

of a–particles. Numerical simulation results are represented with marks while the 
estimates of percolation theory are reported with lines. 

Figure 4.4 shows a good agreement between theoretical and simulation results for 
the range of porosity considered. Numerical simulation results show that, as 
predicted by percolation theory, in a polydisperse mixture the coordination number 
of the biggest particle size (a9) is larger than the coordination number of the smallest 
particle size (a1). Both percolation theory and numerical simulation results show that 
increasing the volume fraction of pore–former particles, i.e., increasing the final 
porosity, leads to a decrease in the coordination numbers of a–particles (and b–
particles too). Hence, as stated by Bertei and Nicolella [19], the numerical 
simulation highlights the fact that the presence of pore–formers not only increases 
the packing porosity but it also reduces the number of particle contacts. 
Furthermore, the agreement between percolation theory estimates and simulation 
results suggests that both methods provide consistent results with respect to the 
contact numbers in polydisperse mixtures of rigid particles with and without pore–
formers. 
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Figure 4.4 – Coordination numbers of smallest (a1), mean (a5) and biggest (a9) a–particle 

size calculated by the percolation theory and the numerical model as a function of the final 

porosity. Lines are used for percolation theory results, marks for the numerical model. 
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The percolation probability of a–particles as a function of the packing composition 

was numerically evaluated for four representative final porosities ( fin
gφ  = 0.41, 0.45, 

0.50, 0.55, corresponding to ψf =0, 0.066, 0.151, 0.235). In numerical simulations, 
for each setting four structures containing more than 10 000 particles were simulated 
in order to have sufficient data for each case. A single simulation per case is not 
enough to get a reliable representation of the mean value due to the randomness of 
the structure generation. Simulation results are reported in Figure 4.5. 
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Figure 4.5 – Percolation probability of a–particles as a function of the volume fraction after 

sintering of a–particles for different final porosities calculated by the numerical model. 

For each final porosity, the percolation probability of a–particles is equal to 0 until 
a critical composition, called percolation threshold [39,46], is reached. This means 
that below the percolation threshold a–particles are grouped in B– and C–clusters 
but there is not any A–cluster entirely percolating. Above the threshold, as the 

volume fraction as
aψ  increases, pa increases reaching 1 when all a–particles belong 

to one or more entirely percolating clusters. 

Given a composition after sintering above the percolation threshold, increasing the 
packing porosity by adding a larger volume fraction of pore–formers before 
sintering leads to a decrease in percolation probability. This result, predicted by 
percolation theory [19] and confirmed by numerical simulations, is expected since 
the decrease in the number of contacts as previously observed (Figure 4.4) with an 
increasing amount of pore–formers is logically connected to a decrease in particle 
connectivity. Indeed, Eq. (4.3) highlights that there is a direct relationship between 
the number of contacts of homolog particles Zh,h and the percolation probability ph. 
Furthermore, as the packing porosity increases, the percolation threshold of a–
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particles moves towards a larger volume fraction as
aψ , from as

aψ  = 0.29 when no 

pore–formers are added to as
aψ  = 0.38 for fin

gφ  = 0.55. 

These results show that increasing the amount of pore–formers leads to an 
increase in packing porosity, which may logically increase the effective gas 
transport properties of the sintered packing such as the effective diffusivity and the 
permeability. On the other hand, the additional porosity leads to a decrease in the 
number of contacts in the solid phase, resulting in a smaller particle connectivity 
represented by a smaller percolation probability which will reduce the effective 
electrical conductivity. 

4.3.2 Structure collapse 

As discussed in Section 4.1, the local structure collapse occurs when, before 
sintering, a cluster of solid particles is completely surrounded by pore–former 
particles. After sintering this cluster is unstable and its particles cannot retain their 
position. Local structure collapse should be avoided when a functional sintering is 
required because it leads to non homogeneous microstructures. Furthermore, the 
resulting microstructure and its percolation properties are not the same of those that 
could be expected and predicted. Indeed, the extended percolation theory cannot be 
used since it relies on the assumption that particles retain their position during the 
sintering while the numerical reconstruction method should be adjusted in order to 
take into account the dropping and rolling of the unstable clusters after sintering. In 
other words, both percolation theory and numerical reconstruction method are valid 
within the range where local collapse does not occur. 

In this Section, the local structure collapse is identified when at least 1% of solid 
particles are unstable after sintering. This condition does not identify when a 
sintered composite packing is practically feasible, rather it determines the limit 
below which the presence of collapsing clusters can be neglected when evaluating 
microstructural properties by percolation theory or numerical reconstruction method. 

The local structure collapse was investigated by using the numerical algorithm 
because such a type of information cannot be obtained from percolation theory. 
Given the a–, b– and f–particle distributions as well as the volume fraction of a–
particles after sintering, the volume fraction of pore–former particles before 
sintering was increased in the numerical simulations until structure collapse 
occurred. In particular, for each setting, three structures were created: if collapse 
occurred in at least one of them the current volume fraction of pore–former particles 
was stored and related to that setting, otherwise three new structures were generated 
with an increased pore–former volume fraction. In each structure, the domain size 
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was varied for each setting in order to get at least 5000 particles after sintering, that 
is, at least 50 unstable particles when the collapse occurred. During the structure 
generation pore–former particles were also considered, so the total number of 
particles per structure was actually much larger than 5000. 

Monosized rigid particles (i.e., θ < 4°) were used in these simulations. Obviously, 
polydisperse mixtures might be used, however the attention was focused on 
monodisperse phases in order to get the general, and not distribution–specific, 
behavior of the local structure collapse as a function of composition and particle 
size. The radius of b–particles was fixed to a constant value rb. Three pore–former 
sizes were investigated, that is, r f/rb = 0.5, 1 and 2. For each pore–former size, three 
simulations were performed using three different radii for a–particles, that is, ra/rb = 
0.5, 1 and 2. In total, 9 different cases were simulated. It is important to note that the 
actual powder sizes are not important, only the ratios of particle radii affect the 
volume fraction of pore–former particles at collapse. Figures 4.6 and 4.7 show the 
volume fraction of pore–formers before sintering required to get the local structure 
collapse and the porosity after sintering as a function of the volume fraction of a–
particles after sintering, respectively. 
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Figure 4.6 – Local structure collapse: pore–former volume fraction at collapse as a function 
of a–particle volume fraction after sintering for different pore–former sizes: a) rf/rb = 0.5; b) 

rf/rb = 1; c) rf/rb = 2. 

a) 
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Figure 4.6 (continued) – Local structure collapse: pore–former volume fraction at collapse 

as a function of a–particle volume fraction after sintering for different pore–former sizes: a) 

rf/rb = 0.5; b) rf/rb = 1; c) rf/rb = 2. 

Figure 4.6 shows that, given the radii of a– and b–particles and the composition 
after sintering, as the pore–former radius increases, a larger volume fraction of pore–
formers is required to get the collapse as already predicted by Bertei and Nicolella 
[19]. This behavior is reasonable because in a packing smaller particles surround and 
isolate bigger particles [47]. Accordingly, given the radius of pore–former particles, 
when smaller a–particles are used (circles), a higher amount of pore–former 
particles is required to get the collapse if compared with the case in which larger a–
particles are used (triangles). As shown in Figure 4.6, this is true at least for 

compositions close to as
aψ  = 1.0. Indeed, except in the cases where ra = rb (squares), 

b) 

c) 
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the volume fraction of pore–former particles at collapse shows a minimum as
aψ  a 

function of the volume fraction of a–particles after sintering. 
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Figure 4.7 – Local structure collapse: porosity after sintering at collapse as a function of a–

particle volume fraction after sintering for different pore–former sizes: a) rf/rb = 0.5; b) rf/rb 

= 1; c) rf/rb = 2. 
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Figure 4.7 (continued) – Local structure collapse: porosity after sintering at collapse as a 

function of a–particle volume fraction after sintering for different pore–former sizes: a) rf/rb 

= 0.5; b) rf/rb = 1; c) rf/rb = 2. 

In order to explain why there is a minimum ψf at collapse as a function of as
aψ , 

take as an example the case r f/rb = 1 with ra/rb = 2 (marked with triangles in Figure 

4.6b): we would expect that the minimum ψf occurred at as
aψ  = 1.0 because, in such 

a situation, there is the highest ratio of radii between bigger solid particles and 
smaller pore–former particles, which surround and isolate the first ones and lead to 
collapse. But actually, bigger a–particles make more contacts than the smaller b–
particles, which will make just a few contacts, for example just one with a bigger a–
particle and the remaining contacts with pore–former particles. Taking as an 
example the situation represented in Figure 4.8a, a bigger a–particle (dark gray) 
makes three contacts with smaller b–particles (light gray) which make the remaining 
contacts with pore–former particles (white): in this situation, the whole cluster, made 
up of 4 particles in total, is completely isolated. Figure 4.8b shows exactly the same 
situation where b–particles were replaced by pore–former particles, so the volume 
fraction of pore–formers was increased at the expense of the volume fraction of b–
particles: here only one particle, i.e., the bigger a–particle, is isolated, so the total 
number of isolated particles is 1 instead of 4. 

c) 
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Figure 4.8 – 2D schematic representation of a local structure collapse with a–particles 

marked in dark gray, b–particles in light gray and f–particles in white: a) b–particles 

present in the mixture; b) b–particles replaced by f–particles. 

Hence, bigger solid particles are surrounded by smaller solid particles which make 
few contacts: reasonably, smaller solid particles will make the remaining contacts 
with pore–former particles, bringing themselves, the bigger solid particle and the 
related other smaller particles into contact with an isolated region. The combination 
of this effect with the general rule that smaller particles surround bigger ones yields 

the minimum ψf at collapse as a function of as
aψ  when ra ≠ rb as shown in Figure 4.6. 

The same considerations could be repeated for the porosity at collapse (Figure 

4.7). In general, the relationship between the final porosity and as
aψ  reflects the 

dependence of ψf at collapse as a function of as
aψ . However, the porosity at collapse 

is a function of both the volume fraction of pore–formers at collapse and the initial 
porosity of the ternary mixture before sintering. In some cases the overlap of the two 

opposite effects yields a maximum fingφ  as a function of as
aψ  (circles in Figures 4.7b 

and 4.7c), which is not present in the corresponding figures concerning ψf at 

collapse as a function of as
aψ . 

Figures 4.6 and 4.7 show that local structure collapse occurs at relatively high 
volume fraction of pore–formers, that is, for very high expected final porosities, in 
particular when pore–former particles are as large as or larger than solid particles. 
Accordingly, the extended percolation theory and the numerical reconstruction 
model, which are based on the assumption that local collapse does not occur, are 
valid over the range of practical compositions normally used, for example, in 
sintered electrodes for solid oxide fuel cells. These results can be seen from another 
point of view: given the particle dimension and the composition, Figures 4.6 and 4.7 
show the limiting volume fraction of pore–formers and the maximum porosity in 

a) b) 
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order to avoid local structure collapse of more than 1% of solid particles after 
sintering. The knowledge of these limits is essential in the design of sintered 
composite microstructures. 

4.3.3 Effects of contact angle 

Even though particles were rigid after the packing preparation, the sintering 
process introduces overlaps among the particles. In the numerical reconstruction this 

effect was simulated by increasing the contact angle θ among the particles. In order 
to evaluate how the particle overlap affects the average number of contacts of 
particles and the percolation properties, binary mixtures of more than 6000 

monosized spheres with ra = rb = 0.25µm without pore–formers were simulated. In 
this situation, the overlaps have the highest effect ion particle shape [19]. Indeed, 
since the contact angle is defined based upon the smaller particle in a contact, in 
polydisperse packings the fraction of volume of bigger particles lost in contacts with 
smaller particles would be much less than what would happen in a mixture of 
monosized spheres, where in each contact the fraction of volume lost by each 
particle is maximum. 

Figure 4.9 shows the mean coordination number of a–particles in the mixture as a 
function of the contact angle as obtained by the numerical simulation: increasing the 
contact angle leads to an increase in the mean coordination number. This behavior is 
expected since the increase in contact angle leads to larger overlaps among particles, 
therefore increasing the number of contacts they make. It is noteworthy that for 
small contact angles particles behave as almost rigid, that is, the mean coordination 

number is close to 6 as it is for rigid spheres. In particular, for θ = 15°, which is a 
contact angle often assumed in simulating sintered structures [13,14,25,48], the 
simulated mean coordination number is equal to 6.21, which is only 3.5% higher 
than the value of 6 predicted by percolation theory for rigid spheres. Hence, 
percolation theory, although it does not consider the particle overlaps, is still suited 
to estimate the number of contacts. 

On the other hand, for large contact angles the sintering effects are no longer 

negligible and the increase in coordination number becomes significant. For θ = 23°, 
the simulated coordination number equals 6.6, that is, 10% higher than the 

corresponding value for rigid spheres. Therefore, θ = 23° is considered as the 
limiting contact angle, which represents the upper value over which particles no 
longer behave as rigid spheres. Figure 4.10 shows the mean numbers of contacts 
(Figure 4.10a) and the percolation probability (Figure 4.10b) of a–particles as a 
function of the volume fraction of a–particles after sintering for a contact angle of 
23°. 
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Figure 4.9 – Mean coordination number of a–particles as a function of the contact angle in a 

binary mixture of monosized spheres. 

In Figure 4.10a, numerical simulation results (marks) are compared with 
percolation theory calculations (lines) of the mean number of a–a contacts Za,a 
(squares and dashed line), mean number of a–b contacts Za,b (triangles and dot–
dashed line) and mean coordination number of a–particles Za (circles and solid line). 
The mean relative error between percolation theory and simulation results is in the 
order of 10% for all the numbers of contacts, revealing that the assumption of rigid 
spheres in calculating the contact numbers is no longer applicable. 

Figure 4.10b shows the comparison between numerical simulation results (marks) 
and predicted results (lines) regarding the percolation probability of a–particles. In 
particular, Eq. (4.3) was used to predict percolation probability, where the average 
number of contacts of homolog particles Za,a was either predicted starting from 
particle radii and composition (solid line) or directly evaluated from the numerical 
packing simulation (dashed line). Simulation results show that, given the 
composition, the percolation probability of the a–phase is higher than the 
percolation theory prediction (solid line), in which sintering effects are not 
considered. This result is expected due to the larger number of contacts made by 
particles as a consequence of the allowed overlaps (see Za,a in Figure 4.10a). 
However, if the actual Za,a is used in Eq. (4.3) (dashed line), the predicted 
percolation probability is in very good agreement with simulated results, suggesting 
that Eq. (4.3) can reasonably predict the percolation probability in binary mixtures 
of monosized spheres even if partly overlapped, provided that the correct Zh,h is 
used. 
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Figure 4.10 – Comparison between percolation theory and numerical reconstruction model 

for a–particles in a binary mixture of monosized spheres with a contact angle of 23°: a) 

numbers of contacts for a–particles (Za, Za,a and Za,b) and b) percolation probability as a 

function of the volume fraction of a–particles. 

As a practical application of these results, the contact perimeter between 
percolating a– and b–particles and the gas phase was evaluated in two reference 

cases, that is, θ = 15° and θ = 23°, as a function of packing composition. Such 
contact perimeter, usually called three–phase boundary (TPB), is an important 
geometrical parameter in solid oxide fuel cell (SOFC) applications, which has to be 
maximized in order to promote the electrochemical reaction taking place at the 
composite electrodes [19,36,48]. The TPB–length depends on both the numbers of 
contacts of particles and the percolation probability of the two phases. In the 
numerical simulations, the contact perimeter between a– and b–particles was 
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analytically evaluated from the knowledge of the center–coordinates and the size of 
each particle [36]. Concerning percolation theory, the connected TPB length per unit 

volume v
TPBλ was calculated according to Ref. [19] as: 

( ) ( )θπζ
ζζπ

φ
λ sin2

1
,33

3
4 abaaba

bbaa

in
gv

TPB rZpp
rr +

−
=  (4.5) 

It is noteworthy that in Eq. (4.5) the contact angle θ is considered only in the sine 
computation, while it cannot be considered, as previously discussed, in the 
evaluation of the contact number Za,b and in the probabilities of percolation pa and 
pb. Therefore, the accounting of the contact angle in percolation theory is only 
partial and not properly self–consistent. 

Initial porosities of 0.404 and 0.329, evaluated in numerical simulations, for θ = 
15° and 23°, respectively, were used into Eq. (4.5). In both methods, only the 
particles belonging to A–clusters were considered as percolating and the gas phase 
was considered entirely percolating according to Kenney et al. [36] because the 
porosity was higher than 30% in both cases. 

Figure 4.11 shows that there is a satisfactory agreement between percolation 

theory predictions (solid line) and numerical results (circles) for θ = 15°, that is 
consistent with the results at the particle level shown above (see Figure 4.9). On the 

other hand, for θ = 23°, the TPB length estimated by percolation theory (dashed 
line) is on average 22% smaller than the TPB length evaluated in numerically 
reconstructed microstructures (squares). This result was expected due to the larger 
number of contacts per particle in numerical simulations, which leads to an increase 
of a–b contacts as well as to an increase in percolation probability than predicted by 
percolation theory. 

Thus, for θ ≤ 15°, numerical simulations and percolation theory provide very 
similar results at the particle level (that is, the number of contacts) as well as at the 
macroscopic level (that is, percolation probability and TPB length per unit volume), 
although the latter neglects the particle overlaps in the calculation of the contact 
numbers. The good agreement between the two methods is due to the fact that for 
contact angles smaller than or equal to 15° these sintering effects are negligible and 
particles still behave as rigid spheres. Over 23° the overlapping of particles should 
be considered because the assumption of rigid spheres is no longer reasonable. 
Regarding percolation theory, theoretical approaches as used for the structural 
sintering should be used [6,7]. It is worth reminding that in the case studied (i.e., 
monosized particles with ra = rb without pore–formers) sintering of particles yields 
the highest effects, which will be lower in polydisperse mixtures with pore–formers, 



 Conclusions 

103 
 

so in these cases the agreement between the two methods could be fairly good and 
the assumption of rigid spheres could hold even for contact angles slightly larger 
than 15°. 
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Figure 4.11 – TPB length per unit volume for different contact angles calculated from the 

percolation theory (lines) by using Eq. (4.5) and the numerical reconstruction model (marks) 

in a binary mixture of monosized spheres with ra = rb = 0.25µm. 

4.4 Conclusions 
Contact numbers and percolation probabilities of phases, which are the primary 

information to calculate more advanced packing properties, were evaluated by both 
the extended percolation theory and the numerical reconstruction method (namely, 
drop–and–roll algorithm) in random polydisperse and monodisperse mixtures of 
spherical particles. The effects of pore–former particles and of the particle–particle 
contact angle were investigated in random packings of spherical particles in order to 
assess the effect of the functional sintering on the packing properties and the validity 
of the assumptions on which the theoretical and numerical methods rely. 

Numerical simulations confirmed the theoretical prediction of percolation theory 
that the presence of pore–former particles not only increases the packing porosity, 
but it also reduces the numbers of contacts among particles, which decrease as the 
volume fraction of pore–formers increases. Consequently, the reduced number of 
contacts among homolog particles leads to a decrease in particle connectivity, that 
is, a reduction of percolation probability. This phenomenon occurs because pore–
formers decompose during the sintering, leaving holes where they were positioned 
before the sintering. 
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As the volume fraction of pore–formers increases, solid particles could lose 
particle–particle connectivity and do not retain their position during the sintering 
since they could become unstable. The local structure collapse of a sintered 
microstructure, introduced by the addition of pore–formers in the mixture of 
powders, was defined as the numerical fraction of unstable solid particles after 
sintering. In this study, a limit of 1% was used. Numerical simulations enabled the 
identification of local collapse given the composition and the particle distribution of 
the mixture. Since both the extended percolation theory and the numerical 
reconstruction model rely on the assumption that local collapse does not occur in 
order to predict packing properties, the range of validity of these methods was 
individuated, which is reasonably wide because, except for some limited cases, the 
local structure collapse did not occur for final porosities smaller than 60%. 

Numerical simulations with partly overlapped spheres helped to assess the effect 
of particle overlap on contact numbers and percolation probability. Numerical 
results showed that for a contact angle smaller than 15° the particles behave as they 
were rigid, so that sintering effects are negligible. In this situation, percolation 
theory, which assumes that particles are rigid in the calculation of contact numbers, 
provided results in good agreement with numerical simulation results. For contact 
angles larger than 23°, particle overlaps become significant, so that the average 
contact numbers are at least 10% higher than what could be expected in a similar 
situation with rigid spheres. In such a case, percolation theory underestimates the 
contact and percolation information. 

This study also highlighted that, for practical purposes, percolation theory and 
numerical reconstruction algorithm provide comparable and consistent results even 
for sintered random structures. Thus, they can be used interchangeably to estimate 
the effective properties strictly connected to the contact information. 

Nomenclature 
Glossary 

m number of particle sizes 

ihn  number of particles belonging to the i–th particle size of h–particles 

p percolation probability 

r radius of a type of particles [µm] 

r  mean radius of a distribution [µm] 
)(
,

l
kh ji

z  number of contacts of the l–th hi–particle with kj–particles 

Zh,h overall mean number of contacts for all h–particles (see Eq. (4.4)) 

ihZ  mean coordination number of hi–particles (see Eq. (4.2)) 
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ζ numerical fraction of a type of particles (before sintering) 

θ contact angle (see Figure 4.2) 
v
TPBλ  three–phase boundary length per unit volume [m–2] 

σ standard deviation of normal distribution [µm] 
fin

gφ  final porosity (after sintering) 

in
gφ  initial porosity (before sintering) 

ψ volume fraction of a type of particles relative to the total solid (before 
sintering) 

 
Superscripts 

as after sintering 
 
Subscripts 
a a–particles 
b b–particles 
f pore–former particles 
h particles of type h (with h = a, b or f if not otherwise specified) 
hi i–th particle size of h–particles 
k particles of type k (with k = a, b or f if not otherwise specified) 
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Chapter 5 

 

Numerical Reconstruction of 

Random Packings of Non–

Spherical Particles 

This Chapter presents the numerical reconstruction method used to simulate 
random packings of nonspherical particles and arbitrary shapes. The method must be 
considered as an extension of the drop–and–roll algorithm described in Chapter 4, to 
be used when the particle shape cannot be approximated as a sphere. 

The study shows that: 

i. the proposed algorithm is able to produce close packings, whose properties are 
in fair agreement with more consolidated algorithms; 

ii.  in the resulting microstructure particles touch each other, which is a desired 
feature often not guaranteed by other packing algorithms; 

iii.  sintering phenomena and packings composed by mixtures of polydisperse 
particles and agglomerates can be simulated. 

 

This Chapter was adapted from the paper "Modified collective rearrangement 
sphere–assembly algorithm for random packings of nonspherical particles: Towards 
engineering applications" by A. Bertei, C.-C. Chueh, J.G. Pharoah and C. Nicolella, 
in press in Powder Technology (doi: 10.1016/j.powtec.2013.11.034). 
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Abstract 
A modified collective rearrangement algorithm, based on the sphere–assembly 

representation of the particle shape, is presented for simulating random packings of 
nonspherical particles and arbitrary shapes. Compared to other collective 

rearrangement methods, the modification introduced by this algorithm consists in i) 
avoiding the particle–to–container shrinking procedure by allowing particles to 

sequentially settle down and ii) in a stability constraint applied to all the particles in 
the packing. The coupling of these criteria ensures that all the particles are stable 

and contacting each other, allowing for an unambiguous detection of contacts, 
which is important in the evaluation of the effective properties desired in many 

engineering applications, such as percolation thresholds and effective conductivity. 
The effect of the internal parameters of the algorithm is investigated, showing that 

random close packings can be obtained. The algorithm is applied to simulate 
packings of rigid ellipsoids and cylinders with different aspect ratios, which are 

compared with simulation results provided by other packing algorithms, showing 
the consistency of our method. Simulations of inter–penetrating particles, mixtures 

of particles with different shapes and packings of agglomerates are shown, which 
confirm the applicability of the method to a broad range of packing problems of 

practical interest and, in particular, for fuel cell applications. 

5.1 Introduction 
Random packings of particles are widely considered in science and engineering 

applications: they have been suggested as models for liquid and glass structure [1,2] 
and they are used to represent granular materials [3], packed beds, cermets [4] as 
well as in many other applications. In the last decades, several packing algorithms 
have been developed to represent the packing microstructure and for the evaluation 
of effective properties. Many algorithms have been developed in particular for 
spherical particles: Monte Carlo [5–7], drop–and–roll and sequential deposition 
algorithms [8–13], collective rearrangement [14–16], discrete element methods [17–
19] and molecular dynamics [20,21] to cite the most common ones. 

Recently, in order to have a better representation of particulate systems, and 
mainly due to the availability of increased computational resources, the attention has 
shifted to the simulation of random packings of nonspherical particles. The first 
problem arising with nonspherical particles is the more complex shape than the 
spherical form. Different approaches have been proposed to account for 
nonspherical shapes. In several methods the analytical equation of the particles is 
considered in the algorithm: packings of ellipsoids [22–25], spherocylinders [26], 
superballs [27,28], superellipsoids [29] and general convex particles [30] have been 
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investigated. The use of the analytical equation to represent the particle has the clear 
advantage that the exact shape of the particles is considered. Although such a 
method is elegant and rigorous, the detection of overlaps is non–trivial and may lead 
to detection errors in some critical situations [31]. In addition, the algorithm is 
tailored for the specific shape under consideration and, clearly, particles with a 
shape that cannot be represented analytically cannot be simulated. 

Another approach consists of tessellating the container and the particle shape with 
a grid, digitizing both the domain and the particles [32–35]. In this way, any particle 
shape can be approximated with a coherent collection of pixels (2D) or voxels (3D), 
and the collision and overlap detection is simply noting whether two objects occupy 
the same site in the grid. On the other hand, quantitative predictions of packing 
characteristics, such as packing density, are sensitive to the resolution used and 
increasing the resolution through a finer grid leads to too much higher memory 
requirements than other methods [32]. Moreover, the movement of the particles is 
discretized, such that particle trajectories are affected by the resolution of the grid. 

The third method is the so–called multi–sphere (or sphere–assembly) approach 
[36–40], in which particles are represented by an assembly of component spheres 
reproducing their shape. As the digitizing method, general particle shapes, analytical 
or otherwise, can be reproduced by varying the position and the size of the 
component spheres within the particle. The detection of particle overlaps is carried 
out by checking if two component spheres, belonging to different particles, overlap, 
which is much easier if compared with the first approach where the analytical 
particle equations are used. On the other hand, higher resolutions, obtained with a 
larger number of component spheres, slow down the algorithm and require more 
computer memory, though usually less than in the case of the digitizing method. 

The packing procedure is the second important feature to consider and it can affect 
the resulting packing properties. Existing physical simulation models include the 
discrete element method (DEM) [29,39,40] and the molecular dynamics method 
(MD) [23,24,28]. In these algorithms the real interaction forces are taken into 
account, rigorously simulating the dynamics of the packing generation in time 
domain. While even jammed configurations can be obtained [22,41], these methods 
are usually very complex and, although specific technical solutions can be used to 
speed up the simulations, they are less computationally efficient than many purpose 
designed packing algorithms, at least for spheres [42]. Furthermore, for some 
engineering applications such a highly detailed physical representation is not 
necessary. 
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In Monte Carlo methods [31], each particle is added to the domain one by one by 
selecting a random position and orientation and checking the overlaps with 
previously placed particles: if there are no overlaps, the current particle is accepted, 
otherwise a new position is tried and, after a predefined number of trials, the particle 
is rejected if an acceptable placement has not been found. Though this algorithm is 
straightforward, it is very time consuming and no rearrangement of particles is 
permitted (i.e., the orientation is completely random). This usually results in loose 
packings, and when rigid particles are simulated the majority if not all the particles 
are not in contact with one another. 

Another packing algorithm, which has been widely adapted for nonspherical 
random packings [36,38], is the collective rearrangement method (CR). In this 
algorithm all the particles are randomly distributed and oriented in a domain which 
is smaller than the volume that all the particles may occupy. At the beginning 
particles experience large overlaps, which are individually removed by iteratively 
moving and rotating each particle under the action of a restoring force and a 
restoring moment generated in consideration of the overlaps. The rearrangement of 
particles is usually coupled with a process of particle to domain reduction, 
consisting of either reducing (i.e., scaling down) the particle size or increasing (i.e., 
scaling up) the domain volume. When simulating hard particles, the algorithm stops 
when all the overlaps have been removed. This technique is expected to run faster 
than DEM and MD, since the physics is only approximated in order to save 
computational time. While this method usually provides close packings, these are 
generally not strictly jammed. Moreover, there is no check about the contact 
information of particles during the rearrangement process: typically, in the final 
configuration particles are arranged in unstable positions or are isolated, feature 
which is pronounced by the particle–to–container shrinking procedure. 

Finally, in principle each packing algorithm could be coupled with one of the three 
approaches described above to represent the particle shape, although some concerns 
have been recently arisen when the sphere–assembly approach is coupled with the 
discrete element method [39,40]. 

In this study, a collective rearrangement method coupled with the sphere–
assembly approach is used, sharing some features in common with the Nolan and 
Kavanagh work [36]. However, in the present algorithm both the particles and the 
container maintain their dimensions, avoiding the particle shrinking procedure. A 
constraint has been introduced and applied to each particle in order to provide 
packings in which all the particles are stable. The coupling of these two 
characteristics ensures that all the particles contact each other in the final 
configuration, characteristics that cannot be generally guaranteed by conventional 
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CR algorithms [21]. The unambiguous detection of contacts is a desired feature in 
many engineering applications because percolation thresholds and conduction 
properties of the packing are strictly related to the number of contacts [7,43–45]. In 
addition, the algorithm has been generalized to allow for multiple polydisperse 
phases and to a controlled degree of particle overlap in order to simulate deformable 
particles and sintered multi–phase packings. 

The study focuses on the application to rigid and non–rigid ellipsoids, cylinders 
and agglomerates, though the algorithm is sufficiently general that any particle 
shape can in principle be used. The chosen sub–set of shapes are common in several 
engineering applications, such as in polymer electrolyte [46] and solid oxide [47–49] 
fuel cells which, in part, motivated the developments described herein. In these 
applications it is important that in the reconstructed microstructure the packing is 
representative of a stable configuration and the particles experience a desired degree 
of overlap, in order to ensure that charges can be transported and converted 
throughout the packing [47,48,50–53]. 

The study is organized as follows: in Section 5.2 the algorithm is presented in 
detail; in Section 5.3, the algorithm is first explored by assessing the effects of its 
internal parameters, then simulation results for rigid spheres, ellipsoids and cylinders 
are compared to those obtained by other algorithms, and finally some results 
regarding the broader possibilities of the algorithm are shown. 

5.2 Algorithm 

5.2.1 General aspects 

The algorithm was written in C++ programming language with the use of some 
functions provided in an open source finite element deal.II library [54]. The code 
was generalized to account for both 2D and 3D packings with one or more 
polydisperse or monodisperse phases of rigid or deformable particles: in this study 
only the three dimensional problem is described. 

The algorithm begins with the definition of the domain size and the number, types 
and sizes of particles. The domain consists of a box of specified dimensions having 
a rigid floor and periodic boundary conditions in the horizontal directions. Based on 
the desired volume composition, the initial porosity and the particle size distribution 
of each phase, the number of particles for each phase is calculated. A very small and 
unrealistic initial porosity is used in order to fill the domain with more particles than 
there will be in the final configuration: in this way, packings that do not completely 
fill the chosen domain are excluded. 
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All the particles are labeled with a progressive index i, from 1 to the total number 
of particles Npart. Apart from its type and size, each particle i is characterized by its 
center coordinates ci (i.e., the coordinates of its center of mass) and two axial 

directions, ix̂  and iẑ , which identify the orientation of the particle with respect to 

the global system of reference (see Figure 5.1). Note that the third axis 
i

ŷ  is not 

independent and can be easily calculated as iii
xzy ˆˆˆ ×= . 

c i

i −th particlez

y

x

x iˆ
z iˆ

 

Figure 5.1 – Center coordinates and orientation axes of a generic particle (here an ellipsoid) 

in the domain. 

Each particle is represented by an assembly of )(i
cn  component spheres, which 

means that the radius ()(i
kr ) and relative position of each k(i) component sphere with 

respect to the local particle coordinate system ()(~ i
kc ) are stored. Note that )(~ i

kc  

represents the center of the k(i) component sphere in the local frame, which is 
centered on the particle center of mass and oriented along the particle axes. The 

center coordinate of the component sphere in the global frame is indicated with )(i
kc . 

There is a one–to–one correspondance between the center of the component sphere 

in the global (i.e., )(i
kc ) and in the local (i.e., )(~ i

kc ) coordinate systems as reported in 

Eq. (5.1). 
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Eq. (5.1) shows that the component sphere center in the global frame )(i
kc  can be 

calculated from the local one )(~ i
kc  by applying a rotation matrix, given by the versors 

identifying the particle orientation, and adding the particle center ci. On the other 
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hand, given the component sphere center in the global frame )(i
kc , the projection of 

the vector ( )i
i

k cc −)(  on the orientation axes provides the center of the component 

sphere in the local particle frame. 

At the beginning particles are randomly and uniformly distributed and oriented in 
the domain. The random orientation is determined by using the Marsaglia method 
[55] to find an axis of rotation and by randomly choosing a rotation angle between 0 

and 2π (details on how to rotate a particle are given in Section 5.2.4). The 
randomness is checked calculating the nematic order parameter from the alignment 

matrix Q  [56]: 

∑
=








 −⊗=
partN

i
ii

part

Ixx
N

Q
1 2

1
ˆˆ

2

31  (5.2) 

where I  is the identity matrix and ⊗  is the tensor product. The nematic order 

parameter is equal to –2λ2, where λ2 is the middle eigenvalue of the orthogonal 

matrix Q . The orientation of particles is repeated, if necessary, until the absolute 

value of the nematic order parameter of the initial configuration is lower than 0.1, 
which means that the initial configuration is disordered and isotropic [38], which 
helps to speed up the rearrangement process. 

After the initial placement, the configuration of particles has a lot of undesired 
overlaps and the packing is, in general, unstable. In order to get the final packing 
configuration, a collective rearrangement procedure, following the flow chart 
represented in Figure 5.2, is used. 

At each iteration, provided that the number of internal cycles has not been 
exceeded leading to the application of the reallocation or the reposition procedures 
(details are given hereafter in this Section), the yet to be placed particle with the 
lowest z–coordinate is selected. By choosing the lowest particle at each iteration, 
and manipulating it to find a stable fixed position, the packing of stable particles 
grows vertically from the bottom to the top of the domain. Neighboring particles are 
then identified (see Section 5.2.2 for further details) and considered as overlapping if 
the degree of overlap with the current particle is larger than desired, otherwise they 
are labeled as contacting particles. Each overlapping particle generates a force and a 
moment which lead to translation and rotation of the particles. On the other hand, 
the contacting particles, which are the already placed neighboring particles with a 
degree of overlap equal to or smaller than what is desired, do not cause particle 
movements. Contacting particles are considered only to check the stability of the 
current particle (see Section 5.2.5). 
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Select the lowest particle (i ) among 
the yet to be placed particles

Search neighboring particles: 
overlapping particles and already 

placed contacting particles

Any overlaps?

Compute forces and moments 
for i  and overlapping particles

Move and rotate i  and yet to be 
placed overlapping particles

Stability check with contacting 
particles and floor

Drop i  downward i  is placed

Yes

Stable

 No

Not stable

Exceeded maximum 
number internal cycles?

Exceeded maximum 
number repositions?

Reposition of iReallocation of i

Yes

  No

Yes  No

 

Figure 5.2 – Flow chart of the algorithm. 

If the current particle has at least one overlap, the resultant forces and moments 
between the current and the overlapping particles are calculated (see Section 5.2.3 
for details). The current and the yet to be placed overlapping particles are then 
translated and rotated according to the respective resultant forces and moments (see 
Section 5.2.4). The placed particles are neither moved nor rotated since they are 
considered as fixed in their final (stable) configuration. After the movement of the 
particles, the process is repeated. 

If the current particle does not experience any overlap, its stability is checked with 
regard to contacting particles and the floor (see Section 5.2.5). If the current particle 
is stable, it is considered as placed, that is, fixed in its final position, and a new 
particle is selected, otherwise the particle is dropped downward a bit and the 
procedure is repeated. Note that fixing the particle position and orientation as soon 
as a stable position for the current particle is reached represents a simplification of 
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the packing procedure. In fact, in reality the placement of following particles may 
destabilize the previously placed ones. This destabilization phenomenon is not 
considered in our method for the sake of simplicity and to save computational cost, 
therefore each placed particle is fixed in its position until the end of the 
rearrangement process. Note that this simplification is adopted also in well–
established packing algorithms, such as the drop–and–roll method for spherical 
particles [9–12]. 

If after a predefined number of internal cycles (i.e., several movements and 
rotations) the current particle has not yet found a stable placement, it is considered 
as stuck in an unstable configuration. For example, the particle could be surrounded 
by already placed particles, which generate forces and moments that might cancel 
each other. In such a case, the current particle is repositioned, which means that it is 
slightly and randomly translated and rotated from its position. After this 
repositioning, the overlapping and contacting particles are again identified and the 
rearrangement process is repeated until either the particle finds a stable position or 
the maximum number of internal cycles is again exceeded, so that the particle will 
be repositioned once again. If after a predefined number of repositioning attempts 
the particle is still stuck, it is reallocated. The reallocation consists of removing the 
particle from the current position and randomly reallocating it with a random 
orientation in another point of the domain. Since the domain could be full of already 
placed particles, the z–coordinate of the particle is chosen between 0 and 2 times the 
domain height. However, the algorithm parameters should be tailored in order to 
minimize as much as possible the repositioning and the reallocation of particles. 

It is worth noting that during the rearrangement process both the particles and the 
domain maintain their dimensions in contrast to other collective rearrangement 
algorithms, wherein the particles or the domain are respectively shrunk or increased 
at each iteration [15,36,38,57]. In our algorithm, the choice of not using this 
operation depends on this consideration: when a particle experiences overlaps and 
contacts, the effects (i.e., the movements) should be limited to the neighborhood of 
the current particle while the condition of other particles should remain unchanged. 
If the current particle is stuck somewhere, the other particles are unaffected (for 
example, they are not shrunk) because of this undesired situation. The particle 
shrinking or the container growing operations have been replaced in our algorithm 
by the reposition and reallocation procedures. 

5.2.2 Checking the overlaps and the contacts 

The most time consuming step in the algorithm is that of checking if the current 
particle has overlaps or contacts with other particles. In order to obtain packings of 
non–rigid particles, the distinction between overlapping and contacting particles is 
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made by using a kernel scale factor and a contact allowance. Basically, it is assumed 
that each particle has a hard kernel which cannot be penetrated by surrounding 
particles, as in Figure 5.3a, which defines the permitted contact. The kernel scale 

factor κf represents the volume fraction of the kernel to the particle volume, the 
contact allowance is similarly defined. A particle is marked as overlapping if its 
kernel intersects the kernel of the current particle (see Figure 5.3b, bottom left). On 
the other hand, the neighboring particle, provided it is placed, is defined as 
contacting if there is an intersection of the contact allowance volumes (Figure 5.3b, 
bottom right), otherwise it is considered as neither overlapping nor contacting 
(Figure 5.3b, top), that is, there is no effect on the current particle. 

hard kernel

allowance 
for contacts

   
overlapping particle

contacting particle

neither overlapping 
nor contacting 

particle

 

Figure 5.3 – a) Definition of hard kernel and allowance for contacts. b) Example of overlaps 

and contacts (the current particle is in the middle). 

The check of overlaps and contacts is made by scaling down each particle to its 
hard kernel and its kernel plus the contact allowance. Since the particles are 
represented by an assembly of component spheres, this is done by scaling the radius 
and the center of each component sphere in the local frame. When the particle shape 
is convex, such as for ellipsoids, cylinders and for many other geometries of interest 
in engineering applications, the kernel is identified by reducing the radius and the 
distance of each component sphere from the particle center. In this scaling 
procedure, the kernel is just a smaller copy of the original particle, with the same 
center and orientation, as represented in Figure 5.3a. For particles having a non–
convex shape, for example a hollow cylinder, such a simplified scaling law cannot 
be used. However, the concept of hard kernel and its identification through 
component spheres still hold, although not considered in this study. 

As the particles have been scaled down to their kernels, overlaps and contacts 
between adjacent particles can easily be detected by checking each component 
sphere within one particle with every component sphere in the other particle. This 
check may be very time consuming when a large number of particles and component 
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spheres per particle are used, but it is sped up by conveniently dividing the domain 
into cubical sectors and checking only the particles belonging to sectors adjacent to 
that occupied by the current particle. In addition, each particle is characterized by a 
bounding sphere [23], whose radius is equal to the maximum distance of the particle 
external surface from the particle center of mass. If two bounding spheres do not 
overlap, the two particles are not neighboring, thus there is no need to check in detail 
component sphere by component sphere. 

The result of this step is the list of indices of each neighboring particle, indicating 
if they are overlapping or contacting the current particle. 

5.2.3 Computing forces and moments 

Each particle which overlaps the current particle produces forces and moments 
which are calculated by using the component spheres. Taking into account two 
component spheres h(i) and k(j), belonging to two different particles, h(i) to the current 

particle i while k(j) to the overlapping one j, the shared volume )()( , ji kh
V  between the 

two component spheres produces a repulsive force )()( , ji khF , as represented in 

Figure 5.4. Such a force is oriented along the direction connecting the two 
component sphere centers and proportional to the shared volume as follows: 

)()()()()()(
,)()(

)()(

,, jijiji
khj

k
i

h

j
k

i
h

khFkh
cc

cc
VF δρ

−
−=  (5.3) 

where ρF is a force factor and )()( , ji kh
δ  is the Kronecker delta, equal to 1 if the two 

component spheres overlap, 0 otherwise. The force applied on the overlapping 
particle is merely equal in magnitude but opposite in direction. 

 

Figure 5.4 – Forces created by the overlap of two particles calculated by using the 

component spheres. 
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The force produced by the overlap of component spheres h(i) and k(j) produces also 

a moment )()( , ji khM , applied to the center of mass of particles i and j, equal to: 

( ) )()()()( ,
)(

, jiji khi
i

hkh FccM ×−=  (5.4) 

The resultant force (Fi) and moment (Mi) on the particle are obtained by summing 

up the contributions of each component sphere for all the )(i
oN  particles overlapping 

the current particle i as follows: 
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Particle friction is not accounted for in this work, though in principle it could be 
considered, because friction is often associated to the generation of loose packings 
[58] while the study focuses on random close packings. Similarly, the gravity is not 
considered in calculating the resultant forces and moments: in principle, it 
corresponds to neglect the gravity force contribution in comparison to the restoring 
forces while particles are overlapping. 

5.2.4 Moving and rotating the particles 

Based on the calculated resultant force and moment, at each iteration the current 
and its overlapping particles are translated and rotated, with the exception of the 
already placed overlapping particles, which are considered fixed in their 
configuration. 

The translation is made by applying a displacement di = Fi/Vi, where Vi represents 
the particle volume, to both the particle center of mass and the centers of its 
component spheres. The rotation, along the direction given by the moment Mi, is 
made by using the rotation matrix: 

[ ] ( ) iiiiii MMMIR ˆˆcos1ˆsincos ⊗−++= × θθθ  (5.6) 

where iii MMM /ˆ =  represents the axis of rotation and [ ]×iM̂  the cross product 

matrix of iM̂ . The magnitude of the rotation angle θi is calculated as iii JM /=θ , 

where Ji is the scalar moment of inertia of the particle calculated with respect to the 

axis of rotation iM̂ . Knowing the rotation matrix, the rotation of the orientation 

axes ix̂  and iẑ  as well as of the coordinates of the center of each component sphere 

is performed as ii xRx ˆˆ ⋅= , ii zRz ˆˆ ⋅=  and ( )i
i

ki
i

k ccRcc −⋅+= )()( . 

For analytical shapes, such as ellipsoids and cylinders, both the particle volume Vi 
and the particle moment of inertia Ji are calculated by considering their analytical 
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expression. For non–analytical shapes, such as agglomerates of spheres, Vi and Ji are 
calculated by using the component spheres (see Appendix 5.A for details). 

Note that linking the displacement to the force through the particle volume and the 
rotation angle to the moment through the moment of inertia represents a quasi–
physical approach to the particle movement. However, in the proposed algorithm, 
unlike DEM and MD approaches, the magnitude of forces and moments experienced 
by particles does not have a real physical meaning: only the relationship between the 
amount of overlap and the displacement and rotation necessary to remove the 
overlap matters. In addition, in order to get closer packings, independently of the 
magnitude of the resultant force and moment, the magnitude of the displacement |di| 

and of the angle θi are predefined. In particular, both |di| and θi are chosen to be 
sufficiently small to produce a movement of the same order of magnitude of the 
contact allowance used for defining the contact region (see Section 5.2.2). As an 
additional consequence of assigning predefined magnitudes of displacement and 

rotation angle, the specific value set to the force factor ρF in Eq. (5.3) is not 
important and it does not play any role in the packing generation. In other words, the 

force factor ρF influences the magnitude of forces and moments, but not the 
magnitude of displacement and rotation angle, which are assigned a priori, therefore 

ρF does not affect the simulation results. 

5.2.5 The stability check 

If the current particle does not make any overlaps, its stability with respect to 
already placed contacting particles and the domain floor is checked. 

The current particle is classified as stable if i) its kernel is placed on the floor or ii) 
it has a supporting contacting particle and experiences positive and negative 
moments and forces in both horizontal directions. Moments and forces on the 
current particle are calculated according to Section 5.2.3 by considering the already 
placed contacting particles. Note that such forces and moments are only used to 
check the stability and do not produce any movement of particles. In addition, their 
magnitude is not important, only their sign and orientation matter, therefore also in 

the stability check the specific value of the force factor ρF does not play any role. A 
contacting particle is considered supporting if it provides a resultant force on the 
current particle with a vertical component oriented upward. 

Note that the proposed stability check does not exactly satisfy the condition of 
mechanical equilibrium against the gravity force (for example, there is no check if 
the weight of the particle can be really sustained by the contacting particles), it 
represents a simplified geometrical constraint. Although generally, but not strictly 
always, such a geometrical constraint ensures that a particle cannot move or roll 
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downward, the gravitational stability is a stronger condition than the implemented 
one. However, although not rigorous, eventually the adopted geometrical constraint 
prevents a particle from being completely isolated (i.e., suspended in the space 
without any contact), which is one of the main improvements introduced by the 
algorithm. Note that this stability constraint is slightly stronger than the one 
implemented by Nolan and Kavanagh [36]. In principle, provided that the stability 
constraint could be satisfied, the more restrictive the stability check, the closer the 
packing. In addition, in our algorithm each placed particle in the packing is stable, 
unlike in the Nolan and Kavanagh algorithm where the packing was considered 
stable if more than 95% of its particles were stable [36]. This improvement is crucial 
in some applications where the contact among the particles is important, such as in 
fuel cell simulation for the identification of percolation thresholds [59,60]. 

If after the stability check the particle is found to be unstable, it is dropped 
downward of a small distance equal to the contact allowance used for defining the 
contact region. 

5.2.6 Getting the outputs 

Once the structure generation has been completed, the packing occupies more than 
the initial domain volume. The particles which are completely outside from the 
domain are removed, so that the final packing consists of an assembly of particles 
within the predefined domain. For each particle in the domain the center 
coordinates, the orientation, the type and size are known. The packing properties are 
then determined in a central portion of the packing, far from both the domain floor 
and the top in order to avoid wall effects. 

The coordination number of each particle is calculated by using the same 
procedure described to check the overlaps and the contacts during the packing 
generation (see Section 5.2.2). All the neighboring particles are considered at this 
stage. Then, the mean coordination numbers for each phase and for the whole 
packing (Z) can be easily calculated as the algebraic average of the coordination 
numbers of the relative particles. 

The nematic order parameter is calculated as described in Section 5.2.1 in order to 
check if the final packing is disordered or if particles show a preferential orientation 
and long–range ordering as a result of the rearrangement process. The alignment 
matrix in Eq. (5.2) can be calculated by considering all the particles, irrespective of 
their type, as well as considering only the particles belonging to individual phases, 
providing in this way the nematic order parameter of the individual phases. 

The porosity φ is estimated by using a Monte Carlo method: a sufficient number of 
test points are randomly selected in the central portion of the packing. The porosity 



 Results and discussion 

123 
 

is then equal to the ratio between the number of test points not belonging to a 
particle and the total number of test points. The packing density is the complement 
to 1 of the porosity. 

For non–analytical shapes, component spheres are used to check if a test point is 
within a particle: it is sufficient that the test point belongs to at least a component 
sphere. It is clear that the particle volume must be entirely filled with component 
spheres, even in overlapping configuration, in order to avoid fictitious empty regions 
within the particle. Hence, two different filling methods can be used: one during the 
packing generation, usually with a smaller number of component spheres in 
overlap–free configuration, and another one to estimate the packing density, 
consisting in even a larger number of component spheres in overlapping 
configuration. On the other hand, for analytical shapes the check can be performed 
by using the analytical particle equation (see Appendix 5.B). 

5.3 Results and discussion 

5.3.1 Exploring the algorithm 

In this Section the effects of the main internal parameters of the algorithm (such as 
the number of iterations before reposition and the number of repositions before 
reallocation) and of the constraints (i.e., the stability check) are assessed. 

Random packings of monodisperse rigid cylinders with diameter to height ratio 
equal to 1 were simulated. Rigid means that the kernel scale factor approached 1, 
with a contact allowance of 1.5% as a maximum. The starting porosity used was 0.1, 
which was found to be small enough to allow, at the end of the rearrangement, the 
filling of the whole domain volume. A cubic domain volume with a side equal to 
about 16 times the particle diameter was used, encompassing approximately 5000 
particles. The cylinders were represented by 3 layers of 7 component spheres each 
with a radius rk = R/3. Each layer was composed of a central sphere and adjacent 
component spheres in the same plane, forming a hexagon. The middle layer was 
rotated of 30° with respect to the cylinder axis (see Figure 5.5a). A similar approach 
is later used to represent ellipsoids (see Figure 5.5b). 



Chapter 5 - Numerical Reconstruction of Random Packings of Non–Spherical Particles 

124 
 

 

 

Figure 5.5 – Representation of a) a cylinder (diameter to height ratio equal to 1) and b) a 

prolate ellipsoid (aspect ratio equal to 1.5) by means of a layer of 7 component spheres each 

arranged in hexagon configuration. 

5.3.1.1 The effect of the stability check 

The effect of the constraint given by the stability check was assessed by 
simulating packings of 5000 rigid cylinders, with a diameter to height ratio of 1, 
with and without using the stability check in the algorithm. The internal parameters 
were chosen in order to get the closest packing the algorithm could produce. When 
the stability check was not used, a particle was considered stable if it did not 
experience any overlaps. This situation is the analogous of the CR methods in which 
the stability check is not applied [38,57], though in our method the reposition and 
reallocation procedures substitute for the particle–to–container shrinking. 

When the stability check was used, the final packing density was 0.693 while the 
mean coordination number was 5.43. On the other hand, removing the stability 
check, the resulting packing density was 0.664 and the mean coordination number 
4.71. The decrease in both packing density and mean coordination number means 
that the resulting packing was looser than that obtained when the constraint on 
stability was taken into account. Thus, in our modified algorithm the stability check, 
apart from ensuring that all the particles (and hence the packing) are stable and 

a) 

b) 
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contacting each other, is also a necessary constraint to be applied to get random 
close packings, therefore it will be used in the reminder of this study. However, 
some limitations introduced by the stability constraint will be presented and 
discussed in Section 5.3.3. It is noteworthy that in both cases the nematic order 
parameter of the final configurations was smaller than 0.025 in absolute value, 
revealing that the packings were disordered. 

5.3.1.2 The effect of the internal parameters 

The main internal parameters which affect the final packing properties are the 

maximum number of internal cycles before reposition ( max
intN ) and the maximum 

number of repositions before reallocation (max
repN ). Reasonably, these numbers 

should be large enough to minimize spurious reallocations, while not unreasonably 
increasing the computational time. 

Figure 5.6 shows the effect of the maximum number of internal cycles and the 
maximum number of repositions before reallocation on the packing porosity. 
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Figure 5.6 – Porosity of a packing of 5000 cylinders, with diameter to height ratio equal to 

1, as a function of the maximum number of internal cycles for different maximum numbers of 

repositions before reallocation. 

Although the randomness of the generation did not produce smooth results, Figure 

5.6 shows that given max
repN , as max

intN  increased, the packing porosity decreased. It is 

noteworthy that the curves seem to approach asymptotic limits for large max
intN , 

indicating that after an optimal number of internal cycles there is no significant 
improvement in the packing properties, that is, the number of internal cycles allowed 

are enough to find a stable position. Similarly, an increase in max
repN  led to a decrease 
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in the porosity. The percentage of particles reallocated decreased from 2.26 to 0.52 

and 0.24% for, respectively, max
repN  equal to 10, 30 and 60. Thus, increasing max

intN  

and max
repN  leads to closer packings until asymptotic limits are reached. It is important 

to note that the nematic order parameter was smaller than 0.05 in absolute value in 
all the conditions, attesting the randomness of the particle distribution. 

Another adjustable internal parameter is the contact volume allowance defined in 
Section 5.2.2: it should be small enough to precisely define the desired overlap 
(which should be zero in the case of rigid particles), but large enough to allow the 
numerical detection of contacting particles. By decreasing it from 1.5% to 1.0% and 
0.5%, the packing density decreased from 0.693 to 0.689 and 0.687, respectively. 
The computational time, however, increased by approximately a factor 2 and 6 as 

the degree of overlap decreased, as a consequence of the larger max
intN  and max

repN  

required by the decrease in the magnitude of movement, which is proportional to the 
contact allowance as described in Section 5.2.4. Therefore, a contact allowance of 
1.5% was used in this work as a compromise between computational time and 
accuracy of the desired amount of overlap. 

Other internal parameters, such as the initial porosity, as well as the relaxation of 
some constraints, such as a looser stability check or removing the fixed rotation and 
displacement, affect the final packing properties. In particular, looser packings can 

be obtained by increasing the initial porosity and ρF without assigning fixed 
displacements and rotations. Even though random loose packings can be generated 
by the algorithm, they are outside of the scope of this study. 

5.3.2 Methods of filling a shape 

In a sphere–assembly model, the approximation of the particle shape using 
component spheres is crucial to obtain good results. Each component sphere 
represents a portion of the particle volume, thus the whole particle volume should be 
filled with component spheres to the largest degree possible. This results in a large 
number of small component spheres with the drawback of high computational costs. 
A compromise should be reached: the number and arrangement of component 
spheres within the particle shape should be chosen large enough to ensure a good 
resolution but small enough to reduce the computational cost. Hence, the 
optimization of the particle representation is a demanding task. 

Component spheres can be positioned either allowing for overlaps or not within 
the particle shape and their size distribution can vary. Significantly overlapping 
configurations should be avoided during the packing generation, although they could 
provide a larger particle coverage. The reason is that forces and moments generated 
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by the overlapping regions are applied twice, and this is not physical and may distort 
the particle movement. Thus, overlap–free configurations should be preferred during 
the packing generation. However, as already stated in Section 5.2.6, after that the 
packing has been generated, the particle representation can be switched to an 
overlapping configuration in order to correctly estimate the packing properties. 

The filling method used in this study for both cylinders and ellipsoids has already 
been presented in Figure 5.5. While ellipsoids are characterized by a round and 
smooth external surface, which can be well represented by the filling method 
adopted, cylinders present very sharp edges at the their bases, which cannot be 
exactly approximated with component spheres even when increasing their number or 
varying their size (Figure 5.7). This approximation may affect the resulting packing 
properties, in particular the packing density, which is calculated by the Monte Carlo 
method described in Section 5.2.6 by considering the analytical particle equation 
rather than its representation through component spheres. In such a case, it is 
reasonable that particles overlap more than what desired, therefore increasing the 
packing density. 

 

Figure 5.7 – Filling a cylinder with component spheres leaves regions close to the bases 

which are not accurately represented: even if smaller spheres are introduced (in the middle) 

or the number of component spheres is increased (on the right), these regions (highlighted in 

light grey) are reduced but not completely filled. 

The effect of the approximation is evaluated by using the Monte Carlo method in 
order to determine the fraction of volume shared by more particles, calculated as the 
number of test points belonging to two or more kernels over the number of test 
points belonging to the solid phase. The calculation was performed for a packing of 
5000 cylinders, with diameter to height ratio equal to 1, and a packing of about 2500 
rigid prolate ellipsoids, with a aspect ratio equal to 1.5. In both cases, the particles 
were nominally rigid, although a contact allowance of 1.5% was used to define a 
contact (see Section 5.3.1.2). 
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In the case of ellipsoids, only 1.6% of total particles volume was found to be 
shared by two or more ellipsoids: considering that the contact tolerance was 
specified as 1.5%, the particle representation used is adequate to avoid significant 
undetected overlaps. On the other hand, in the case of cylinders, 3.5% of total 
particle volume was shared by more than one particle, which is significantly higher 
than the assigned allowance. This difference is attributed to the rough approximation 
of the sharp edges, which may be somewhat improved by increasing the number of 
component spheres, even though the exact shape cannot be perfectly captured. 
Indeed, even when adopting improved component sphere configurations, as those 
illustrated in Figure 5.7, the fraction of particle overlap decreased to 2.7% as a 
minimum, while the computational cost increased by even an order of magnitude. 

In conclusion, while ellipsoids and, in general, smooth particles are well 
represented by component spheres, cylinders and particles with sharp edges cannot 
be well approximated. More importantly, in the latter case the resulting degree of 
overlap (i.e., the resulting kernel scale factor) may be different than desired. As an 
additional consequence, fully rigid sharp particles cannot be directly simulated. Note 
that the problem of the accurate representation of particle shape is also shared by the 
digitizing method [32] while undesired penetration of particles can affect even 
methods in which the analytical shape of the particle is employed [31]. However, 
this is not a significant limitation for our method: the effective kernel factor can 
always be calculated on the generated packing and compared with the desired one, 
while results for rigid particles can be extrapolated as shown in Section 5.3.4.1. 

5.3.3 Comparison with other algorithms 

In order to check the consistency of the algorithm, packings of nominally rigid 
spheres, ellipsoids and cylinders are compared with simulation results obtained by 
other authors as a function of, respectively, the composition for binary mixtures of 

spheres and the aspect ratio α in monodisperse packings of ellipsoids and cylinders. 
In each case, the internal parameters were chosen in order to get the closest packing. 
For spherical particles the algorithm was run in a simplified version: particle 
rotation, associated to the resultant moment in Eq. (5.4), was ignored and, instead of 
applying the stability condition described in Section 5.2.5, each sphere was 
considered stable if it was in contact with the floor or supported by three other 
placed contacting spheres [61]. Note that, since the analysis focuses on random close 
packings, friction was ignored in all the simulations in this study as well as in those 
performed by other authors and used for comparison. 

Figure 5.8 shows the packing porosity of about 1000 rigid spheres in binary 
mixtures with a size ratio of 2 as a function of the volume fraction of smaller 
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particles ψs. Our results (circles) are compared with experimental data [62] 
(triangles) and computational results (squares) provided by the drop–and–roll 
algorithm [57]. Even though the porosity of simulated packings produced by our 
algorithm does not match experimental values, the proposed algorithm provided 
closer packings than the drop–and–roll method. In addition, the coordination number 
of smaller particles calculated in the simulated packings with our algorithm (bullets) 
was in good agreement with percolation theory estimates [63] (solid line). These 
results suggest that our modified CR algorithm provides random close packings 
affected by a certain degree of angular separation [15] due to the preferential 
direction created by the combination of the stability constraint (see Section 5.2.5) 
and the procedure of selecting the lowest particle at each iteration (see Section 
5.2.1). In other words, the packings produced by the algorithm are slightly looser 
along the vertical direction if compared with the horizontal ones. On the other hand, 
bridging of particles, which contributes to decrease the packing density and, mainly, 
the coordination number [15], is excluded since particles are placed one by one. 
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Figure 5.8 – Packing porosity and mean coordination number of smaller particles in a 

binary mixture of hard spheres with size ratio 2. Regarding packing porosity, results 

obtained in this study are represented with circles, while results from drop–and–roll 
algorithm [57] and experimental data [62] are represented with squares and triangles, 

respectively. The mean coordination number of smaller particles calculated in this study is 

represented with bullets and compared with percolation theory estimates [63] in solid line. 

Figure 5.9 shows the packing density of about 2500 rigid prolate ellipsoids as a 

function of the aspect ratio α, defined as the ratio between the larger and the smaller 
semiaxis. Our results (circles) are compared with Donev et al. [25] results (squares), 
who used a molecular dynamics algorithm to get maximally jammed packings. The 
dependence of the packing density as a function of the aspect ratio is similar in both 
the series of results: the packing density increases reaching a maximum at an aspect 
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ratio of 1.5, after which it decreases almost linearly. However, for each aspect ratio, 
the packing density obtained by Donev et al. was higher than ours, which is in 
agreement with the results obtained with spheres, where our algorithm provided 
looser packings than those experimentally observed. This is reasonable because the 
molecular dynamics algorithm proposed by Donev et al. was developed to obtain 
jammed packings while our algorithm implements a weaker stability constraint (see 
Section 5.2.5). In a jammed packing, each particle as well as any subset of particles 
are trapped by their neighbors so that they cannot be moved [41]. On the other hand, 
in our algorithm, even if a particle is marked as stable, it may be free to move 
upward, therefore generally it is not jammed. Since the jamming constraint is more 
strict than the simplified geometrical stability constraint described in Section 5.2.5, 
it is reasonable that Donev et al. obtained closer packings. 
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Figure 5.9 – Packing density of rigid prolate ellipsoids as a function of the aspect ratio as 

obtained by our modified CR algorithm (circles) and by MD algorithm (squares) developed 

by Donev et al. [25]. 

In Figure 5.10, the packing density of about 5000 rigid cylinders as a function of 
the aspect ratio is compared with the results obtained by Zhao et al. [38], who used a 
sphere–assembly CR algorithm to simulate 200 particles without stability check and 

using a particle–to–container shrinking procedure. The aspect ratio α is here defined 
as height to diameter ratio. Our simulated results (circles) are in good agreement 
with Zhao et al. results (squares): the relative error is smaller than 1.5%. It is 
important to note that the packing density calculated in our study is for nominally 
rigid cylinders, which were found to be affected by the 3.5% of overlap in Section 
5.3.2. Zhao et al. [38] used the sphere–assembly method, hence their results could 
also be affected by a certain degree of overlap which was not declared in their study. 
Therefore, the present results are not corrected to account for the degree of overlap. 
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Figure 5.10 – Packing density of rigid cylinders as a function of the aspect ratio as obtained 

by our modified CR algorithm (circles) and by the conventional CR algorithm (squares) 

developed by Zhao et al. [38]. 

In conclusion, our modified CR algorithm provides consistent results with other 
algorithms, although jammed packings of spheres and ellipsoids cannot be obtained. 
This is due to the sequential selection of the lowest particle at each iteration and by 
the imposed stability condition, which produce a preferential direction during the 
packing generation along which the packing is slightly looser. 

5.3.4 Overview on the applicability of the algorithm 

In the previous Sections, we considered packings of monosized rigid particles, but 
the main advantages of our modified sphere–assembly CR method consist in 
accommodating soft (i.e., not rigid) particles, polydisperse phases, mixtures of 
particles and agglomerates. These features make the algorithm very attractive for 
engineering applications: the simulated microstructures can be easily implemented 
in CFD or similar tools for evaluating packing effective properties [50]. In the 
following Sections some examples will be given as an overview of the capabilities 
of the algorithm, without the purpose of being exhaustive: studies on specific 
particle shapes and conditions will be subject of future investigations. 

5.3.4.1 Overlapped particles 

As described in Section 5.2.2, the kernel scaling factor κf represents the portion of 
the volume of the kernel of the particle which cannot be overlapped by other 
particles in the final configuration. A kernel factor of 1 is used to get rigid particles, 
otherwise as the kernel factor decreases, the particles experience larger overlaps and 
behave as if they were softer. It is expected that small kernel factors will lead to 
closer packings. 
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In Figure 5.11, the effects of the kernel scale factor κf on porosity φ and mean 
coordination number Z are shown in packings of prolate ellipsoids with aspect ratio 
of 1.15 (Figure 5.11a) and of cylinders with aspect ratio of 1 (Figure 5.11b). Each 
packing encompassed about 2000 particles for prolate ellipsoids and 4500 particles 
for cylinders. The predicted kernel factors were corrected with the Monte Carlo 
method in order to account for both the effects of the filling method and of the 
contact allowance as discussed in Section 5.3.2, therefore the effective kernel scale 
factors are used in the plot.  
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Figure 5.11 – Effect of the kernel scale factor on packing porosity and mean coordination 

number in a packing of a) prolate ellipsoids (aspect ratio equal to 1.15) and b) cylinders 

(aspect ratio equal to 1). 

In both the figures, as the kernel factor κf decreased, the porosity φ decreased and 
the mean coordination number Z increased. This means that decreasing the kernel 
factor leads to closer packings, as expected. Portions of the packings of cylinders are 
represented in Figure 5.12. Figure 5.12a shows the case of nominally rigid particles 

b) 

a) 
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(kernel factor approaching 1, equal to 0.965) while Figure 5.12b is representative of 
a kernel factor of 0.668: in the latter case, particles are packed in a closer 
configuration than in the former. 

Note that the one–to–one correspondance between porosity and kernel scale factor 
reported in Figure 5.11 can be applied to find an empirical correlation between 
kernel scale factor, particle shape, material properties and sintering conditions by 
comparing simulation results with measurements of porosity in sintered packings. 
The assessment of quantitative criteria to set a priori the value of the kernel scale 
factor in specific situations was not analyzed because out of the scope of this study. 

These results are also useful to assess the effect of representing cylinders with 
component spheres, which was discussed in Section 5.3.2. The porosity of a packing 
of effectively rigid cylinders, corresponding to kernel scale factor equal to 1, can be 
extrapolated from Figure 5.11b assuming linearity to be conservative (in reality, the 
dependence of porosity on the kernel factor appears to be parabolic with downwards 
concavity). The porosity of a packing of rigid cylinders would approach a value of 
0.327, which means a packing density of 0.673. Therefore, the packing density of 
0.693, which was used in the previous sections and, in particular, in Section 5.3.3 as 
representative of rigid cylinders, is about 3% higher than the extrapolated value, 
which is a reasonable error for many engineering applications and the algorithm is 
reasonably fast due to the small number of component spheres. 

Hence, the kernel scale factor is a parameter which can be varied in the algorithm 
in order to obtain packings of overlapped particles. In this way, sintering effects can 
be simulated, which are important in several engineering applications such as 
powder metallurgy and sintering of ceramics and cermets [48,64–66]. 

      
Figure 5.12 – Portion of the packings of cylinders (aspect ratio equal to 1) at different kernel 

factors: a) kernel factor = 0.965 (440 particles) and b) kernel factor = 0.668 (603 particles). 

a) b) 
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5.3.4.2 Combination of particles 

The algorithm can accommodate particles of different shapes and sizes. As an 
example, binary mixtures of about 1000 rigid prolate ellipsoids with the same aspect 
ratio, equal to 1.15, and size ratio equal to 2 were generated at different 
compositions. 

In Figure 5.13 the porosity of the mixture as a function of the volume fraction of 

smaller particles ψs is shown. The porosity decreased reaching a minimum for a 
composition between 0.4 and 0.5, similar to what is observed experimentally and 
numerically in the case of packings of spheres (see Figure 5.8), because smaller 
particles fill the voids left by bigger particles. A precise minimum could not be 
numerically determined since the standard deviation of the results, created by the 
randomness of the packing generation, was of the same order of magnitude of the 
gap between the porosities corresponding to a volume fraction of smaller particles of 
0.4 and 0.5. Figure 5.14 shows the representation of a portion of the packing for a 
volume fraction of smaller particles equal to 0.6. 

The algorithm can be applied to more than two phases of different shapes, making 
it amenable for use in many diverse applications, especially in modeling granular 
and composite materials where mixtures of particles are common. 
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Figure 5.13 – Porosity as a function of the volume fraction of smaller particles in a binary 

mixture of prolate ellipsoids with same aspect ratio, equal to 1.15, and size ratio equal to 2. 

5.3.4.3 Simulations for fuel cell applications 

Fuel cells, especially polymer electrolyte [46] and solid oxide [47–49] fuel cells, 
offer a research field to explore all the capabilities supported by the proposed 
algorithm. As an example, a polymer electrolyte fuel cell electrode is simulated in 
this Section. 
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Figure 5.14 – Representation of a mixture of rigid prolate ellipsoids with aspect ratio 1.15 

and size ratio 2. The solid volume fraction of smaller particles is 0.6. 

A porous polymer electrolyte fuel cell electrode is made of a catalyst layer, 
composed by sintered agglomerates of catalyst particles, and a porous transport 
layer, typically made of carbon fibers [67]. Therefore the electrode can be 
schematically represented as a bi–layer structure: a random packing of sintered 
agglomerates of spherical particles (i.e., the catalyst layer) plus a loose random 
packing of long cylinders. 

Figure 5.15 shows an example of microstructure generated with our algorithm: the 
lower layer is composed by about 600 monosized agglomerates of spheres while the 
upper layer consists of about 1500 monosized randomly packed long cylinders 
(aspect ratio equal to 5). The bi–layer structure was built first by generating the layer 
of agglomerates and then by adding the packing of cylinders. Note that in the whole 
structures there are not isolated particles, that is, each particle makes at least 2 
contacts. 

A single simulation is not enough to confirm that the algorithm be able to 
quantitatively reproduce all the microstructural characteristics of fuel cell electrodes, 
however Figure 5.15 suggests that the proposed method has the capability to 
accommodate these needs. The use of the algorithm to specific fuel cell applications 
will be subject of future investigations. 
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Figure 5.15 – Representation of a polymer electrolyte fuel cell electrode, consisting of a 

layer of agglomerates of spheres (the catalyst layer) and a layer of long cylindrical particles 
(the porous transport layer), simulated with the proposed packing algorithm. The picture 

looks similar to the schematic representation of a polymer electrolyte fuel cell electrode 

reported in [67]. 

5.4 Conclusions 
A modified collective rearrangement algorithm for simulating random packings of 

nonspherical particles, represented as an assembly of component spheres, was 
presented and discussed in this study. 

Unlike previous CR methods, a stability constraint was introduced while the 
particle–to–container shrinking procedure was removed. In this way, during the 
packing generation the rearrangement process concerned only the neighborhood of 
the particle taken in consideration. More importantly, this ensured that in the final 
packing all the particles were stable and contacting each other, overcoming one of 
the limits of conventional CR algorithms. This makes this method attractive for 
engineering applications because many effective properties of practical interest, such 
as conduction properties, strictly depend on the nature of contacts among the 
particles. 

A study regarding the internal parameters of the algorithm showed that packings 
ranging from random loose to random close can be obtained. In particular, 
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simulation results showed that the stability constraint is necessary in this algorithm 
to obtain closer packings. 

The packing density of random packings of rigid cylinders and prolate ellipsoids 
as a function of the aspect ratio was calculated and compared with results obtained 
by other packing algorithms. The good agreement pointed out in the comparison 
suggests that our algorithm provides results consistent with other consolidated 
packing algorithms, although the implemented geometric stability constraint cannot 
produce jammed configurations as showed for packings of spheres and ellipsoids. 

The algorithm was generalized to be used in several engineering applications. By 
using a kernel scale factor, non–rigid particles can be simulated, leading to packings 
where the particles experience overlaps of the desired degree, enabling the 
simulation of structural changes due to sintering or melting. Simulations with 
cylinders and ellipsoids showed that as the kernel factor decreased (i.e., the particles 
become softer), the packing became closer as highlighted by the increase in both the 
packing density and the mean coordination number. 

The algorithm enabled the simulation of packings with more polydisperse phases 
of different particle shapes and sizes, as shown in a simulation of binary mixtures of 
rigid prolate ellipsoids. In addition, since particles are represented by an assembly of 
component spheres, packings of agglomerates of spheres or nonspherical and non–
analytical particles can in principle be generated. 

The applications of the algorithm are wide, in particular for simulating granular, 
sintered and composite materials for engineering purposes. The generated packing 
structures can be used in CFD computations to determine effective properties such 
as the thermal conductivity and the gas phase permeability of composite 
polydisperse nonspherical particles and aggregates. 

Simulations showed that the resolution of the shape, that is, the representation of 
the particle with component spheres, is crucial to get reliable and consistent results. 
This feature is shared by all the methods which adapt a sphere–assembly or a digital 
approach. Future work will be dedicated to the optimization of the particle 
representation and to the evaluation of effective properties in random packings of 
nonspherical particles, especially for specific fuel cell applications. 

Nomenclature 
Glossary 
ci coordinates of the i–th particle center of mass 

)(i
kc  center of the k–th component sphere on the i–th particle in the global frame 
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)(~ i
kc  center of the k–th component sphere on the i–th particle in the local frame 

di displacement of the i–th particle due to the force Fi 

)()( , ji khF  force created by the k–th component sphere of the j–th particle on the h–th 

component sphere of the i–th particle 
Fi resultant force on the i–th particle 
i particle index (i–th particle), usually considered as the current particle 

I  identity matrix 

j particle index (j–th particle) 
Ji scalar moment of inertia of the i–th particle 
k(i) k–th component sphere of the i–th particle 

iM̂  axis of rotation of the i–th particle due to the moment Mi 

)()( , ji khM  moment created by the k–th component sphere of the j–th particle on the 

h–th component sphere of the i–th particle 
Mi resultant moment on the i–th particle 

)(i
cn  number of component spheres representing the i–th particle 

max
intN  maximum number of internal cycles before reposition 

(i)
oN  number of particles overlapping the i–th particle 

Npart total number of particles 
max
repN  maximum number repositions before reallocation 

Q  alignment matrix 

)(i
kr  radius of the k–th component sphere of the i–th particle 

R  rotation matrix 

)()( , ji kh
V  shared volume between the k–th component sphere of the j–th particle and 

the h–th component sphere of the i–th particle 
Vi volume of the i–th particle 

ix̂  vector used to define the orientation of the i–th particle (local x–axis) 

i
ŷ  vector used to define the orientation of the i–th particle (local y–axis) 

iẑ  vector used to define the orientation of the i–th particle (local z–axis) 

Z coordination number 

α aspect ratio 

θi rotation angle applied to the i–th particle 

κf kernel scale factor 

ρF force factor 
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φ porosity 

ψs solid volume fraction of smaller particle 
 
Mathematical notation 
T transpose 

⊗  tensor product 

[ ]×v  cross product matrix of vector v 

 

Abbreviations 
CFD computational fluid dynamics 
CR collective rearrangement algorithm 
DEM discrete element method 
MD molecular dynamics method 
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Appendix 

5.A  Calculus of the scalar moment of inertia 

5.A.1  Analytical shapes 

For particles which have an analytical expression of the shape (e.g., ellipsoids, 
cylinders), the calculus of the scalar moment of inertia Ji is made by using the 
analytical expression. Taken the local particle system of reference, that is, the 

system of reference ( )zyx ~,~,~  oriented along the particle axes ix̂ , 
i

ŷ  and iẑ  and 

centered in the particle center of mass, the tensor of inertia 
i

J
~

 is calculated as: 

( )( )∫ ∫ ∫ ⊗−⋅=
iV

ii
dVrrIrrJ ~~~~~  (5.A.1) 
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where ( )Tzyxr ~,~,~~ = . In particular, it is convenient to choose a local frame whose 

axes are the principal axes of inertia for the particle (for example, for ellipsoids the 

local axes are oriented along the particle semiaxes): in such a case 
i

J
~

is a diagonal 

matrix. 

Given the axis of rotation iM̂  in the global system of reference, it can be reduced 

to the local frame by projecting its components on the particle orientation axes 

similarly to what done in Eq. (5.1), that is, ( )Tiiiiiii zMyMxMM ˆˆ,ˆˆ,ˆˆ~̂ ⋅⋅⋅= . Then, the 

scalar moment of inertia is calculated as: 

iiii MMJJ
~̂~̂~ ⋅





 ⋅=  (5.A.2) 

5.A.2  Non–analytical shapes 

When the particle shape cannot be represented by an analytical expression, e.g., an 
agglomerate of spheres, the scalar moment of inertia is calculated by considering the 
component spheres. The particle moment of inertia Ji is calculated by summing the 
moments of inertia of its component spheres, calculated with respect to the axis of 

rotation iM̂  using the Huygens–Steiner theorem, as: 

∑
=








 +=
)(

1

2)(3)(5)(

3

4

15

8
i

cn

k

i
k

i
k

i
ki brrJ ππ  (5.A.3) 

where )(i
kb  represents the distance of the center of the component sphere k(i) from the 

axis of rotation, calculated as: 

i
i

ki
i

k
i

k Mtccb ˆ)()()( −−=   with  ( )
ii

i
i

kii
k

MM

ccM
t

ˆˆ

ˆ )(
)(

⋅
−⋅=  (5.A.4) 

It is worth noting that Eq. (5.A.4) provides a good approximation of the particle 
moment of inertia if the shape is well represented by the component spheres in a 
non–overlapping configuration, in order to avoid to double count the volume shared 
by two overlapping component spheres. 

5.B  Check a point within a particle 

5.B.1  Check a point within an ellipsoid 

In order to check if a test point P is contained within the i–th ellipsoid, centered in 
ci, its coordinates are reported to the particle local system of reference by using Eq. 
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(5.1), obtaining ( ) ( ) ( )( )Tiiiiii zcPycPxcPP ˆ,ˆ,ˆ~ ⋅−⋅−⋅−= . For convenience, let us 

call the local coordinates of P
~

, Px~ , Py~  and Pz~ . 

Be )(i
xs , )(i

ys  and )(i
zs  the semiaxes of the ellipsoid, the check of the point P

~
 

consists in: 

1
~~~ 2
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2
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2
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x  (5.B.1) 

If Eq. (5.B.1) is satisfied, the test point P is within the i–th ellipsoid, otherwise it is 
outside. 

5.B.2  Check a point within a cylinder 

Be P the test point to be checked in the i–th cylinder, which has a radius R(i) and a 

height H(i). The axis of the cylinder is oriented along its orientation axis ix̂ . The test 

point is within the cylinder if: i) its distance from the cylinder axis is smaller than 
the cylinder radius and ii) its projection on the cylinder axis is smaller than one half 
of the cylinder height. 

The distance )(i
Pb  of the test point from the cylinder axis is calculated as in Eq. 

(5.A.4) by substituting iM̂  with ix̂  and )(i
kc  with P. Thus, the first condition to be 

satisfied is )()( ii
P Rb ≤ . The projection of P on the cylinder axis is calculated as 

( ) ii xcP ˆ⋅− , hence the second condition is satisfied if the inequality 

( ) 2/ˆ )(i
ii HxcP ≤⋅−  is verified. 



 



 

Chapter 6 

 

Microstructural Modeling of 

Infiltrated Electrodes 

This Chapter presents a packing algorithm for the reconstruction of infiltrated 
electrodes, which are an alternative type of microstructure for intermediate 
temperature SOFCs. To date, this framework represents one of the first studies of 
detailed microstructural modeling of infiltrated electrodes. 

The model consists in: i) generation of the matrix of micrometer–sized particles, 
called backbone, through the drop–and–roll algorithm (see Chapter 4), ii) infiltration 
of nanoparticles onto the surface of backbone particles using a Monte Carlo method. 
The effective properties required by electrochemical models are evaluated. 

The study shows that: 

i. percolation thresholds can be predicted as a function of nanoparticle size; 

ii.  the TPB density in infiltrated electrodes may increase by 2 orders of magnitude 
if compared with conventional composite electrodes; 

iii.  percolation properties are highly sensitive to the volume fraction of 
nanoparticles. 

 

This Chapter was adapted from the paper "Microstructural modeling and effective 
properties of infiltrated SOFC electrodes" by A. Bertei, J.G. Pharoah, D.A.W. 
Gawel and C. Nicolella, published in ECS Trans. 57 (2013) 2527–2536. 
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Abstract 
A modeling framework for the microstructural modeling of infiltrated SOFC 

electrodes is presented. The model numerically reconstructs infiltrated electrodes 
through a sedimentation algorithm for the backbone generation and a novel Monte 

Carlo packing algorithm for the random infiltration. Effective properties are 
evaluated by means of Monte Carlo geometric analysis and finite volume method as 

a function of the loading and of the particle size of infiltrated particles. Infiltration 
into ion–conducting and composite backbones is analyzed in this study. Simulations 

show that the infiltration can lead to an increase in TPB density of about two orders 
of magnitude if compared with conventional composite electrodes. In addition, 

infiltration into monocomponent backbones can lead to a TPB density about twice 
the TPB achievable when infiltrating composite backbones. On the other hand, a 

critical loading of nanoparticles must be reached in monocomponent backbones 
while in a composite backbone the infiltration is always beneficial. 

6.1 Introduction 
One of the main goals for solid oxide fuel cells (SOFCs) consists in the reduction 

of operating temperature to a range of 500–800°C [1]. In the last decade the use of 
nano–structured electrodes produced by infiltration/impregnation techniques has 
been suggested as one of the possible ways [2]. 

The infiltration technique involves the deposition of nanoparticles into a pre–
sintered backbone. Infiltrated electrodes show significant advantages if compared 
with conventional electrodes: a wide choice of catalyst materials as a result of a 
lower firing temperature, a good adhesion with the electrolyte, a high catalytic 
activity coupled with an enhanced electric conductivity [2]. Infiltration of 
nanoparticles into ion–conducting, mix–conducting and composite backbones have 
been experimentally studied revealing significant increases in power density [3–5]. 

The advantages of infiltrated electrodes are strictly related to their microstructural 
characteristics. So far, the optimization of infiltrated electrode microstructure has 
been done mainly empirically. Only a couple of studies have attempted to model the 
microstructural characteristics of infiltrated electrodes [6,7], even if relying on 
simplified percolation models. However, nowadays more advanced microstructural 
models, based on packing algorithms or on tomographic reconstruction, are 
available. So far, such advanced microstructural models have been applied to study 
mainly conventional electrodes [8,9]. 

In this study, a microstructural model for the numerical reconstruction of 
infiltrated electrodes is presented. The model is based on the combination of a 
conventional packing algorithm for the backbone reconstruction plus a novel Monte 
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Carlo algorithm to simulate the infiltration of nanoparticles. The study focuses on 
the evaluation of the effective properties of both ion–conducting and composite 
backbones infiltrated with electron–conducting nanoparticles as a function of the 
loading and the size of nanoparticles. Model parameters and working conditions are 
chosen in order to maximize the three–phase boundary density (TPB), in order to 
assess the maximum performance achievable by infiltrated electrodes. 

6.2 Modeling 
The modeling approach consists in three sequential steps: generation of the 

backbone structure (Section 6.2.1), infiltration of the backbone with nanoparticles 
(Section 6.2.2), evaluation of the effective properties of the resulting packing 
(Section 6.2.3). 

6.2.1 Backbone generation 

The backbone represents the pre–sintered electrode to be infiltrated by 
nanoparticles. It can be modeled as a random packing of micrometer–sized spherical 
particles [8]. 

The backbone generation is performed through a consolidated packing algorithm, 
the drop–and–roll algorithm [10]. One particle at a time is added into a cubic domain 
of specified dimensions with periodic boundary conditions in the horizontal 
directions. Each particle is dropped from a random point at the top of the domain, 
then it falls and rolls over previously placed particles until a stable position is 
reached. As the particle comes into rest, its position is fixed and a new particle is 
dropped. When simulating composite backbones, the desired volume fraction is 
enforced by assigning a weighted probability to the particle selection. The sintering 
is simulated by assigning a desired particle–particle contact angle, which eventually 
defines the backbone porosity. 

Eventually the algorithm provides a virtual sample of the pre–sintered electrode 
used as backbone for the random infiltration. 

6.2.2 Random infiltration 

The novelty of this study is represented by the algorithm used to infiltrate 
nanoparticles into the backbone. The random infiltration follows a sequential Monte 
Carlo algorithm, which places nanoparticles onto the surface of backbone particles. 
Both the size of nanoparticles and the loading (that is, the volume fraction of 
nanoparticles) can be set in the algorithm. 

The center of a nanoparticle is randomly placed on the surface of a backbone 
particle (see magnification in Figure 6.1). Then, the overlaps made by the 
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nanoparticle are evaluated with respect to backbone particles and nanoparticles 
previously placed. A contacting particle is marked as overlapping if the 
corresponding contact angle exceeds a prescribed value, which is different for 
backbone and nanoparticles. If the number of overlaps is smaller than three, the 
nanoparticle is moved over the backbone surface in order to remove the overlaps, 
then overlaps are checked again. If the number of overlaps is equal or larger than 
three, the selected position is discarded since a nanoparticle cannot be placed in such 
a location without violating the contact angle constraints. 

The procedure is repeated until the desired loading is reached. The procedure stops 
if, after a predefined large number of trials, a free position to place a nanoparticle is 
not found, meaning that the maximum loading has been reached. The maximum 
loading has to be intended as the loading corresponding to cover the backbone with 
a monolayer of nanoparticles. The algorithm does not allow the growth of multiple 
layers of nanoparticles. In fact, a second layer may reduce the TPB length [6], and 
this phenomenon is out of the scope of this study. 

An example of an infiltrated electrode made on the basis of a monocomponent 
ion–conducting backbone is reported in Figure 6.1. 

Maximum contact angle 
among nanoparticles

Contact angle between nanoparticles 
and backbone particles

 

 

Figure 6.1 – Infiltrated electrode generated by the algorithm using a size ratio equal to 1/10 

between nanoparticles and backbone particles. In the magnification, contact angles of a 

nanoparticle with backbone particles and other nanoparticles are defined. 

6.2.3 Effective properties 

The effective properties of the resulting packing are evaluated through Monte 
Carlo geometrical analysis as well as through finite volume simulations. 

The percolation properties of backbone particles and nanoparticles are evaluated 
through the knowledge of the contact information of each particle within the 
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packing. In this way, clusters of particles of the same type connected each other can 
be identified [11]. A cluster is percolating if it spans from the top to the bottom of 
the domain. The percolation fraction of a conducting phase is defined as the number 
fraction of particles belonging to percolating clusters over the total number of 
particles of such a phase. 

The surface area of backbone particles before infiltration is evaluated by randomly 
generating thousands of test points on the surface of each sphere. The test point is 
then checked against other backbone particles: if the distance from the center of 
another sphere is smaller than the sphere radius, the test point is internal to the 
packing. In the other case, the test point is exposed to the pore space, thus it is 
accounted for in the calculation of the exposed area. A similar approach is used to 
evaluate the fraction of backbone surface covered by nanoparticles after the 
infiltration. The surface coverage fraction is defined as the fraction of backbone 
surface area covered by nanoparticles. 

The packing porosity and the loading are evaluated by randomly generating 
thousands of test points within the domain. Test points falling within nanoparticles 
are accounted for the loading while points falling within the pore space are 
accounted for the porosity calculation. 

The mean pore size is evaluated by using the chord length method [12]. According 
to Zalc et al. [13], the mean pore size is equal to the number–averaged chord length 
corrected by a factor which takes into account the nature of the redirecting collisions 
of the diffusion of a tracer in Knudsen regime. 

The effective electric conductivity is evaluated with MicroFOAM [14], which uses 
the finite volume method to solve for the normalized boundary flux within the 
discretized structure. Choi et al. [14] validated MicroFOAM against a random walk 
simulation and found good agreement between the solutions when an appropriate 
discretization procedure was used to mesh the finite volumes.  

The TPB length is computed through the knowledge of particle radius and 
position, following a technique similar to that used for surface area determination.  
A test point is generated on the perimeter of the plane of intersection connecting two 
different conducting particles. The test point, which represents a portion of the 
perimeter, is accounted for the TPB length calculation if it does not belong to a third 
particle. The procedure is repeated by moving the test point along the perimeter for 
all the planes of intersection. The procedure does not take into account the pore 
percolation because the gas phase is entirely connected in the range of porosity 
investigated in this study [8,13]. 
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6.3 Results and discussion 
The methods described in Section 6.2 were used to reconstruct and analyze 

infiltrated electrodes in the range of conditions reported in Table 6.1.  

Two types of backbones were considered in this study: a monocomponent 
backbone, composed by ion–conducting particles, and a composite backbone, 
composed by a binary mixture of electron–conducting and ion–conducting particles 
50–50% in volume. In both the cases, the backbone porosity was set to 40% and all 
the particles had the same size. 

The infiltration considered electron–conducting nanoparticles with a size equal to 
1/10, 1/15 and 1/20 the diameter of backbone particles. The contact angle between 
nanoparticles and backbone particles was tailored in order to place the center of 
nanoparticles exactly on the surface of backbone particles (see magnification in 
Figure 6.1). This constraint corresponds to set the contact angle between 
nanoparticles and backbone particles to 87.1°, 88.0° and 88.5° for the three 
nanoparticle sizes considered. The maximum contact angle among nanoparticles was 
set equal to 30°. These contact angles were chosen because they allowed the 
maximization of the TPB density. 

A cubic domain with a side length equal to 8 times the backbone particle diameter 
was used. A sensitivity analysis revealed that this domain was big enough to make 
the results independent of the sample size. Results were averaged on three structures 
per setting. Dimensional results, such as the mean pore size and the TPB density, are 
reported in dimensionless form assuming a unitary backbone particle diameter. 

Table 6.1 – Microstructural parameters used in the study. 

Parameter Value 

Backbone porosity 0.40 
Volume fraction of ion–conducting phase in the backbone 0.5, 1.0 
Diameter ratio between nanoparticles and backbone particles 1/10, 1/15, 1/20 
Maximum contact angle among nanoparticles 30° 

 

6.3.1 Surface coverage 

The fraction of external surface of backbone particles covered by nanoparticles is 
the main variable for determining the percolation and effective properties of the 
electrode.  

As shown in Figure 6.2, given the nanoparticle size, as the loading increases, the 
surface coverage fraction increases. Independently of the size of nanoparticles, the 
maximum surface coverage fraction is about 0.68. The whole surface of backbone 
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particles cannot be covered because the infiltration is a random process and due to 
the geometrical constraint given by the maximum allowed contact angle among 
nanoparticles. 

As reported in Figure 6.2, the maximum surface coverage fraction corresponds to 
the maximum loading, which is larger as the size of nanoparticles increases. It is 
noteworthy that in reality it would be possible to continue the infiltration beyond the 
maximum loading, but it would correspond to create multi–layers of nanoparticles, 
with potential reduction in the TPB length [6]. 

In the remainder of this study, all the results are reported as a function of the 
surface coverage fraction. Figure 6.2 can be used to correlate the surface coverage 
fraction to the corresponding loading of nanoparticles. 
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Figure 6.2 – Surface coverage fraction as a function of the loading of nanoparticles. 

6.3.2 Percolating properties 

Figure 6.3 shows the percolation fraction of infiltrated particles as a function of 
the surface coverage fraction for three sizes of nanoparticles. 

In a monocomponent backbone (solid lines), nanoparticles have to overcome a 
critical threshold, called percolation threshold, in order to create a percolating path. 
The percolation threshold lies in the range 0.52–0.57 of surface coverage fraction 
depending on the size of nanoparticles. Beyond the percolation threshold, the 
percolation fraction of nanoparticles increases as the surface coverage increases until 
the maximum loading is reached. 

On the other hand, in a composite backbone (dotted lines) the percolation fraction 
of nanoparticles is always bigger than 0.47, where 0.47 is the product of the solid 
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volume fraction of electron–conducting particles, equal to 0.50, and the percolation 
fraction of electron–conducting backbone particles before infiltration, equal to 0.94 
as resulting from simulations. In fact, nanoparticles are equally distributed on 
backbone particles, therefore at least the 47% of them are in contact with a 
percolating electron–conducting backbone particle. As a consequence of the positive 
percolating effect due to the electron–conducting backbone particles, given the 
surface coverage fraction, the percolation fraction of nanoparticles is larger in a 
composite backbone than in a monocomponent backbone (see Figure 6.3). 

For both monocomponent and composite backbones, given the surface coverage 
fraction, the percolation fraction of nanoparticles increases as the size of 
nanoparticles increases. This phenomenon is due to the fact that bigger nanoparticles 
tend to percolate better than smaller nanoparticles over the surface of a sphere, as it 
can be demonstrated by percolation theory considerations [15]. 
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Figure 6.3 – Percolation fraction of nanoparticles as a function of the surface coverage 

fraction. Solid lines refer to a monocomponent backbone, dotted lines to a composite 

backbone. 

6.3.3 Gas phase properties 

Figure 6.4 shows the main geometric properties characterizing the gas phase as a 
function of the surface coverage fraction. Both the porosity and the mean pore size 
decrease as the surface coverage fraction and the size of nanoparticles increase. This 
behavior is reasonable since pores are filled by nanoparticles as the loading 
increases, which leads to a reduction in porosity and mean pore size. 

For the set of conditions investigated in this study, the reduction in porosity does 
not lead to completely close the pores: the mean pore size is reduced by 14% in the 
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worst case. Such a reduction should not compromise the effective transport 
properties, in particular the normalized effective diffusivity, which is the ratio 
between porosity and tortuosity [13]. Assuming that the effective diffusivity in the 
infiltrated electrode corresponds to the diffusivity of a backbone with equal porosity, 
using the correlation suggested by Berson et al. [12], the normalized effective 
diffusivity is 0.17 in the worst case (porosity of 0.32, corresponding to the maximum 
loading of the biggest nanoparticles considered), while it is 0.26 for the backbone 
before infiltration. Obviously, increasing the loading beyond the maximum loading 
would further reduce the porosity, leading to a possible significant reduction in gas 
phase effective properties. 
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Figure 6.4 – Porosity and mean pore size as a function of the surface coverage fraction. 

6.3.4 Effective electric conductivity 

It is worth comparing the effective conductivity of electron–conducting 
nanoparticles with the effective conductivity of ion–conducting particles. In order to 
make the results comparable and independent of the specific material conductivity, 
the effective conductivities are normalized with the bulk conductivity of the 
considered phase. 

In a monocomponent backbone, at the maximum loading the ratio between the 
normalized effective conductivity of nanoparticles and the normalized effective 
conductivity of the backbone is 0.143, 0.091 and 0.065 for a diameter ratio of 1/10, 
1/15 and 1/20, respectively. Therefore, the conduction within the infiltrated phase is 
about an order of magnitude smaller than in the backbone, which is reasonable 
because the charges have to flow in surface–like path. As the size of nanoparticles 
increases, the normalized effective conductivity of the infiltrated phase increases: 
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this is attributed to the larger cross–section offered by bigger nanoparticles. It is 
noteworthy that the normalized effective conductivity of the electron–conducting 
phase for the biggest nanoparticle size considered in this study is comparable with 
the normalized effective conductivity of electron–conducting particles in a 
conventional composite electrode [14]. 

Since the specific conductivity of typical electron–conducting materials used in 
SOFC electrodes is usually orders of magnitude larger than the specific conductivity 
of the ion conductor, the electron conduction in infiltrated electrode should not be a 
limiting factor. 

6.3.5 TPB length 

Figure 6.5 shows the dimensionless TPB length per unit volume as a function of 
the surface coverage fraction for three sizes of nanoparticles.  

For a composite backbone, when nanoparticles are not infiltrated (i.e., loading 
equal to 0), the dimensionless TPB density is 0.73: this is the contribution of 
backbone particles, equal to the TPB density of a conventional composite electrode. 
Increasing the loading leads to a slow increase in TPB until a surface coverage 
fraction of about 0.5, over which the TPB density increases more rapidly. On the 
other hand, in a monocomponent backbone a critical threshold must be overcome in 
order to develop a connected TPB length. These results are in agreement with the 
percolating properties shown in Figure 6.3. 
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Figure 6.5 – TPB density as a function of the surface coverage fraction. Solid lines refer to a 

monocomponent backbone, dotted lines to a composite backbone. 
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Interesting information can be obtained looking at the maximum loading, where 
the percolation fraction of nanoparticles approaches 1 (see Figure 6.3). Figure 6.5 
shows that at the maximum loading the TPB density scales with the inverse of the 
nanoparticle diameter for both composite and monocomponent backbones. In 
addition, the TPB density in a monocomponent backbone is more than twice the 
TPB density of a composite backbone. The factor 2 arises because in a composite 
backbone the percolating ion–conducting particles are about one half than in a fully 
ion–conducting backbone. 

6.4 Conclusions 
A modeling framework for the estimation of effective properties of infiltrated 

electrodes, based on the numerical reconstruction through packing algorithms, was 
presented in this study. Infiltration of nanoparticles into monocomponent and 
composite backbones was analyzed as a function of the loading and size of 
nanoparticles. Simulation parameters were set in order to maximize the TPB density. 

Simulation results showed that in a monocomponent backbone a critical loading 
must be reached in order to create a percolating path of nanoparticles. The critical 
loading corresponds to a surface coverage fraction of 0.52–0.57, that means volume 
fraction of nanoparticles equal to 0.06 and 0.035 for size of nanoparticles equal to, 
respectively, 1/10 and 1/20 the diameter of backbone particles. On the other hand, 
more than half of nanoparticles are percolating when a composite backbone is used. 

Simulations showed that the infiltration of a layer of nanoparticles does not lead to 
a significant reduction in porosity and gas transport properties. As a maximum, the 
mean pore size decreased by 14% while the effective diffusivity was halved in the 
worst case. 

The infiltration led to increase the TPB density by even two orders of magnitude if 
compared with a conventional composite electrode. Simulations showed that the 
infiltration of nanoparticles into a monocomponent backbone can lead to a TPB 
density that is about twice the TPB density reached in the same conditions when 
infiltrating a composite backbone. However, while in a monocomponent backbone a 
critical loading must be reached, infiltration of nanoparticles into a composite 
backbone increased the TPB length for every loading. 

Although the model allows the prediction of effective properties of infiltrated 
electrode, simulations revealed a strong sensitivity of the results on the size and the 
loading of nanoparticles. Furthermore, this high sensitivity is confined in a narrow 
range of loading. These conditions may make impracticable the prediction and the 
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optimization of the microstructure of infiltrated electrodes, especially for 
monocomponent backbones. 
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Chapter 7 

 

Integrated Microstructural–

Electrochemical Modeling of 

Composite Electrodes  

This Chapter presents an integrated microstructural–electrochemical model for 
SOFC composite electrodes. The microstructure of the electrodes is numerically 
reconstructed and analyzed through a Monte Carlo random–walk method to evaluate 
the effective properties, which are used in the continuum transport and reaction 
model. The study focuses on the cathode.  

The study shows that: 

i. the integration between microstructural and electrochemical models avoids the 
use of empirical or adjustable parameters, overcoming the limits of typical 
macro–modeling studies; 

ii.  the microstructural model accurately predicts effective properties in gas and 
solid phase in agreement with experimental data in a wide range of conditions; 

iii.  the lower bounds of particle size and porosity for composite cathodes are 
identified and related to the transition of gas diffusion to Knudsen regime. 

This Chapter was adapted from the paper "Microstructural modeling for prediction 
of transport properties and electrochemical performance in SOFC composite 
electrodes" by A. Bertei, B. Nucci and C. Nicolella, published in Chem. Eng. Sci. 
101 (2013) 175–190. 
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Abstract 
A model for the description of transport and electrochemical processes in solid 

oxide fuel cell (SOFC) electrodes is presented in this study. Effective transport and 
reaction properties are evaluated using a Monte Carlo random–walk method on 

electrodes numerically reconstructed with a packing algorithm. This approach 
overcomes limitations of typical micro–modeling studies on SOFCs, wherein 

effective microstructural properties are estimated using empirical correlations or 
fitted on experimental data. Throughout the entire modeling framework in this study, 

no fitted or empirical parameters are used. Effective properties as a function of 
porosity and particle size are calculated and reported in dimensionless form to 

provide generality in their application. A good agreement with independent 
experimental data for both gas and solid phases is achieved. The model predictions 

can be used to improve the design of composite electrodes for solid oxide fuel cells. 
In particular, simulation results show that porosity lower than 0.20 and particle size 

smaller than 0.2µm should be avoided in the design of SOFC composite cathodes 

because, under these conditions, Knudsen effects limit the mass transport with a 

significant reduction in the electrode performance. 

7.1 Introduction 
Solid oxide fuel cells (SOFCs) have attracted research attention due to their 

expected high efficiency of energy conversion [1], low emission of pollutants [2], 
broad fuel flexibility [3,4] and capability to produce both heat and power [5]. A 
solid oxide fuel cell is an electrochemical device which converts the chemical 
energy of a fossil or renewable fuel into electric energy [6]. It consists of two 
electrodes, the anode for fuel and the cathode for air, separated by the electrolyte 
and connected into an electrical circuit. The electrolyte is a dense ion–conducting 
layer, which operates at relatively high temperatures (600–1000°C) [1]. At the 
cathode molecular oxygen is reduced by the electrons coming from the external 
circuit, forming oxygen ions. These are transported by the electrolyte towards the 
anode, where the fuel is oxidized. 

In the last two decades modeling and simulation techniques have assisted the 
development of SOFC technology [7,8]. The modeling spans over a wide range of 
length scales, from the material and microstructural details [9], up to the electrode 
and cell levels [10–12] and to the system level [5,13]. 

A typical electrode is a porous layer wherein charge and chemical species are 
transported and react [14]. Figure 7.1 shows a scheme of a composite cathode, 
where molecular oxygen permeates through the thickness to react with electrons. 
The transport and electrochemical processes are usually modeled using micro–
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models based on mass and energy balances [15,16]. Several aspects have been 
investigated and discussed: thermodynamics [17,18], mass transport phenomena 
[19,20], detailed reaction mechanisms [21,22]. 

Experimental studies have recognized that the microstructural characteristics 
significantly influence transport and reaction phenomena, affecting the electrode 
performance [23–25]. For example, reducing the particle size significantly enhances 
the number of reaction sites [26], which can be maximized by tailoring the electrode 
composition [24,25]. The porosity is another key factor: while a decrease in porosity 
initially leads to an increase in electrode efficiency [25], closure of pores and gas 
diffusion limitations can reduce the electrochemical performance below a critical 
limit [24,27]. 
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Figure 7.1 – a) Schematic view of a porous composite cathode. b) contact between two 

different conducting particles: θ is the contact angle. 

In modeling studies, very often effective transport and reaction properties are 
estimated by using empirical correlations. In some cases, morphological parameters 
such as tortuosity, contact area between neighboring particles or mean pore diameter 
are taken as adjustable parameters to fit on experimental data [8]. In this way, the 
estimated or fitted transport properties may be unrealistic and not representative of 
the microstructure corresponding to the sample characteristics (i.e., composition, 
particle size, porosity). This may nullify the efforts made to describe very complex 
phenomena and reaction mechanisms. 

b) 

a) 
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Apart from the pioneering studies made by Sunde [9,28], only in the last few years 
the modeling of the electrode microstructure by means of particle–based packing 
algorithms has been adopted for SOFCs [29–32]. Such a technique is expected to 
improve the estimation of effective properties, reducing, if not eliminating, the 
number of adjustable parameters. In addition, if compared with empirical 
correlations, the microstructural simulation allows specific features of SOFC 
electrodes to be taken into account, such as the sintering effects and the particle size 
distribution [30]. Although the actual electrode microstructure is not exactly 
represented, the microstructural modeling provides a valuable tool for predicting the 
performance of conventional and alternative architectures [31]. 

It must be mentioned that an alternative method to estimate the microstructural 
properties consists in reconstructing the microstructure of actual samples through 
focused–ion–beam scanning–electron–microscope images or X–ray tomography 
[33–36]. These techniques provide a closer representation of the electrode 
microstructure, although they are not predictive (that is, real samples are required) 
and rely on the image resolution and post–processing analysis, which may cause 
possible uncertainties. 

In this study, transport and reaction effective properties in SOFC composite 
electrodes are evaluated on microstructures numerically generated through a packing 
algorithm. A Monte Carlo random–walk method is adopted to calculate the effective 
transport properties in both gas and solid phases. Phase percolation and pore size 
characterization are also analyzed. The effects of porosity and particle size on 
effective properties are particularly investigated and compared with independent 
experimental data. Microstructural results are given in dimensionless form, 
providing generality in their application. 

The evaluated effective properties are used in a model for the description of 
transport and electrochemical processes within composite electrodes, with special 
focus on the cathode. The sub–models describing mass and charge transport as well 
as the electrochemical reaction are presented in detail. The model is used to study 
the performance of the cathode as a function of morphological characteristics, in 
particular porosity and particle size. This enables the derivation of practical 
indications about conditions to be avoided when designing an SOFC cathode. 

It is important to emphasize that, apart from the assumption of modeling the 
electrode microstructure as a random packing of spherical particles, throughout the 
entire modeling approach there are no empirical or adjusted parameters. 

The Chapter is organized as follows. Section 7.2 is dedicated to the description of 
the microstructural models, from the numerical generation of the microstructure to 
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the calculation of morphological and effective transport properties. In Section 7.3 
the model of transport and reaction is presented. In Section 7.4 the results of the 
microstructural modeling are presented and compared with experimental data. 
Section 7.5 reports the results of the transport and reaction model applied to 
composite cathodes, where the connection between microstructural properties and 
electrode performance is analyzed. General conclusions and future research are 
summarized in Section 7.6. 

7.2 Microstructural modeling 

7.2.1 Packing generation 

Binary random packings of spherical particles are numerically constructed by 
using a sedimentation algorithm also known as drop–and–roll [37–39]. In this 
section, only a brief description of the algorithm is summarized, more details can be 
found in a previous chapter of this thesis [40]. 

The packings are numerically generated by adding a particle at a time into a box 
domain of specified dimensions. Periodic boundary conditions are implemented in 
the horizontal directions to build an effectively infinite packing in the horizontal 
plane and avoiding wall effects [38]. Particles are sequentially dropped from a 
random point from the top of the domain. The desired composition is enforced by 
assigning a weighted probability to the particle selection according to the relative 
solid volume fractions of the binary mixture. The falling particle rolls over one or 
two already packed particles without friction, adhesion or inertia until either it 
touches the floor or it is stably supported by three other particles [41]. As the 
particle comes into rest, its position is fixed and a new particle is dropped into the 
domain. As the box is entirely filled, a portion with a thickness of six particle 
diameters is removed from both the top and the bottom of the domain to ensure the 
extinction of floor and wall effects [42]. The packing procedure produces a random 
loose packing with a weak anisotropy in the vertical direction imposed by the 
gravity force [43,44]. 

The degree of densification is determined by assigning the desired particle–
particle contact angle (see Figure 7.1b), which defines the amount of particle overlap 
in each pair of contacts. The contact angle is kept constant throughout the structure 
during the packing generation. There is a one–to–one correspondence between 
porosity and contact angle, as discussed in Section 7.4.2. 

The packing algorithm provides the center coordinates, the radius and the type of 
each packed sphere. These data enable the determination of the neighboring particles 
for each sphere in the packing and, consequently, the clusters of homologue particles 
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connected to each other [45]. Clusters which provide a connected network of 
particles from the top to the bottom of the domain are marked as percolating [10]. 
The percolation fraction of each solid phase is defined as the number fraction of 
particles belonging to percolating networks over the total number of particles of 
such a phase [45,46]. 

The packing porosity and the solid volume fractions are determined through a 
Monte Carlo method, since the analytical computation of particle volumes is 
demanding when particles experience multiple overlaps [47]. A fixed number of 
points (200 per particle) are randomly and uniformly distributed within the domain. 
The porosity and the solid volume fractions are assumed to be equal to the number 
fraction of points falling, respectively, within the gas phase and within the solid 
phases. 

7.2.2 Calculation of effective properties 

Both gas diffusion and electric conduction in porous media are diffusive 
phenomena, obeying a Fick–type law. As a consequence, the calculation of the 
effective diffusivity in gas phase, as well as the effective electric conductivity in 
solid phases, can be performed by simulating the Brownian movements of tracers in 
their corresponding phases [48]. This study adopts a random–walk Monte Carlo 
simulation based on the mean–square displacement method [49–51]. 

7.2.2.1 Effective diffusivity in gas phase 

A tracer (e.g., a molecule of a gaseous species) is randomly placed within the gas 
phase. The free path, that is the step length that the tracer has to cover, is randomly 
chosen from an exponential probability distribution [52] centered on the mean free 

path δ. Then, a random trajectory is selected [53]. The tracer moves of the free path, 
unless it collides with a solid particle. In such a case, the tracer is reflected according 
to the Knudsen cosine law [54], otherwise a new random trajectory and free path are 
chosen. Independent random number generators [55] are employed to pick 
uniformly distributed numbers used to select the initial tracer position, the random 
trajectory, the free path and the reflected trajectory [56]. 

The mean free path δ is calculated according to the definition of Knudsen number 
Kn [57]: 

pored
Kn

δ=  (7.1) 

where dpore is the mean pore size, whose calculation is discussed in Section 7.2.3. 
The Knudsen number Kn is imposed in the method: a small value (e.g., Kn ≤ 10–2) is 
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set to simulate a bulk diffusion regime, higher values (e.g., Kn ≥ 10) to simulate 
diffusion in Knudsen regime. 

The effective diffusivity is calculated from the mean square displacements 2R  

of thousands of tracers as follows [48]: 

t

R
D

ggeff

6

2 γφ
=  (7.2) 

where t is the tracer travel time, φg represents the packing porosity and γg the pore 
percolation fraction. The calculation of the pore percolation fraction is discussed in 

Section 7.2.4. The product φgγg in Eq. (7.2) accounts for the volume excluded by 
packed spheres and closed pores. The travel time t is proportional to the total 
traveled distance s covered by the tracer as s = vt, where v is the mean molecular 
velocity. The total traveled distance is imposed in the method. 

Eq. (7.2) is not directly applied in this study, rather a normalized effective 
diffusivity is calculated. The normalization accounts for the bulk diffusivity Db, 
which, according to the gas kinetic theory [58], results as follows: 

vDb δ
3
1=  (7.3) 

By dividing Eq. (7.2) by Eq. (7.3) and substituting the relationship between s and t 

(s = vt), as well as between Kn and δ (Eq. (7.1)), the normalized effective diffusivity 
effD

~
 is obtained: 

sdKn

R

D

D
D

pore

gg

b

eff
eff

⋅
==

2
~

2 γφ
 (7.4) 

The normalization makes effD
~

 independent of the gas species. On the other hand, 

the normalized effective diffusivity depends on the Knudsen number. effD
~

 
approaches the effective bulk diffusivity or the effective Knudsen diffusivity, both 
normalized by Db, for Kn approaching, respectively, 0 or ∞ [51]. 

As a final remark, tracers are generated in the central portion of the packing, far 
from both the top and the bottom of the domain. In fact, the collision of tracers with 
upper and lower domain boundaries may affect the calculation of the mean–square 
displacement. In order to further reduce this phenomenon, domains with a square 
base and a height to side length ratio equal to three are used in this study. 
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7.2.2.2 Tortuosity factor 

When dealing with porous media, the tortuosity factor τ is typically used to 
characterize the diffusion process within the pores. The tortuosity factor is defined 
as the square of the tortuosity [59]. 

Zalc et al. [50] demonstrated that, if properly calculated, the tortuosity factor is a 
purely geometric parameter, function of the pore microstructure only. As a 
consequence, the tortuosity factor depends neither on the diffusion regime (i.e., 
independent of Knudsen number) nor on the gaseous species. This happens if the 
proper mean pore size dpore is used to calculate the Knudsen number, as discussed in 
Section 7.2.3. 

According to Zalc et al. [50], in this study the tortuosity factor is calculated as 
follows: 

eff
gg

DKn
~

1

1 γφ
τ

+
=  (7.5) 

where the normalized effective diffusivity defined Eq. (7.4) is used. It is worth 

noting that while effD
~

 depends on the Knudsen number, Eq. (7.5) allows τ to be 

independent of the Knudsen regime. 

The tortuosity factor characterizes both ordinary and Knudsen diffusion. The 
tortuosity factor rules also the pressure–driven viscous flow through the porous 
media [59], taking part in the calculation of the permeability as discussed in Section 
7.3.3. 

7.2.2.3 Effective electric conductivity in solid phases 

The random walk approach described in Section 7.2.2.1 is also used to determine 
the effective electric conductivity of the solid phases. 

A tracer (e.g., an electron or an ion) is generated within a percolating particle of 
the considered solid phase J. The tracer is randomly moved within the phase, 
following an elastic reflection law when it collides with the external surface of a 
particle or with the plane separating the particle from another particle belonging to a 
different solid phase. The collision of tracers with upper and lower domain 
boundaries are avoided by generating them in the central portion of the domain, 
which has a height to side length ratio equal to three. 

An equivalent Knudsen number Kneq is used to calculate the free path, similarly to 
what described in Section 7.2.2.1 for the gas phase. The equivalent Knudsen number 
is defined as the ratio between the mean free path and the mean particle diameter 

Jd . The equivalent Knudsen number is an input parameter to be set. To simulate a 
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bulk diffusion regime a small value of Kneq (e.g., Kneq ≤ 10–2) must be used, since 
Knudsen diffusion of charged species in solid phase is not physically realistic. 

The normalized effective conductivity eff
Jσ~ , which is the ratio of the effective and 

the bulk conductivity of the considered solid phase J, is calculated similarly to Eq. 
(7.4) as follows: 

sdKn

R

J
eq

JJeff
J 2

~
2 γφ

σ =  (7.6) 

where φJ and γJ  represent, respectively, the volume fraction and the percolation 

fraction of phase J. The normalized effective conductivity characterizes the 
conduction of charged species within the considered phase and it is a function of the 
microstructure only. 

7.2.3 Pore size characterization 

The mean pore size dpore, required for the estimation of the Knudsen number and 
the effective diffusivity (see Section 7.2.2.1), cannot be directly derived from the 
packing algorithm. 

Several methods have been employed to determine the pore characteristic length, 
such as the sphere growth [30,60] and the chord length method [61]. The mean pore 
size must capture the statistics of the length distribution between particle external 
surfaces and the nature of the redirecting collisions in Knudsen regime, while be 
independent of the gas diffusion regime [50]. Derjaguin [62] proposed an approach, 
later extended by Levitz [63], to determine the mean pore size as: 














−= β

2

2

2 l

l
ld pore  (7.7) 

where l  and 2l  represent, respectively, the number–averaged chord length and 

the mean–square chord length. In this study, the chords are numerically computed 
selecting a random point on the surface of a particle, choosing a random trajectory 
and evaluating the distance required to touch another particle. 

The β factor captures the nature of redirecting collisions and is defined as [50]: 

∑
∞

=

−=
1

cos
m

mϑβ  (7.8) 
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where mϑcos  is the average cosine of the angles between trajectory segments 

separated by m collisions with particles. In this study, the sum in Eq. (7.8) is 
computed using the first 12 terms according to the suggestion of Zalc et al. [50]. 

In isotropic random packings of spheres, the chord length distribution is expected 

to be exponential [51,61,63], therefore the ratio 
22 2/ ll  becomes unity in Eq. 

(7.7). The β factor, which depends on the model of reflection on particle surface, is 

expected to approach 0 or 0.3077 for, respectively, elastic reflection or diffuse 
reflection (i.e., obeying the Knudsen cosine law) [50,51]. 

In this study, Eq. (7.7) is used to calculate the mean pore size. Eq. (7.7) has been 
shown to be the proper way to determine the pore characteristic length in random 

packings of spheres for porosity higher than 0.10, making the tortuosity factor τ 
independent of the diffusion transport regime [50,51]. 

7.2.4 Pore percolation 

The pore percolation fraction is the ratio between open porosity and total porosity. 
The open porosity provides a continuous path for gas molecules moving from the 
top to the bottom of the domain within the gas phase. The pore percolation fraction 
is thus related to the transport properties in gas phase (see Eqs. (7.4) and (7.5)).  

The pore percolation is determined by using a grid based technique [30]. The box 
domain is overlaid with a cartesian grid composed by cubic cells. Each cell is 
assigned to belong to the gas phase if more than half of its volume resides in a pore. 
The cell void fraction is calculated by uniformly distributing test points within the 
cell and calculating the number fraction of them which belong to the gas phase. 

The process produces a three–dimensional lattice of void cells representing the gas 
phase. The lattice is analyzed to identify the clusters of neighboring cells connected 
to each other through their faces, as similarly done for site percolation in simple 
cubic lattices [64–66]. The Hoshen–Kopelman labeling technique [67] is used in this 
study to identify the clusters of cells. Only the clusters spanning throughout the 
whole vertical direction of the packing are marked as percolating. The pore 

percolation fraction γg is defined as the number fraction of cells belonging to 
percolating clusters over the total number of void cells. 

7.2.5 TPB length 

The three–phase boundary (TPB) is the contact perimeter between two solid 
particles, belonging to different conducting phases (i.e., electron–conducting and 
ion–conducting), exposed to the gas phase. In SOFC electrodes, the TPB is the place 
where reaction occurs [14].  
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The generation algorithm (see Section 7.2.1), in addition to particle information, 
also provides the center coordinates, radius and orientation of the planes of 
intersection which separate each pair of overlapping particles. Since particles are 
spherical, these planes of intersection are circles, which may be crossed by other 
planes of intersection, especially for low porosities. The analytical calculation of the 
contact perimeter is possible provided that there is no more than a triple intersection 
of spheres in the same point [30,47]. Since an intersection of more than three 
particles cannot be excluded a priori, the TPB length calculation is performed by 
means of the technique described below. 

A test point is generated on the perimeter of the plane of intersection connecting 
two conducting particles. The test point is accounted for the TPB length calculation 
if it does not belong to a third particle. The procedure is repeated by moving the test 
point along the perimeter of the plane of intersection through a rotation around the 
normal axis of the plane. The effective perimeter exposed to the gas phase is equal 
to the number fraction of accepted test points times the perimeter length of the 
circle. The total TPB length is evaluated by repeating the procedure for all the planes 
of intersection. The connected TPB length is similarly calculated, by considering the 
planes of intersection connecting percolating particles only. 

It is noteworthy that the procedure described above does not take into account the 
pore percolation because, as discussed in Section 7.4.3.1, the gas phase is entirely 
connected in the range of porosity investigated in this study. 

7.3 Transport and reaction modeling 

7.3.1 General aspects and model assumptions 

Within an SOFC porous composite electrode, the electrochemical reaction 
between a gaseous species (e.g., oxygen in the cathode, hydrogen in the anode) and 
charged species in solid phase (i.e., electrons and oxygen ions) takes place in 
conjunction with transport of mass and charge. In this study, the transport and 
reaction modeling focuses on the cathode, although the same approach can be used 
for the anode. 

A schematic representation of the cathode is reported in Figure 7.1a for a planar 
cell configuration. The cathode is the composite layer between the electrolyte and 
the current collector. The electrolyte is a dense ion–conducting layer while the 
current collector is a porous layer which collects and uniformly distributes electrons 
coming from the external circuit [68]. The current collector is exposed to the gas 
channel, which supplies air to the electrode. Molecular oxygen permeates along the 
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x–coordinate to reach the cathode, wherein it is consumed. As a result, the oxygen 
partial pressure in the channel decreases along the z–coordinate. 

The reaction taking place within the cathode is the electrochemical reduction of 
molecular oxygen into oxygen ions by means of electrons, according to the 
following stoichiometry: 

−− →+ 2
)()()(2 24 ioelg OeO  (7.9) 

The reaction, apart from describing the molecular oxygen consumption, represents 
the conversion of the current from the electronic form into the ionic form. Charged 
species are transported by different conducting phases, namely by an electron–
conductor (el) and by an ion–conductor (io). Typical conducting materials are the 
strontium–doped lanthanum manganite (LSM) as electronic conductor and the 
yttria–stabilized zirconia (YSZ) as ionic conductor [14]. The reaction may take place 
at any TPB provided that all the three phases are percolating. 

The reacting system is described through mass conservation equations expressed 
for the three reaction participants and for nitrogen. Although the microstructural 
details are readily available from the microstructural modeling (see Section 7.2.1), 
the balance equations are not resolved in the reconstructed electrode. While recently 
different authors have incorporated transport and reaction phenomena within the 
reconstructed microstructure [69–72], in this study the transport and reaction model 
is developed by using the continuum approach, which describes the composite 
structure as a homogeneous continuum of the three involved phases [10,18,73]. The 
homogenization requires the use of effective transport and geometrical properties, 
which are evaluated according to Section 7.2. 

The following further assumptions are adopted: 

i. steady–state conditions; 

ii.  heat effects associated to Joule dissipation and reaction are considered 
negligible, resulting in uniform temperature in the whole electrode [12,74]; 

iii.  the morphological effective properties are assumed constant throughout the 
electrode volume; 

iv. only a cross section of the cathode along the length of the channel is modeled: 
this results in a 1D model in the axial coordinate x. Different degrees of oxygen 
consumption along the gas channel are accounted for by varying the oxygen 
partial pressure as boundary condition; 
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v. no mixed ionic–electronic conduction in the electron–conducting and ion–
conducting phases [12,18]; 

vi. the electrochemical reaction described in Eq. (7.9) is assumed to occur at the 
three–phase boundary, that is at the contact perimeter between percolating 
electron–conducting and ion–conducting particles exposed to the gas phase 
[12,75]; 

vii.  surface diffusion is not accounted for in the evaluation of molar fluxes since it is 
broadly accepted that surface transport phenomena are limited within the 
proximity of the TPB region [18,75], so that they can be included in the reaction 
mechanism [68,76]. 

7.3.2 Governing equations and boundary conditions 

The transport and reaction model consists of a set of partial–differential equations, 
representing the conservation of the three reacting species (i.e., molecular oxygen, 
electrons and oxygen ions) and of the inert gas. 

Considering steady–state conditions, the balance equations, on a molar basis, for 
electrons (e), oxygen ions (o), molecular oxygen (O) and nitrogen (I) result as 
follows: 

F

i

dx

dN c
TPBTPBe λ−=  (7.10) 

F

i

dx

dN c
TPBTPBo

2

λ=  (7.11) 

F

i

dx

dN c
TPBTPBO

4

λ−=  (7.12) 

0=
dx

dNI  (7.13) 

where Ni represents the molar flux of the species i and F the Faraday constant. 

The source terms in Eqs. (7.10–7.12) account for the production and consumption 
of the species as a consequence of the electrochemical reaction (Eq. (7.9)) at the 

TPBs. The term c
TPBTPBi λ  represents the current exchanged per unit of electrode 

volume, which is positive when molecular oxygen is consumed in the reaction. This 
term is the product of the current density per unit of TPB length iTPB and the 

connected TPB length per unit volume c
TPBλ . While the latter is a morphological 

parameter, function of the microstructure only and evaluated according to Section 
7.2.5, iTPB represents the reaction rate, as discussed in Section 7.3.5. 
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The set of balance equations Eqs. (7.10–7.13) is coupled with the following 
boundary conditions (refer also to Figure 7.1a): 

x = 0  (current collector interface) 
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At the current collector interface, the oxygen ion flux is set to 0 because the 
current collector is a purely electron–conducting material. The inlet electron flux 
corresponds to the total current density Ic. Both pressure P and oxygen molar 
fraction yO are set equal to the gas stream conditions within the gas channel. In fact, 
due to its high porosity, the current collector does not offer significant resistance to 
mass transport and can be neglected [77]. 

At the electrolyte interface (Lc is the cathode thickness), gaseous fluxes are null as 
well as the electron flux, since the electrolyte is a dense ion–conducting layer. On 
the other hand, the outlet oxygen ion flux accounts for the total current density. 
Since the absolute electric potential of a phase is determined up to an additive 
constant [18], the electric potential of the ion–conducting phase Vio is set at 0 V at 
the electrolyte interface as reference point [12]. For consistency, for every applied 
current density, the electric potential of the electron–conducting phase Vel at x = 0 

equals the absolute value of overall cathode overpotential ηc. Note that the cathode 
overpotential is the main performance index since it encompasses the resistances 
involved in all the processes occurring within the electrode, such as reaction (i.e., 
charge transfer at the TPB), mass transport and charge transport. 

According to the sign convention used in Eq. (7.14), a positive current density Ic 
corresponds to molecular oxygen consumption, that is, to conversion of electrons 
into oxygen ions. 

It is noteworthy that the transport and reaction model here presented has been 
extensively validated with experimental data in a previous chapter of this thesis [77]. 
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7.3.3 Gas transport 

In this study, mass transport within the pores is described according to the dusty–
gas model [78,79]. Such a model comprises convection and both ordinary and 
Knudsen diffusion. Suwanwarangkul et al. [20] found that the dusty–gas model is 
more accurate to predict mass transport in SOFC electrodes than the extended Fick 
model and the Stefan–Maxwell model. 

Due to the high temperature and relatively low pressure used in SOFC 
applications, ideal gas behavior is assumed. According to the dusty–gas model, 
molar fluxes of gaseous species are calculated as a function of pressure and oxygen 
molar fraction as follows: 
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where ℜ  is the ideal gas constant and T the absolute temperature. 

Effective diffusion coefficients in Eq. (7.15) are calculated by correcting for open 
porosity and tortuosity factor as follows [51]: 

IO
ggeff

IO DD −− =
τ
γφ

 (7.16) 
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where Mi is the molecular weight of species i. eff
IOD −  and eff

iKD ,  represent the effective 

diffusivity in the limit of, respectively, bulk ordinary diffusion (i.e., 0→Kn ) and 

Knudsen diffusion (i.e., ∞→Kn ). According to Section 7.2.2.2, the same tortuosity 

factor is used to correct both ordinary and Knudsen effective diffusivities, 
differently from what suggested by other authors [80–83]. The binary diffusion 
coefficient DO–I in Eq. (7.16) is calculated by using the Fuller correlation [84] while 

the dynamic viscosity µ in Eq. (7.15) according to the Herning and Zipperer method 
[84]. 

The permeability coefficient B in Eq. (7.15) is calculated as [78,79]: 

32

2
poregg d
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=  (7.18) 
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In this study, the mean pore size dpore is proposed to be used as the characteristic 
length to describe also the permeability of the media. Note that dpore was defined in 
Section 7.2.3 to make the tortuosity factor independent of the Knudsen number. 
Even though in principle the use of dpore to calculate the permeability cannot be 
theoretically justified, comparison of simulation results with experimental data in 
Section 7.4.3.3 suggests that Eq. (7.18) provides a good estimation of the 
permeability. 

7.3.4 Charge transport 

The transport of charged species, that is, electrons and oxygen ions, in their 
respective conducting phases is assumed to follow the Ohm's law [10,18,85]: 
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In Eqs. (7.19) and (7.20), eff
elσ  and eff

ioσ  represent, respectively, the effective 

electric conductivity of the electron–conducting and ion–conducting phases. 
Effective conductivities are calculated by multiplying the bulk conductivity of the 
pure material by the normalized effective conductivity, which is evaluated according 
to Eq. (7.6). 

The flux of oxygen ions should be more realistically depicted as the flux of 
oxygen vacancies [14], which depends on the gradient of both electric potential 
(migration) and oxygen vacancy concentration (diffusion). However, the oxygen 
vacancy concentration is high in ion–conducting materials used in SOFCs. The 
oxygen vacancy concentration can be considered as a constant during charge transfer 
processes, making negligible the diffusive component of the flux of oxygen ions 
[12,18]. 

7.3.5 Electrochemical kinetics 

The reaction given in Eq. (7.9) represents the global stoichiometry of the 
molecular oxygen electrochemical reduction. A complex kinetic scheme, involving 
several elementary reaction steps and intermediates, is expected. Several efforts 
have been made to elucidate the reaction pathway of oxygen reduction in SOFC 
composite cathodes [76,86–88]. A comprehensive review can be found in Adler 
[14], who, however, concludes that there is not general agreement about the reaction 
mechanism. 
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A detailed reaction mechanism of Eq. (7.9) is not required for the purposes of this 
study, a global macro–kinetics is enough. In the literature, several global expressions 
for the electrochemical oxygen reduction have been proposed [21,85,89,90]. Such 
kinetic expressions are tailored for the materials used in this study, that is, LSM and 
YSZ. In this study, two expressions are selected, reported by Kenney and Karan [68] 
and by Nam and Jeon [11], and summarized in Table 7.1. These kinetic expressions 
were experimentally obtained by, respectively, van Heuveln and Bouwmeester [76] 
and Radhakrishnan et al. [88], who performed measurements in model electrode 
configurations over a wide range of temperature, overpotential and oxygen partial 
pressure. 

Table 7.1 – Global kinetic expressions for molecular oxygen reduction (Eq. (7.9)). The first 
expression is taken from Kenney and Karan [68], the second one from Nam and Jeon [11]. 

Expression Parameters 
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In Table 7.1, PO represents the oxygen partial pressure (i.e., PO = yOP), η the 

overpotential, ζ the apparent oxygen reaction order, Ea the activation energy, αa and 

αa the transfer coefficients. The expressions are written in the direction of molecular 
oxygen consumption (i.e., iTPB > 0) for positive overpotential. 

For both the expressions, the activation overpotential η accounts for the potential 
drop between electron–conducting and ion–conducting phases as follows [18]: 
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The leftmost term in the right side of Eq. (7.21) represents the equilibrium potential 

step, which depends on gas phase concentration. OC
OP  represents the oxygen partial 

pressure in the channel corresponding to the open–circuit conditions. 

The dependence of the current density on oxygen partial pressure and 
overpotential is formally different for the two expressions in Table 7.1. However, 
they predict similar results, which are fairly in agreement with our previous studies 
[77,91]. Further details on the equivalence of the two kinetic expressions are given 
in Section 7.5.1. 

7.4 Microstructural modeling results 

7.4.1 Verification of the mean–square displacement method 

on periodic structures 

The random walk simulation method (RW) described in Section 7.2.2 was applied 
to evaluate the effective diffusivity and conductivity in a periodic lattice in order to 
assess its numerical verification. As a comparison, a finite element method (FEM) 
was used, solving the Fick law equation within the corresponding computational 
domain (i.e., gas phase or solid phase). In FEM simulations, the effective properties 
(diffusivity and conductivity) were evaluated as the ratio between the flux calculated 
in the lattice of the conducting phase (i.e., gas phase for diffusivity calculations, 
solid phase for conductivity calculations) and the flux calculated in an equivalent 
continuum domain constituted by the conducting phase only. 

A unit cell of a body–centered cubic lattice (BCC) was used as reference. The 

lattice porosity was reduced from 32.08/31 ≈−= πφg , corresponding to rigid 

particles, by increasing the contact angle among the particles, that is, by uniformly 
increasing their radius. FEM results were obtained by refining the grid until mesh–
independent results were reached. In RW simulations, 5000 tracers were used, 
traveling for a total distance s equal to 20000 times the domain length, which 
corresponded in average to an effective displacement equal to 2–4 times the particle 
diameter. In order to be consistent with the FEM, which simulated a bulk diffusion, 
an imposed Knudsen number of 10–3 was used in RW simulations for both gas and 
solid phases. 

Numerical results are shown in Figure 7.2 as a function of porosity. As the 
porosity decreases, the effective gas diffusivity decreases while the effective solid 
conductivity increases. The latter behavior is consistent with the results obtained by 
Siu and Lee [92]. 
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Figure 7.2 – Effective gas diffusivity and solid conductivity in a BCC lattice as a function of 

porosity: lines represent FEM results while marks numerical results of the mean–square 

displacement method. 

The good agreement between the two series of results points out that the mean–
square displacement method accurately evaluates the effective properties in both gas 
and solid phases. 

7.4.2 Random packings investigated 

Random packings of particles were numerically constructed by using the packing 
algorithm described in Section 7.2.1. Although the algorithm can simulate packings 
with the desired size distribution, in this study monosized particles were used to 
obtain general behaviors rather than distribution–specific results and because 
experimental data for validation are available in the literature for monosized random 
packings of spheres. Binary mixtures of electron–conducting and ion–conducting 

particles were simulated with equal solid volume fraction, that is, ψel = ψio = 0.50. 
This composition, used experimentally by several research groups [25,27,93], was 
chosen because it maximizes the TPB length when particles of the same size are 
used [30,94]. 

The desired packing porosity was reached by tailoring the contact angle. Figure 
7.3 shows the relationship between the porosity and the contact angle: as the contact 
angle increases, the porosity decreases. The range of porosity investigated in this 
study falls between 0.10 and 0.40, except for Section 7.4.3.1, where porosities below 
0.10 are also analyzed. 
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Figure 7.3 – Relationship between porosity and contact angle for simulated random 

packings of monosized spherical particles. 

Regarding the computational domain, unless otherwise specified, a box domain 
with a square base and a height to side length ratio equal to three was used (see 
Section 7.2.2.1). The base side length was equal to 16 times the particle diameter, so 
that the generated packings were representative samples of the electrode 
microstructure [26,30,51,95]. 

Due to the randomness of the structure generation, numerical results were 
averaged on 5 structures. Different authors [30,51] used a larger number of samples 
(e.g., 20). However, in this study the relative standard deviations obtained by 
averaging results on 5 structures were generally below 2%, which was accepted as a 
reasonable precision if compared with possible errors introduced by model 
assumptions and simplifications. Due to the small standard deviation of numerical 
results, error bars are not displayed in the figures reported in Section 7.4, because 
smaller than the size of the markers. 

7.4.3 Gas phase effective properties 

7.4.3.1 Gas phase connectivity 

The pore percolation was evaluated by using the grid based method described in 
Section 7.2.4. The domain was overlaid with cubic cells with a side length in the 
order of 0.02–0.10 times the mean pore size. This grid resolution enabled the 
accurate calculation of the pore percolation in the whole range of porosity 
investigated. In fact, as a comparison, the porosity calculated by summing up the 
volumes of the void cells differed from the packing porosity, estimated with the 
Monte Carlo method (see Section 7.2.1), by less than 0.4%. In order to limit the 
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computational time and the memory requirements, smaller packings of particles 
were used in this section, corresponding to cubic domains with side length equal to 
10 times the particle diameter. 

Figure 7.4 shows the pore percolation fraction γg as a function of porosity in 
packings of monosized spherical particles. In the range of porosity 0.10–0.40 the 
percolation fraction is constantly equal to 1, which means that the gas phase is 

entirely connected. Below φg = 0.10 the pore percolation fraction sharply decreases 

and the gas phase becomes not percolating for porosities below 0.04: φg = 0.04 
corresponds to the gas phase percolation threshold, value consistent with Zalc et al. 
[50] results. 

The fact that the pore percolation fraction γg is equal to 1 within the range of 

porosity investigated in this study, i.e., φg = 0.10–0.40, simplified the calculation of 
effective properties. The random walk simulation applied to the gas phase could be 
performed by placing tracers in any point within the gas phase, due to the absence of 
closed pores. Similarly, the calculation of the TPB length was performed without 
accounting for the pore percolation, as described in Section 7.2.5. 
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Figure 7.4 – Pore percolation fraction as a function of porosity in monosized random 

packings of spherical particles. 

7.4.3.2 Effective diffusivity and tortuosity factor 

The effective diffusivity and tortuosity factor in gas phase were determined by 
applying the mean–square displacement method described in Sections 7.2.2.1 and 
7.2.2.2. In the random walk simulations, 20000 tracers were used, traveling for an 
effective displacement equal in average to 6 particle diameters, which corresponded 

to 19–43 times the mean pore size for, respectively, φg = 0.40 and φg = 0.10. As 
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discussed in Section 7.2.2.2, the tortuosity factor is independent of the Knudsen 
number. Therefore, in simulations the Knudsen number was arbitrarily set to 10–2, 
representing a bulk diffusion regime. 

The tortuosity factor as a function of porosity is shown in Figure 7.5 with solid 
marks. Numerical results obtained by Zalc et al. [50] are also reported, who used a 
mean–square displacement method applied to numerically generated packings 
similar to those simulated in this study. Figure 7.5 also reports experimental data 
obtained by Currie [96], who measured the effective diffusivity in random packings 
of monosized rigid glass spheres. 
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Figure 7.5 – Tortuosity factor as a function of porosity in monosized random packings of 

spheres. Numerical results obtained in this study through the random walk simulation are 

reported with solid marks. Circles represent the numerical results obtained by Zalc et al. 

[50] on generated random packings of spheres. Experimental data of packings of rigid glass 

spheres by Currie [96] are marked with squares. 

The tortuosity factor increases monotonically as the porosity decreases, in 

particular more sharply for φg < 0.20. The increase in the tortuosity factor 

contributes to reduce the factor φgγg/τ, which appears as a correction term for both 

effective diffusivity and permeability in Eqs. (7.16–7.18). While φgγg/τ = 0.27 for 

porosity equal to 0.40, the ratio falls down to 0.0167 for φg = 0.10, which 
approximately corresponds to a second order power–law behavior, in agreement 
with Berson et al. [51] results. 

Figure 7.5 shows that the results obtained in this study are consistent with those 
produced by Zalc et al. [50]. The comparison with experimental values [96] is 
satisfactory as well, even though limited to a small range of porosity close to the 
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rigid packing limit. A broader comparison with experimental data is given in Section 
7.4.3.3 regarding the permeability coefficient. 

7.4.3.3 Mean pore size and permeability 

The mean pore size was evaluated according to Section 7.2.3. It is the 
characteristic length used to calculate the Knudsen number (see Eq. (7.1)) and takes 
part in the determination of the permeability according to Eq. (7.18).  

In this study, 5·105 chords were used to calculate the number–averaged and mean–

square chord length in Eq. (7.7). The β factor in Eq. (7.8) was averaged on a 
minimum of 3·107 particle collisions, according to Zalc et al. [50] suggestion. 

Since the mean pore size scales with the particle diameter [94] and the 
permeability with the square of particle diameter [97], dpore and B are normalized as 
follows: 

part

pore
pore d

d
d =~  (7.22) 

2

~

partd

B
B =  (7.23) 

The normalization makes the two variables independent of the particle size, giving 
more generality to the results. 

Figure 7.6 reports the normalized mean pore size and the normalized permeability 
as a function of porosity. dpore and B can be extracted for any specific case by 
multiplying the normalized values by the specific particle size. Experimental data of 
normalized permeability, measured by Bosl et al. [97] in beds of sintered glass beads 
with negligible Knudsen effects, are also reported. 

According to Figure 7.6, the mean pore size increases as the porosity increases. 
The permeability increases with porosity as well, but the dependence is stronger, 

corresponding to a power law 3.3~
gB φ≈ . 

Experimental data of normalized permeability evaluated by Bosl et al. [97] are in 
very good agreement with numerical results obtained in this study. This means that 
the mean pore size, calculated according to Eq. (7.7), is also the characteristic pore 
dimension to describe the pressure–driven viscous flow, as proposed in Section 
7.3.3. Secondarily, this gives sound indications that both the tortuosity factor and 
mean pore size were correctly predicted by the microstructural models, since the 

permeability is a function of both dpore and τ according to Eq. (7.18). 
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Figure 7.6 – Normalized mean pore size (void marks, leftmost axis) and normalized 

permeability (solid marks, rightmost axis) as a function of porosity in monosized random 

packings of spheres. Experimental values of normalized permeability of sintered glass beads 

obtained by Bosl et al. [97] are reported with squares. 

7.4.4 Solid phase effective properties 

7.4.4.1 Solid phase connectivity 

The percolation fraction of electron–conducting and ion–conducting phases were 
evaluated through the knowledge of the nearest neighbors of each particle, which 
made possible to identify the percolating clusters (see Section 7.2.1). Since 
monosized binary mixtures with equal composition were investigated (see Section 
7.4.2), the percolation fraction of the electron–conducting phase was equal to that of 

the ion–conducting phase, i.e., γel = γio. 

Simulations showed that as the porosity decreases from 0.40 to 0.10, the 
percolation fraction of conducting particles increases from 0.972 to 0.997. This is a 
consequence of the larger number of contacts per particle provided by the increase in 
the contact angle as shown previously in this thesis [40]. Even in the limit of rigid 

spheres (i.e., φg approaching 0.42), the percolation fraction is high, even though not 
as high as that of the gas phase (see Section 7.4.3.1). 

7.4.4.2 Effective conductivity 

The normalized effective conductivity of the solid phases were determined by 
applying the mean–square displacement method described in Section 7.2.2.3, 
calculated according to Eq. (7.6). The number of tracers used in the simulations was 
20000, traveling for an effective displacement equal in average to 10 particle 
diameters. An equivalent Knudsen number of 10–2 was set, corresponding to a bulk 
diffusion regime. 
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Figure 7.7 shows the normalized effective conductivity evaluated in mono–
component and binary random packings as a function of porosity. In the second 
case, since both particle size and composition of electron–conducting and ion–
conducting phases were identical, the normalized effective conductivities of both the 
phases are equal. Figure 7.7 also reports the normalized effective electric 
conductivity of mono–component packings of sintered spherical powders, made of 
stainless steel or copper, measured by Koh and Fortini [98]. 

0.01

0.10

1.00

0.10 0.15 0.20 0.25 0.30 0.35 0.40
φ g

ψ J  = 0.50

ψ J  = 1.00

σJe
ff

~

 

Figure 7.7 – Normalized effective conductivity as a function of porosity in mono–component 

and binary packings of spheres. Experimental data on mono–component random packings 

obtained by Koh and Fortini [98] are represented with squares. 

For both ψJ = 1.00 and ψJ = 0.50, the normalized effective electric conductivity 
decreases as the porosity increases. This behavior is mainly attributed to the 
decrease in the contact angle among the particles, according to Figure 7.3. In fact, 

the normalized effective conductivity for both ψJ = 1.00 and ψJ = 0.50 falls down to 
zero as the porosity approaches the value corresponding to rigid particles. This 
behavior is analogous of that reported in Figure 7.2 for the BCC lattice, where the 
decrease in conductivity with porosity is essentially due to the smaller contact angle 
[92,99]. Obviously, in random packings also the tortuosity of conducting paths may 
vary with the porosity, as well as multiple parallel paths can be activated as particles 
make more contacts each other, as highlighted by the increase in the percolation 
fraction described in Section 7.4.4.1. 

As recently pointed out by Sanyal et al. [31], the contact angle must be taken into 
account in the evaluation of the effective conductivity in random packings. As a 
consequence, semi–empirical correlations, in which the contact angle is not 
explicitly taken into account, usually do not provide accurate predictions [31,73]. 
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The considerations exposed above are supported by the good agreement between 
simulation results and experimental data [98] for mono–component sintered 
packings presented in Figure 7.7. In addition, simulation results are fairly in 
agreement with numerical results obtained by Choi et al. [100] for monosized 
packings of sintered spheres at different solid volume fractions. 

The satisfactory agreement with experimental data reached for effective properties 
in both gas and solid phases (see Figures 7.6 and 7.7) points out that the structures 
generated in this study were representative of real random packings of particles. 

7.4.5 TPB length 

The total and connected TPB lengths in numerically generated packings were 
evaluated according to the technique described in Section 7.2.5. Both total and 
connected TPB lengths were referred per unit volume and normalized with the 
particle diameter. The normalization considers that the TPB length per unit volume 
scales with the inverse of the square of the particle size [26,94,101]. The normalized 
lengths result as follows: 

2~
part

x
TPB

x
TPB d⋅= λλ  (x = c, t) (7.24) 

In Figure 7.8, normalized total and connected TPB lengths are reported as a 

function of porosity. Note that t
TPB

c
TPB λλ ~~ <  since the former accounts for the 

percolation fractions of electron–conducting and ion–conducting phases, which are 
both smaller than 1 as discussed in Section 7.4.4.1. However, the gap between total 
and connected TPB lengths decreases as the porosity decreases. 
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Figure 7.8 – Normalized TPB length per unit volume as a function of porosity in binary 

mixtures of monosized spheres with same volume composition. 
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As the porosity decreases, the TPB length increases. This behavior is reasonable 
because the TPB length per unit volume is proportional to: i) the number of particles 
per unit volume, ii) the number of contacts between electron–conducting and ion–
conducting particles, and iii) the sine of the contact angle [94]. Simulations revealed 
that all these quantities increase as the porosity decreases. While the first two 
variables were found to increase almost linearly as the porosity decreases, the sine of 

the contact angle behaves differently. The relationship between ( )θsin  and porosity 

can be extracted from Figure 7.3. The dependence of ( )θsin  on porosity was found 

to be responsible of the decrease in the slope (in absolute value) of the TPB length 

for φg < 0.15, as reported in Figure 7.8. 

7.5 Transport and reaction model results 

7.5.1 Model input parameters 

The transport and reaction model described in Section 7.3 was applied to simulate 
porous composite cathodes in a broad range of porosity and particle size. 

The conducting materials used in the simulations were strontium–doped 
lanthanum manganite (LSM) as electronic conductor and yttria–stabilized zirconia 
(YSZ) as ion–conducting phase. These materials are commonly used in SOFC 
composite cathodes, their transport and catalytic properties have been extensively 
studied [14,88,93]. 

Table 7.2 summarizes the main model parameters and operating conditions used in 
this study, which are typical for SOFC composite cathodes. For example, the 
composition used in the study is the same adopted by Barbucci et al. [93], that is 
similar to that used at Forschungszentrum Jülich [25] and at the Risø National 
Laboratory [27]. The ranges of particle size and porosity investigated comprise the 
design parameters used in several studies, for example Tsai and Barnett [24] used 

particle size equal to 0.28–0.97µm and porosity equal to 0.22–0.40, Haanappel et al. 

[25] used particle size equal to about 0.5µm while Barbucci et al. [93] used particle 

size equal to 0.3µm and porosity equal to about 0.4. Simulations were performed at 
800°C and with an applied current density of 4000A·m–2. These values were chosen 
in the range of typical working conditions in the current state–of–the–art SOFCs 
[102–106]. Different oxygen molar fractions in gas channel were tested to simulate 
different degrees of oxygen consumption along the gas channel. However, the open–

circuit conditions were kept fixed with 21.0=OC
OP  bar. 
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Table 7.2 – Model parameters and operating conditions. 

Parameter Value 

Working conditions  
Temperature T 800°C 
Channel pressure Pch 1.0bar 

Channel oxygen molar fraction ch
Oy  0.10–0.21 

Applied current density Ic 4000A·m–2 
Materials  
Electron–conducting phase el LSM 

Bulk electric conductivity at 800°C σel 3.01·104S·m–1 [11] 

Ion–conducting phase io YSZ 

Bulk ionic conductivity at 800°C σio 2.26S·m–1 [11] 

Microstructural parameters  
Particle diameter dpart 0.05–1.0µm 

Porosity φg 0.10–0.40 

Solid volume fraction of electron–conducting phase ψel 0.50 

 

The electric properties of LSM and YSZ were taken from Nam and Jeon [11], 
physical properties of the gas phase from Todd and Young [84]. Microstructural 
parameters, such as the mean pore size or the connected TPB length, were calculated 
from the results obtained in Section 7.4. 

Two global kinetic expressions (see Table 7.1) were considered in the simulations. 
In the full range of conditions investigated, the relative difference between the 
predicted values of cathode overpotential, evaluated according to the two 
expressions, was less than 10% as a maximum. The relative difference was in 
average smaller than 5%, even less for conditions governed by mass transport 
limitations, which are of primary interest in this study. Therefore, both the 
expressions are equivalent, since they predict similar results in the range of 
conditions investigated. In the remainder of this work, only numerical results 
obtained by using the Kenney and Karan [68] kinetic expression are presented. 

7.5.2 Cathode overpotential versus thickness 

The thickness is one of the key geometrical parameters which affect the electrode 
performance [10,23,107]. As the thickness increases, the number of reaction sites 
increases. On the other hand, molecular oxygen, electrons and oxygen ions have to 
cover a longer distance to reach/leave the reaction sites. While a larger number of 
reaction sites lead to a reduction in cathode overpotential, the ohmic drops and the 
concentration gradients in gas phase increase in thicker electrodes. A minimum of 
cathode overpotential is expected, corresponding to the optimal thickness. This 
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feature has already been analyzed in the literature, even though without an accurate 
microstructural modeling [10,90]. 

Figure 7.9 shows the cathode overpotential as a function of thickness, for different 
porosities, as a result of simulations. In Figure 7.9a, the particle size is equal to 

1.0µm, in Figure 7.9b to 0.1µm. In both cases, the oxygen partial pressure in the gas 
channel was set to 0.21bar. 
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Figure 7.9 – Cathode overpotential as a function of thickness for different porosities: a) 

particle size equal to 1.0µm, b) particle size equal to 0.1µm. In both the simulations, 

cathodes with equal volume fractions of LSM and YSZ were considered, the temperature was 

set to 800°C, the applied current density to 4000A·m–2, the oxygen partial pressure in the 

channel to 0.21bar. 

a) 

b) 
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Figure 7.9 shows that, given the porosity and the particle size, the electrode 
overpotential exhibits a minimum as a function of thickness as expected. Taking as 
an example Figure 7.9a, the increase in cathode overpotential with thickness beyond 
the minimum condition is rather small. Such an increase is mainly due to the 
additional resistance to gas transport offered by an electrode thicker than the 
optimum one. Indeed, the slope of the curves increase as the porosity decreases, as 
highlighted in Figure 7.9b. 

This behavior is confirmed in Figure 7.10, which reports the current exchanged 

per unit volume as a function of the normalized axial coordinate cLxx /~ =  for three 

electrode thicknesses. The current exchanged per unit volume is equal to the product 
c
TPBTPBi λ  and is related to the reaction rate per unit volume. Figure 7.10 shows that 

the reaction does not take place uniformly within the thickness but mainly occurs 
near the electrode–electrolyte interface (i.e., 1~ =x ), especially for thick electrodes. 

Therefore, molecular oxygen must permeate throughout the whole electrode 
thickness to reach the reaction zone. This phenomenon led to the increase in cathode 
overpotential for thick electrodes as described above. 
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Figure 7.10 – Distribution of the current exchanged per unit volume as a function of the 

normalized axial coordinate for three electrode thicknesses. The conditions used in the 

simulation are reported in Table 7.2 with particle size equal to 0.5µm, porosity equal to 0.20 

and oxygen partial pressure in the channel equal to 0.21bar. 

7.5.3 Effect of porosity and particle size 

According to Figure 7.9, as the porosity decreases, the minimum of cathode 

overpotential ηc decreases. On the other hand, for electrodes thicker than the optimal 
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thickness, the decrease in porosity may lead to a sharp increase in overpotential (see 
especially Figure 7.9b). 

This behavior is explained by considering the double effect of a reduction in 
porosity on microstructural properties: i) effective conductivities and TPB length 
increase (see Sections 7.4.4.2 and 7.4.5), but ii) the effective diffusivity, the mean 
pore size and the permeability decrease (see Sections 7.4.3.2 and 7.4.3.3). The 

increase in c
TPBλ , eff

elσ  and eff
ioσ  contributes to reduce the cathode overpotential, 

because a larger density of reaction sites are available and charge transport 
properties are enhanced. On the other hand, the reduction of transport properties in 
gas phase limits the supply of molecular oxygen, leading to an increase in cathode 
overpotential. The first phenomenon is dominant when the thickness is small and 
close to the optimal condition, the second one becomes significant when the 
thickness is larger. 

The reduction in particle size has a similar effect on the cathode overpotential of 
that described for porosity. However, both effective electric conductivities and 
tortuosity factor do not depend on particle size. 

These considerations explain why the optimal thickness generally decreases as the 
porosity and the particle size decrease (see the dotted lines in Figure 7.9). In the 
optimal conditions there are no significant mass transfer limitations, therefore the 
optimal thickness is ruled by the density of TPBs and by the effective electric 
conductivities. Since they increase with decreasing porosity and particle size, the 

optimal thickness decreases as φg and dpart decrease. 

According to Section 7.4.3.3, as the porosity and the particle size decrease, the 
mean pore size decreases. As dpore decreases, the diffusion regime passes from the 
continuum to the Knudsen regime, where Knudsen diffusion dominates on ordinary 
diffusion. The oxygen Knudsen diffusivity is smaller than the ordinary diffusivity: 

for the conditions simulated in this study, the ratio eff
IO

eff
OK DD −/,  is equal to 0.405 

when KnO = 1. Since 1
, / −

− ∝ O
eff

IO
eff

OK KnDD  and, according to Eq. (7.1), 1−∝ Opore Knd , 

it results that the ratio pore
eff

IO
eff

OK dDD ∝−/, . As dpore decreases, as a consequence of a 

reduction in porosity or in particle size, the diffusion of molecular oxygen slows 

down dramatically. Thus, the sharp increase in cathode overpotential for φg = 0.10 
and 0.15 in the rightmost part of Figure 7.9b is due to the reduction in the mean pore 
size, leading to the transition of gas transport from continuum to Knudsen regime. 
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7.5.4 Minimum cathode overpotential 

In an SOFC electrode, the efficiency of energy conversion is maximized when the 
overpotential is reduced as low as possible. The minimum overpotential corresponds 
to the optimal electrode thickness, which depends on porosity and particle size as 
discussed in the previous section. 

According to Figure 7.9b, the optimal electrode can be rather thin when small 
particles are used. Depending on the fabrication technique adopted, thicknesses of 

the order of 1–2µm are difficult to realize. While very efficient electrodes can be 
theoretically predicted, technological limitations must be considered for their 
fabrication. According to the current state–of–the–art, considering the most common 
fabrication techniques and the flatness requirements [108], the minimum thickness 

achievable is in the order of 5µm [109]. 

Figure 7.11 shows the minimum cathode overpotential as a function of particle 
size for different porosities. The minimum overpotential was calculated for the 

optimal thickness if larger than 5µm, otherwise the overall overpotential 

corresponding to a 5µm thick cathode was considered. Figure 7.11a reports the 
simulation results assuming an oxygen partial pressure in the gas channel of 0.21bar, 
Figure 7.11b assuming 0.10bar. 

Looking at the rightmost part of Figure 7.11a, the minimum cathode overpotential 
monotonically decreases as the particle size and the porosity decrease. This behavior 
is consistent with the results described in Section 7.5.3. On the other hand, the 

leftmost region of the figure shows a different behavior: while for φg = 0.20–0.40 the 

cathode overpotential decreases as the particle size decreases, for φg = 0.10–0.15 an 
opposite trend is highlighted. The increase in the minimum cathode overpotential for 
small porosities and particle sizes is due to the mass transport limitations, 
corresponding to the Knudsen transport regime as discussed in Section 7.5.3. 

Similar conclusions can be drawn regarding Figure 7.11b, corresponding to a 
lower oxygen partial pressure in the feed. The increase in cathode overpotential for 

small particle sizes when φg = 0.10–0.15 is even larger. This behavior is reasonable 
since mass transfer limitations are expected to be higher in this operating condition. 
Furthermore, given the porosity and the particle size, the minimum cathode 

overpotential is in average 0.03V larger than the corresponding value for ch
OP  = 

0.21bar. Such a difference is in part due to the equilibrium potential step in Eq. 
(7.21), which arises when an oxygen partial pressure smaller than the open–circuit 
condition is fed to the electrode. 



 Transport and reaction model results 

195 
 

0.00

0.05

0.10

0.15

0.20

0.25

0.0 0.1 0.2 0.3 0.4 0.5
dpart  [µm]

η 
cm

in
 [

V
]

φ g   

0.10      
0.15      
0.20      
0.25      
0.30      
0.35      
0.40

Optimal thickness5µm limit

P O  = 0.21barch

 

0.00

0.05

0.10

0.15

0.20

0.25

0.0 0.1 0.2 0.3 0.4 0.5
dpart  [µm]

η 
cm

in
 [

V
]

φ g   

0.10      
0.15      
0.20      
0.25      
0.30      
0.35      
0.40

Optimal thickness5µm limit

P O  = 0.10barch

 

Figure 7.11 – Minimum cathode overpotential as a function of particle size for different 

porosities. The minimum corresponds to the optimal thickness if larger than 5µm, otherwise 

the overall overpotential at 5µm was considered. Cathodes with equal volume fractions of 

LSM and YSZ were considered, the temperature was set to 800°C, the applied current 

density to 4000A·m–2. The oxygen partial pressure in the channel was a) 0.21bar, b) 0.10bar. 

7.5.5 Final considerations and suggestions for design 

The simulation results shown in the previous sections make possible to draw 
conclusions about the optimal electrode design, in particular about conditions which 
should be avoided. 

Figure 7.11 suggests to avoid particles smaller than 0.2µm. In fact, according to 
Section 7.5.3, Knudsen effects may arise, leading to detrimental mass transfer 
limitations. 

a) 

b) 
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The porosity should be reduced as low as possible. In fact, according to Figures 
7.4 and 7.9b, mass transfer limitations arise only for very small porosities and for 
thicknesses far beyond the optimal thickness. The lower porosity limit is in the order 
of 0.20. Smaller porosities could not guarantee a significant increase in performance 
and may even lead to a higher cathode overpotential. 

These recommendations hold also for electrodes thinner than 5µm. According to 

Figure 7.9b, for φg < 0.20 and dpart < 0.2µm, the cathode overpotential sharply 
increases for thicknesses higher than the optimal condition. This strong sensitivity to 
geometrical and morphological parameters should be avoided. In case of adopting 
bi–layer cathodes, with a functional layer composed of smaller particles at the 

electrolyte interface [110], the thickness of such a layer should not exceed 2µm 
according to Figure 7.9b. 

Considering the lower limits of porosity and particle size suggested by the 

analysis, equal respectively to 0.20 and 0.2µm, for an oxygen partial pressure of 
0.21bar and a current density of 4000A·m–2 the minimum cathode overpotential is 
equal to about 0.03V (Figure 7.9a), which corresponds to a cathode resistance of 

7.5·10–6Ω·m2. In the same operating conditions, the cathodes prepared by Barbucci 
et al. [93], our experimental benchmark, having a porosity of about 0.4 and a particle 

size of 0.3µm, showed a minimum cathode overpotential of 0.105V. Therefore, the 
optimization of the microstructure can allow the reduction of the overall electrode 
overpotential by a factor 3.5. In addition, the optimized microstructure shows a 
performance slightly better than the typical range of cathode resistance considered 

for SOFC applications, equal to 10·10–6–40·10–6Ω·m2 [111]. 

The considerations expressed above are drawn looking at the electrode efficiency 
only. Other requirements are also important, such as the life of the component, the 
fabrication cost, the reproducibility. Technological issues, such as grain growth 
during the sintering process or operation [112–114], may force to use a particle size 
bigger than the lower limit suggested in this study. As a consequence, provided the 
validity of the models, the performance predicted in this study may be considered as 
the best that a real electrode may reach. 

7.6 Conclusions 
This study presented a modeling framework for the calculation of effective 

transport and reaction properties for SOFC composite electrodes. The effective 
properties were used in a transport and reaction model to study the electrode 
performance as a function of morphological and geometrical characteristics. No 
fitted or empirical parameters were used in this modeling framework. 
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The effect of porosity and particle size on microstructural properties was 
addressed. Predicted results were compared with independent experimental data, 
highlighting a satisfactory agreement for both gas phase and solid phase properties. 
Predicted values of tortuosity factor, permeability, mean pore size, phase 
connectivity, effective conductivity and TPB length per unit volume were reported 
in dimensionless form to be used in a broader and general context. 

The transport and reaction model was used to evaluate the performance of porous 
composite SOFC cathodes. Typical operating conditions (temperature equal to 
800°C, current density equal to 4000A·m–2) and conducting materials (LSM and 
YSZ) were chosen to perform the simulations. The model predicted a minimum of 
electrode overpotential as a function of thickness revealing that, in the range of 
porosity and particle size investigated, the increase in overpotential beyond the 
optimal thickness was due to gas transport limitations. Model results showed that 
these limitations became more significant as both porosity and particle size 
decreased. This behavior was related to the transition of gas diffusion from 
continuum to Knudsen regime, which negatively affected the electrode efficiency. 
This result held also for different oxygen partial pressures. 

From a numerical study on the optimal conditions as a function of porosity and 
particle size, it was found that porosity lower than 0.20 and particle size smaller than 

0.2µm should be avoided in cathode design. Furthermore, if a functional layer was 
inserted near the electrolyte interface, its thickness is proposed to be smaller than 

2µm. These design indications are tailored for the specific conducting materials 
considered in the study, therefore appreciable discrepancies may result when using 
materials having different electrochemical properties. 

The broad capability of the presented modeling approach makes it attractive for 
the study of every reacting porous media. The models can be used to support 
experimental analyses, especially if coupled with other reconstruction techniques 
[33,34], or as a design tool. For SOFC applications, the model could be extended to 
study the functional degradation due to particle coarsening and grain agglomeration 
in both cathode and anode [114,115]. 

Future research will further investigate the correlation between microstructural 
properties and electrochemical performance. The effects of specific particle size 
distributions on effective properties and electrode efficiency will be addressed, as 
well as novel and unconventional architectures such as functionally graded and 
engineered electrodes. 
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Nomenclature 
Glossary 

B permeability [m2] 

B
~

 normalized permeability 

Jd  mean particle diameter of phase J (J = el, io) [m] 

dpart particle diameter [m] 
dpore mean pore size [m] 

pored
~

 normalized mean pore size 

Db bulk diffusivity [m2·s–1] 
Deff effective diffusivity [m2·s–1] 

effD
~

 normalized effective diffusivity 
DK,i Knudsen diffusivity of species i (i = O, I) [m2·s–1] 

eff
iKD ,  effective Knudsen diffusivity of species i (i = O, I) [m2·s–1] 

DO–I binary diffusion coefficient of O–I gas mixture [m2·s–1] 
eff

IOD −  effective binary diffusion coefficient of O–I gas mixture [m2·s–1] 

Ea activation energy [J·mol–1] 
F Faraday constant [C·mol–1] 
i0 exchange current per unit of TPB length [A·m–1] 
iTPB current density per unit of TPB length [A·m–1] 
Ic current density per unit of electrode area [A·m–2] 
Kn Knudsen number (for gas phase) 
Kneq equivalent Knudsen number (for solid phase) 

l  number–averaged chord length [m] 

2l  mean–square chord length [m2] 

Lc electrode thickness [m] 
Mi molecular weight of species i (i = O, I) [kg·mol–1] 
Ni molar flux of species i (i = e, o, O, I) [mol·m–2·s–1] 
P pressure [Pa] 
PO oxygen partial pressure [Pa] 

ℜ  ideal gas constant [J·mol–1·K–1] 
2R  mean–square displacement of tracers [m2] 

s total traveled distance covered by a tracer [m] 
T temperature [K] 
v mean molecular velocity [m·s–1] 
VJ electric potential of conducting phase J (J = el, io) [V] 
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x axial electrode coordinate [m] 
x~  normalized axial electrode coordinate 

yi molar fraction of species i (i = O, I) 

αa transfer coefficient (anodic) 

αc transfer coefficient (cathodic) 

β factor defined in Eq. (7.8) 

γJ percolation fraction of phase J (J = g, el, io) 

δ mean free path [m] 

ζ reaction order of molecular oxygen 

η overpotential [V] 

ηc  overall electrode overpotential [V] 

ηc
min  minimum overall electrode overpotential [V] 

θ contact angle [°] 
c
TPBλ  connected TPB length per unit volume [m–2] 

c
TPBλ~  normalized connected TPB length per unit volume 

t
TPBλ  total TPB length per unit volume [m–2] 

t
TPBλ~  normalized total TPB length per unit volume 

µ gas dynamic viscosity [kg·m–1·s–1] 
eff
Jσ  effective electric conductivity of phase J (J = el, io) [S·m–1] 

eff
Jσ~  normalized effective electric conductivity of phase J (J = el, io) 

τ tortuosity factor 

φJ volume fraction of phase J (J = g, el, io) 

ψJ solid volume fraction of phase J (J = el, io) 

 
Superscripts 

ch gas conditions within gas channel 
OC open–circuit conditions 
ref reference conditions 
 
Subscripts 
e electrons 
el electron–conducting phase 
g gas phase 
io ion–conducting phase 
I inert gas (e.g., nitrogen) 
o oxygen ions 
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O molecular oxygen 
 
Abbreviations 
BCC body–centered cubic 
FEM finite element method 
LSM strontium–doped lanthanum manganite 
RW random walk 
YSZ yttria–stabilized zirconia 
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Chapter 8 

 

Integrated Microstructural–

Electrochemical Modeling of SOFC 

Cells  

This Chapter presents an integrated microstructural–electrochemical model for 
cells in a SOFC stack. The microstructure of the electrodes (both functional layers 
and current collectors) is numerically reconstructed to evaluate the effective 
properties. The electrochemical model, applied in the whole cell and in the feeding 
channels, allows the prediction of the current–voltage behavior. The study focuses 
on anode–supported SOFCs produced by the Forschungszentrum Jülich. 

The study shows that: 

i. the integrated model allows a from–powder–to–power approach, validated by 
the good agreement with experimental data without any fitted parameter; 

ii.  the model allows the physical interpretation of the cell behavior revealing the 
contribution of each microscopic process in the macroscopic performance; 

iii.  practical design indications can be obtained by running the model. 

 

This Chapter was adapted from the paper "Electrochemical simulation of planar 
solid oxide fuel cells with detailed microstructural modeling" by A. Bertei, J. 
Mertens and C. Nicolella, submitted to Electrochimica Acta in December 2013. 
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Abstract 
A quasi–two–dimensional physically–based model for the description of transport 

and reaction in planar solid oxide fuel cells (SOFCs) is presented in this study. 
Electrochemistry and transport phenomena in the cell are locally described in 2D 

using mass conservation equations and well–established global electrokinetics, 
coupled with the 1D representation of gas channels in both co–flow and counter–

flow configurations. The key feature of the model consists in the numerical 
reconstruction, through packing algorithms, of the three–dimensional 

microstructure of each porous layer for an accurate evaluation of the effective 
properties. Coupling of a detailed microstructural modeling into the cell–level 

electrochemical model allows the prediction of the polarization behavior from the 
knowledge of operating conditions and powder characteristics, thus eliminating the 

need for empirical correlations and adjusted parameters, which is typically the weak 
point of existing cell–level models. The framework is used for the simulation of a 

short stack of anode–supported cells with LSM–based cathode and 1.5mm thick 
anode support, developed and tested by Forschungszentrum Jülich. The effective 

properties of each layer are calculated and compared with available experimental 
data. A good agreement is also reached when comparing simulated and 

experimental polarization curves under different operating conditions without fitting 
any parameter. Simulations show that at 800°C the activation resistance in the 

cathode functional layer is the main contribution to the cell overpotential. In 
addition, the model suggests that gas concentration effects at the anode play an 

important role on the global electrochemical response. The study shows that 
quantitative predictions can be obtained using this integrated approach, making it 

an attractive tool to assist the SOFC development. 

8.1 Introduction 
Solid oxide fuel cells (SOFCs) are energy conversion devices which offer clear 

advantages if compared with conventional power systems, such as low emission of 
pollutants [1], high efficiency [2] and fuel flexibility [3], making them attractive for 
use in both stationary and mobile applications [4]. Recent advances in 
manufacturing techniques and improvements in cell lifetime have led this 
technology close to be launched on the market [5–7]. 

SOFC development is currently assisted by modeling and simulation techniques 
[8], which help researchers to understand the complex interactions between 
electrochemical phenomena and material properties over different length scales [9]. 
In particular, much efforts have been done to model the electrochemical behavior of 
cells within a stack [10,11]. Cell–level models describe the chemical and 
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electrochemical phenomena occurring within an SOFC, with the goal to relate the 
global cell response (e.g., the cell current–voltage characteristic) to the microscopic 
processes occurring within the cell components, such as the transport of reactants 
and products within the pores of the electrodes and the local kinetic electrochemical 
phenomena. This allows researchers to interpret the experimental results and to 
predict the system performance. 

Several cell–level models have been developed in the past. Aguiar et al. [12] 
proposed a dynamic model for anode–supported SOFCs, consisting of mass and 
energy balances applied on the fuel and air channels. Zhu et al. [11] and 
Janardhanan and Deutschmann [13] adopted a continuum approach based on local 
balance equations in the membrane–electrode assembly, focusing on the elementary 
kinetics of internal reforming. A similar approach was adopted by Bessler et al. [14], 
who presented a physically–based modeling framework for the description of 
kinetics and transport of species over different length scales. Specific studies were 
performed by Pramuanjaroenkij et al. [15], who investigated the effect of the 
electrolyte thickness on the cell current–voltage characteristic, and by Andersson et 
al. [16], who considered the electrochemical reactions spread on the active three–
phase boundaries within the electrode volume in order to identify the extension of 
the reaction zones. 

In all the models mentioned above, the microstructure of porous electrodes was 
represented with less detail than chemical and electrochemical phenomena, so that 
effective properties, such as the tortuosity of the gas phase or the effective electric 
conductivity, were evaluated with simplified percolation models or empirical 
correlations [17,18] if not treated as fitting parameters to match experimental results 
[8]. In this way, unrealistic values could be assumed or the properties could be not 
representative of the microstructure corresponding to the sample characteristics, 
eventually nullifying the efforts made in the description of complex electrochemical 
phenomena [19]. In fact, particle–based models [20] and even simple percolation 
models [17] suggest that the cell global electrochemical performance is significantly 
affected by microstructural characteristics [21], as also supported by experimental 
evidences [22–24]. Therefore, an integrated approach, which incorporates a detailed 
microstructural description of electrodes, can represent an improvement in the cell–
level modeling, as shown for electrodes in button cell configuration in Chapter 7. 

In this context, models in which transport and reaction equations are solved within 
an electrode microstructure reconstructed with tomographic techniques [25–27] 
satisfy the need for a detailed morphological description. However, this method is 
not predictive since existing samples are required. Moreover, to date the 
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computational effort is too high to implement such an approach for a whole cell 
within a stack. 

In this study, a mechanistic quasi–2D cell–level model incorporating a detailed 
microstructural description of porous composite electrodes is presented. The 
microstructure of the electrodes is numerically reconstructed in three dimensions 
with packing algorithms, providing the effective properties needed by the 
electrochemical cell–level model with reduced or no adjustable or fitted 
morphological parameters. The framework, although general in its description, is 
applied to study the anode–supported planar cells produced by the 
Forschungszentrum Jülich in F–design, with LSM–YSZ cathode and Ni–YSZ 
anode, which are among the most efficient, reliable and well–characterized cells 
produced nowadays [28]. 

The study is organized as follows. In Section 8.2 the modeling approach is 
presented, describing both the microstructural model and the electrochemical model. 
Results from the microstructural modeling are discussed in Section 8.3 while in 
Section 8.4 the electrochemical results are reported. General conclusions are 
summarized in Section 8.5. 

8.2 Modeling 
Figure 8.1 represents a generic planar anode–supported cell, composed of an 

anode supporting layer, an anode functional layer, an electrolyte, a cathode 
functional layer and a cathode current collector. Figure 8.1 also shows the gas 
channels at both sides of the cell, which provide hydrogen and oxygen to the anodic 
and cathodic compartments, respectively. 

During cell operation, hydrogen and oxygen are consumed along the channel 
length to take part to the electrochemical reactions occurring within the electrodes. 
Perpendicularly to the gas flow in the channels, hydrogen and oxygen permeate 
through the porous structures of the anode and the cathode, respectively, to react as 
follows: 

−− +→+ )()(2
2

)()(2 2 elagiog eOHOH  (8.1) 

−− →+ 2
)()()(2 22

1
ioelcg OeO  (8.2) 

Note that in Eqs. (8.1) and (8.2) composite electrodes are assumed: mixed ionic–
electronic conductors are not considered in this study. 
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Figure 8.1 – Representation of the cell geometry modeled in this study, with the cathodic side 

represented at the top and the anodic side at the bottom. The dimensions of gas channels and 

interconnect ribs are indicated. The thickness of the five cell layers is not to scale for 

visualization purposes. 

In composite electrodes, both the anodic and cathodic electrochemical reactions 
are supposed to occur in the proximity of the three–phase boundary (TPB) among 
the porous phase, the electron–conducting phase and the ion–conducting phase 
[29,30]. The TPB sites are spread in the volume of the cathode and anode functional 
layers. Oxygen ions are produced at the cathode and transported, through the 
electrolyte, towards the anode, wherein they are consumed. Electrons, flowing in the 
external circuit from the anode to the cathode, reach/leave the TPB sites passing 
through the interconnect ribs and the electronic paths within the cathode current 
collector and the anode supporting layer. In a planar cell the current globally flows 
perpendicularly to the gas flow in the channels. 

Focusing on cell compartments, while the electrolyte is a dense layer of a ion–
conducting ceramic material such as yttria–stabilized zirconia (YSZ) [31], the other 
four layers are porous in order to allow the transport of gas species. The cathode and 
anode functional layers are composite layers, made of an ion–conducting phase (the 
same of the electrolyte) and an electron–conducting phase, typically nickel at the 
anode [32,33] and strontium–doped lanthanum manganite (LSM) at the cathode 
[30,34]. The particles of the electron–conducting and ion–conducting materials are 
randomly mixed and sintered to extend the TPB length [3,29,30]. 

In an anode–supported SOFC, the anode supporting layer has the main aim to 
mechanically support the cell while providing high electric conductivity and gas 
permeability [33,35]. The materials are the same of the anode functional layer in 
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order to ensure a small mismatch in the expansion coefficient [36], although higher 
porosity and coarser particles are typically adopted [37,38]. Similarly to the anode 
supporting layer, the cathode current collector is characterized by high permeability 
and electric conductivity, serving as gas and current distributor to the cathode 
functional layer [24,39], but its thickness is significantly lower than that of the 
anode supporting layer. 

The cell configuration described above has been the standard design (F–design) 
adopted by the Forschungszentrum Jülich as a benchmark for testing purposes and 
stationary applications in the last ten years [40,41]. The same design is considered in 
the model presented in the following Sections. 

8.2.1 Microstructural modeling 

The goal of the microstructural model is the evaluation of the morphological 
properties of the electrodes starting from the powder characteristics. It consists of a 
packing algorithm to numerically reconstruct the microstructure of the electrodes in 
three dimensions (Section 8.2.1.1) and a Monte Carlo method to evaluate the 
effective properties (Section 8.2.1.2). The resulting effective properties are used as 
input parameters in the electrochemical model. 

8.2.1.1 Structure generation 

According to the description provided in Section 8.2, the electrodes can be fairly 
represented as random packings of overlapping spherical particles, as also assumed 
by several modeling studies [17,20,42–45]. Virtual samples of electrode 
microstructures are generated through a packing algorithm known as drop–and–roll 
algorithm [46,47]. Only a brief description of the method is summarized in this 
Section, as full details of the implementation and algorithm validation are reported 
in previous Chapters [19,48]. 

The algorithm mimics the deposition of spherical particles within a box of 
specified dimensions by sequentially dropping spheres from a random location at the 
top of the domain. Each falling particle rolls over one or two already placed particles 
without inertia or friction until a stable position on the top of three particles or on the 
floor is reached. The procedure is repeated by dropping new particles until the 
domain is completely filled. For binary mixtures, the type and size of each incoming 
particle are selected before dropping the sphere according to a weighted probability 
corresponding to the electrode composition. In order to extinguish wall and floor 
effects, periodic boundary conditions are applied in the horizontal directions while a 
layer of six particle diameters is removed from the top and the bottom of the domain 
[46,49]. 
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The densification introduced by the sintering process is simulated by partly 
overlapping the particles. The degree of particle overlap is tailored through the 
definition of a maximum angle of contact among the particles, kept constant 
throughout the structure during the packing generation [48]. However, the sintering 
process can also lead to produce electrodes with large porosity (say, greater than 
40%, as in the cathode of the present study) when pore–formers and other organic 
additives are added to the powders before the electrode deposition [50,51]. Pore–
formers are represented in the algorithm as spherical particles, dropped during the 
packing generation, which eventually vanish leaving holes in the final structure 
[42,43,52]. After the disappearance of pore–former particles the algorithm also 
checks if the structure is mechanically stable, that is, if there are not unstable 
particles [48]. In all the structures generated in this study the stability criterion is 
met. The angle of contact and the pore–former volume fraction contribute to 
determine the packing porosity: lowering the angle of contact while increasing the 
amount of pore–formers lead to increase the electrode porosity as discussed in 
previous Chapters [19,48]. 

A particular characteristic of the anode microstructure is represented by the 
morphological modifications introduced by the reduction of nickel oxide into nickel. 
Ni–YSZ cermet anodes are usually prepared by mixing the YSZ powder with a 
precursor of nickel, such as nickel oxide, reduced to nickel upon exposure to fuel 
gases [33,37,38]. The same procedure is mimicked by the algorithm: first the 'green' 
anode microstructure is generated by sequentially dropping NiO and YSZ particles, 
then NiO particles are shrunk, keeping fixed their center coordinates, by a factor 
which accounts for both the mass and density change related to the reduction to 
nickel. The resulting structure is considered as representative of the anode 
microstructure. 

Although the algorithm presents some features specifically tailored for the 
conducting materials considered in this study, it is sufficiently general to 
numerically reconstruct the microstructure of the porous layers, composite or not, 
adopted in SOFCs, independently of the material, particle size and porosity. 

8.2.1.2 Structure analysis 

The numerically reconstructed electrodes generated with the packing algorithm 
described in Section 8.2.1.1 are analyzed to obtain the effective transport and 
geometrical properties of interest. Only a brief summary of the methods employed 
are reported here, more details can be found in the previous Chapter of this thesis. 

The effective transport properties, such as the gas phase effective diffusivity and 
the effective electric conductivity, are evaluated in each reconstructed layer through 



Chapter 8 - Integrated Microstructural–Electrochemical Modeling of SOFC Cells 

216 
 

a Monte Carlo random–walk method [53,54]. For the calculation of the effective gas 
diffusivity, thousands of tracers are generated within the pores, wherein they move 
following a Brownian motion. At each movement each tracer moves of the free path, 
chosen from an exponential probability distribution centered on the mean free path. 
When a tracer hits a particle, it is reflected on the particle surface according to the 
Knudsen cosine law [55]. As soon as the tracer has covered a prescribed distance, 
the displacement between the initial and final tracer positions is measured. The 
effective diffusivity is evaluated from the mean square displacements of thousands 
of tracers by applying the Einstein equation [56]. In addition, the tortuosity factor of 
the gas phase can be easily derived from the ratio between porosity and effective 
diffusivity [53]. The same approach is adopted to calculate the effective electric 
conductivity of the electron–conducting and ion–conducting phases, but in such a 
case tracers randomly move within percolating particles of each conducting phase. 
In addition, an elastic reflection law is used when tracers hit the particle external 
surface or the boundary with particles of different phase [19]. 

Other geometrical properties can be extracted from the reconstructed layers. The 
pore size distribution is determined through the chord length method, that is, by 
randomly drawing chords in the pore space among solid particles [54]. According to 
Zalc et al. [53], the mean pore size is calculated from the number–averaged chord 
length corrected by the statistics of the chord distribution and the nature of the tracer 
redirecting collisions. 

In composite layers, such as the anode and cathode functional layers, the TPB 
length is calculated as the contact perimeter between electron–conducting and ion–
conducting particles [20,52]. The computation is performed by generating test points 
on the perimeter of the plane of intersection connecting two particles of different 
type. The test point, representative of a fraction of the perimeter length, is accounted 
for the TPB calculation if it does not belong to a third particle. The procedure is 
repeated for all the pairs of contacting particles of different type. In particular, only 
the TPB length generated by percolating electron–conducting and ion–conducting 
particles is considered since only the connected TPB is potentially active for the 
electrochemical reactions [30,52]. 

The methods described above allow an accurate and coherent prediction of all the 
effective properties required by the electrochemical model, which is presented in the 
following Section. 

8.2.2 Electrochemical modeling 

The electrochemical model describes the transport and reaction of species in the 
cell and feeding channels through conservation equations. Although some 
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researchers solve mass and charge balances directly in the three–dimensional 
reconstructed electrodes [25–27], in this study the conservation equations are written 
adopting the continuum approach [57,58] in order to minimize the computational 
cost. In the continuum approach the porous nature of the electrodes is described as a 
homogeneous continuum, with particle–level detail represented through effective 
properties, assumed uniform within each layer and evaluated using the 
microstructural model described in Section 8.2.1. 

The whole three–dimensional structure of the stack, as depicted in Figure 8.1, is 
not represented in the electrochemical model: only a 2D slice of a cell along the 
length L, representative of the repeating unit of the SOFC system [15,16], is 
considered. Furthermore, the gas flow in the channels is modeled in one dimension 
because, due to their small height and width, the transversal phenomena are usually 
negligible if compared with the transport along the longitudinal direction [14,59]. 
The resulting computational domain of the electrochemical model is schematized in 
Figure 8.2. Although the reduction of the problem from a three–dimensional to a 
quasi–two–dimensional one does not allow the model to capture some details, such 
as the uneven distribution of gases and current under the ribs [39,60], this 
simplification represents a reasonable compromise to substantially reduce the 
computational cost while considering the main characteristic phenomena occurring 
in the system. 
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Figure 8.2 – Schematic representation of the computational domain used in this study: 2D 

for the cell, 1D for the gas channels (counter–flow configuration). The thickness of each 

layer in the cell is indicated, as well as the coupling of boundary conditions at the cell–

channel interfaces. 
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The electrochemical model consists of a set of mass and charge balance equations 
describing the transport and reaction phenomena occurring within the cell and the 
channels. For the purposes of this study, steady–state conditions are considered. In 
addition, uniform temperature is assumed throughout the cell due to the small size of 
the stack investigated, as experimentally verified by Bertoldi et al. [61], whose set 
up is considered in this study as discussed in Section 8.4. 

The conservation equations for the reacting species within the cell and the 
channels are reported, respectively, in Sections 8.2.2.1 and 8.2.2.2, while Section 
8.2.2.3 provides the boundary conditions needed to couple the cell to the channels. 

8.2.2.1 Transport and reaction in the cell 

Within the cell, hydrogen is consumed at the anode side according to Eq. (8.1) 
while, at the cathode, molecular oxygen is converted into oxygen ions as in Eq. 
(8.2). Since composite electrodes are considered, both the reactions are assumed to 
occur at the TPBs of electron–conducting and ion–conducting particles spread in the 
functional layers [16,29,57]. In this Section, the balance equations for anode, 
electrolyte and cathode are presented. 

The set of equations Eqs. (8.3a–8.6a) represents the mass and charge balances for 
the species participating to hydrogen oxidation (Eq. (8.1)) in the anode, which are 
hydrogen (H2), gaseous water (H2O), electrons (e) and oxygen ions (O). The 
corresponding molar fluxes are reported in Eqs. (8.3b–8.6b). 
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The equations are written for the anode functional layer (superscript af), although 
the same equations hold also for anode supporting layer (change the superscripts 
with as). 

The terms in the right side of Eqs. (8.3a–8.6a) account for the consumption and 

production of species at the TPB according to Eq. (8.1). The term af
TPBλ  represents 

the TPB length per unit volume, evaluated as described in Section 8.2.1.2, while ia is 
the current density per unit of TPB length, whose kinetic expression is discussed at 
the end of this Section. A positive current density is considered when hydrogen is 
consumed and water is produced. 

The transport of charged species, Eqs. (8.5b–8.6b), is assumed to follow the 
Ohm's law [14,17,57]. Effective conductivities for both electron–conducting and 
ion–conducting phases are considered by multiplying the bulk conductivity of pure 
materials by the normalized conductivity factors, evaluated according to Section 
8.2.1.2. Note that no mixed ionic–electronic conduction is considered, as commonly 
accepted for the couple of materials (i.e., Ni and YSZ) considered in this study 
[17,29,57]. 

The molar fluxes of gas species within the pores, Eqs. (8.3b–8.4b), are calculated 
using the dusty–gas model [62–64] as a function of pressure and hydrogen molar 
fraction. The dusty–gas model takes into account both diffusion (both ordinary and 
Knudsen diffusion) and convection. Ideal gas behavior is assumed for both hydrogen 
and water according to the high temperature and relatively low pressure [59]. 
Effective diffusion coefficients are calculated correcting for the porosity and 
tortuosity factor of the gas phase as follows: 
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where the binary diffusion coefficient is evaluated using the Fuller correlation [65]. 
The permeability coefficient Baf is calculated as [19]: 
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where the mean pore size is evaluated according to Section 8.2.1.2. 

A similar approach is adopted at the cathode side, where balance equations for 
molecular oxygen (O2), nitrogen (N2), electrons (e) and oxygen ions (O) are 
considered according to the stoichiometry of the oxygen reduction reaction in Eq. 
(8.2). The set of balance equations, written for the cathode functional layer 
(superscript cf), is reported in Eqs. (8.10a–8.13a) as follows: 
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The terms on the right side of Eqs. (8.10a–8.13a) represent the source terms, 
which are positive when oxygen is consumed. This sign convention is coherent with 
the one used at the anode: positive current for both hydrogen and oxygen 
consumption. Similarly to what done for the anode, the transport of charged species 
(Eqs. (8.12b–8.13b)) follows the Ohm's law and the gas transport (Eqs. (8.10b–
8.11b)) is described by the dusty–gas model. In particular, Eqs. (8.7–8.9) are applied 
to evaluate the diffusion coefficients for oxygen and nitrogen as well as the 
permeability considering the effective properties of the cathode functional layer. 

The same set of balance and transport equations Eqs. (8.10–8.13) is considered 
also for the cathode current collector layer (change the superscript cf with cc), 
although with some simplifications. Indeed, the current collector is a porous layer of 
electron–conducting phase only [24,39,66,67], therefore the balance equation for 
oxygen ions in the ion–conducting phase (Eq. (8.13)) is not considered. In addition, 
no TPB is present, therefore all the source terms in the right sides of Eqs. (8.10a–
8.12a) are set to 0. 

The only phenomenon occurring in the electrolyte is the transport of oxygen ions 
and no reaction occurs within this layer. Therefore, the mass conservation equation 
for oxygen ions results as follows: 

0=⋅∇ OJ  (8.14a) 
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Note that, similarly to Eqs. (8.6b) and (8.13b), Eq. (8.14b) describes the charge 
transport in a dense medium according to the Ohm's law. 

The final considerations for the cell model regard the kinetic expressions for the 
evaluation of the current densities ia and ic for both the anode and the cathode. For 
the specific materials considered in this study, i.e., Ni and YSZ at the anode and 
LSM and YSZ at the cathode, detailed reaction mechanisms have been proposed in 
the past by several research groups, see for example Refs. [11,58,68–70] for 
hydrogen oxidation reaction and Refs. [30,71,72] for oxygen reduction reaction. 
However, for the purpose of this study, detailed electrochemical kinetics are not 
required. Instead, global reaction kinetics are used, which often work remarkably 
well in cell–level models [73]. 

The reaction rate of the hydrogen oxidation reaction at the cermet Ni–YSZ anode 
is assumed to follow the global expression proposed by Goodwin et al. [73], 
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reported in Eq. (8.15). Such an expression is the refinement of a reaction scheme 
proposed by the same group in previous studies [11,57], which is similar to the one 
used by De Boer [74] according to the authors. The reaction mechanism includes 
five elementary reactions and it is simplified to a global expression assuming the 
hydrogen spillover as the rate–determining step [11,73]. The global expression was 
satisfactorily validated with experimental data obtained in patterned electrodes by 
Mizusaki et al. [75], showing a good agreement especially for typical conditions of 
fuel cell operation [73]. 
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Going into the details, Eq. (8.15a) represents a modified Butler–Volmer 
expression, in which the current density depends on the anodic activation 

overpotential ηa. The activation overpotential, reported in Eq. (8.15c), accounts for 
the potential drop between ion–conducting and electron–conducting phase as well as 
the equilibrium potential step [14], which depends on the local gas concentration in 
comparison with the open–circuit conditions, equal to the inlet conditions in the fuel 
channel [76]. The exchange current density ia0 depends on the local oxygen and 

water partial pressures as in Eq. (8.15b), where *
HP 2 represents a reference pressure 

representative of the hydrogen adsorption/desorption equilibrium [11]. Note that the 
kinetic expression Eq. (8.15a) is written in the direction of positive current density 
(i.e., water production) for positive activation overpotential. 

A similar approach is used at the composite LSM–YSZ cathode for the description 
of the oxygen reduction reaction. The global kinetic expression proposed by Kenney 
and Karan [39] is used in this work, as summarized in Eq. (8.16). Such an 
expression comes from the mechanism proposed by van Heuveln and Bouwmeester 
[72], who performed measurements in patterned electrodes in a wide range of 
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experimental conditions. As discussed in the previous Chapter of this thesis [19], the 
kinetic expression in Eq. (8.16) generally agrees with the global kinetics proposed 
by Radhakrishnan et al. [71] as used by Nam and Jeon [18]. 
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Eq. (8.16a) represents a Butler–Volmer expression where the exchange current 
density depends on the local oxygen partial pressure (Eq. (8.16b)) while the 
activation overpotential (Eq. (8.16c)) comprises both the potential difference 
between conducting phases and the equilibrium potential step. The sign convention 
used in Eq. (8.16a) is coherent with the one used in Eq. (8.15a), that is, a positive 
activation overpotential leads to a positive current density representative of oxygen 
consumption. 

Therefore, both the kinetic expressions adopted in this study, Eqs. (8.15) and 
(8.16), come from the selection of reliable complete reaction schemes found in the 
literature reduced to global kinetics, derived and validated in patterned electrodes. 
Note that while the electrochemical model proposed in Eqs. (8.3–8.14) is generally 
valid for SOFCs with porous composite electrodes with no mixed ionic/electronic 
conduction, the kinetic expressions in Eqs. (8.15) and (8.16) are strictly valid for the 
couples of materials considered in this study, that is Ni–YSZ and LSM–YSZ. 

8.2.2.2 Transport in channels 

Within the fuel and air channels, gases are transported along the channel length 
and permeate transversely into the electrodes to participate to the electrochemical 
reactions. As already discussed in Section 8.2.2, channels are represented in one 
dimension because only the phenomena occurring along the longitudinal direction 
(x) are relevant. In particular, channels with rectangular cross–section are considered 
(see Figure 8.1). 

The conservation equations related to the anode channel are represented by the set 
of partial differential equations in Eqs. (8.17–8.19), comprising the conservation of 
mass, hydrogen and momentum as follows: 



Chapter 8 - Integrated Microstructural–Electrochemical Modeling of SOFC Cells 

224 
 

( )OH
cell

OHH
cell
H

aa

aaa MJMJ
hw

rw

dx

Jd
2222

~
++=  (8.17a) 

aaa vJ ρ=~  (8.17b) 

22
,2

~

H
cell
H

aa

aaaH MJ
hw

rw

dx

Jd +=  (8.18a) 

dx

yd
PeDyvJ H

a
a

aOHHHaaaH
22

2/22,2

~

210
1~~ ρδρ 







 +−=  (8.18b) 

( )
aw

aa

aaaa
aaa hw

hw

dx

dP

dx

dv
v

dx

d
,

2 2

3

4 τµρ +−−=






 −  (8.19) 

Both the conservation equations of mass and hydrogen, written on mass basis 
(note the ˜ over the fluxes), account for the local exchange of hydrogen and water 
with the cell on the right side of Eqs. (8.17a) and (8.18a). As discussed later in 

Section 8.2.2.3, cell
HJ 2  and cell

OHJ 2  represent the molar fluxes of hydrogen and water, 

respectively, coming out from the anode supporting layer (i.e., positive flux if 
oriented from the cell towards the channel). The term (wa+ra)/(waha) plays as a 
geometric correction term [14,59], which takes into account that while the hydrogen 

oxidation (and therefore the generation of the fluxes cell
HJ 2  and cell

OHJ 2 ) occurs in the 

whole cell width, anode channels occupy only a fraction wa/(wa+ra) of the cell width, 
as represented in Figure 8.1. 

The mass flux of hydrogen in Eq. (8.18b) takes into account both convection and 
diffusion, the latter sometimes erroneously neglected in cell–level models 
[11,12,77,78] as pointed out by Bessler and Gewies [59]. In addition to the Fick 
diffusion, Eq. (8.18b) accounts also for the Taylor–Aris axial dispersion [79,80] in 
rectangular ducts for laminar flow, where the Peclet number is calculated as follows 
[81]: 
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and the dimensionless factor δa, under the dilute mixture assumption, depends only 
on the ha/wa ratio as in Dutta et al. [81]. 

Eq. (8.19) represents the momentum equation for a compressible flow. Due to the 
small Reynolds numbers during normal operation, the gas flow is in laminar regime, 
as anticipated during the description of Eq. (8.18b). In these conditions, the shear–

stress factor at the wall τw,a on the right side of Eq. (8.19) can be calculated as [59]: 
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where the product between Reynolds number and friction factor (Ref)a is calculated 
as a function of the height over width ratio ha/wa and local wall Reynolds number 
according to Yuan et al. [82]. The wall Reynolds number Rew,a, reported in Eq. 
(8.22), represents the dimensionless injection velocity of water and hydrogen on the 
channel wall at the interface with the anode supporting layer. Note that the wall 
Reynolds number is different from the Reynolds number Rea, which describes the 
flow regime in the channel. 
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In Eq. (8.22), Dh,a represents the channel hydraulic diameter. The dynamic viscosity 

of the gas mixture µa in Eqs. (8.19), (8.21) and (8.22) is calculated with the Herning 
and Zipperer method according to the local gas composition [65]. 

The same approach is used for the conservation of mass, oxygen and momentum 
in the cathode channel. For the sake of completeness, the full set of conservation 
equations Eqs. (8.23–8.25) is reported below. The sign convention is for a co–flow 
configuration while equations for a counter–flow configuration can be obtained from 
Eqs. (8.23–8.25) by changing the sign of each term in a spatial derivative. The 

definitions of Peclet number Pec, shear–stress factor at the wall τw,c and wall 
Reynolds number Rew,c are not reported because they can be easily derived from 
Eqs. (8.20–8.22) by substituting the subscripts a, H2 and H2O with c, O2 and N2. 
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The set of equations Eqs. (8.17–8.25) reported above is sufficiently general to be 
applied for the description of one–dimensional gas flow in cathode and anode 



Chapter 8 - Integrated Microstructural–Electrochemical Modeling of SOFC Cells 

226 
 

channels, provided that the flow regime be laminar and the channel cross–section be 
rectangular as in Figure 8.1. 

8.2.2.3 Boundary conditions and performance indexes 

The transport and reaction models of cell (Section 8.2.2.1) and channels (Section 
8.2.2.2) are coupled through appropriate boundary conditions as schematically 
represented in Figure 8.2. 

The source terms in mass and species conservation equations in anode and cathode 
channels (Eqs. (8.17a–8.18a) and (8.23a–8.24a)) are linked to the gas molar fluxes 
calculated in the cell using the dusty–gas model as follows: 

nJJ H
cell
H ⋅= 22   and  nJJ OH

cell
OH ⋅= 22  (8.26a) 

nJJ O
cell
O ⋅= 22     and  nJJ N

cell
N ⋅= 22  (8.26b) 

Eq. (8.26a) is applied at the interface between anode supporting layer and anode 
channel (boundary VI), while Eq. (8.26b) is applied at the interface between cathode 
current collector and cathode channel (boundary I). In Eq. (8.26) n represents a 
normal versor oriented outwards (i.e., from the cell to the channel). 

From a mathematical point of view, gas fluxes at the boundary of the cell provide 
the source terms to be implemented in mass conservation equations in the channels, 
as represented by the arrows in Figure 8.2. On the other hand, at the electrode–
channel interfaces, the total pressure and the species molar fractions calculated in the 
channels provide the Dirichlet boundary conditions for the cell. In particular, the 
hydrogen and oxygen molar fraction at boundaries VI and I are required to match 
those in the anode and cathode channels, respectively. Note that no boundary–layer 
resistance to mass transfer between cell and channel is considered, indeed it can be 
proven that, due to the small height of the channels, the transversal diffusive flux of 
gas species is fast enough to supply the cell without creating significant molar 
fraction gradients along the channel height. 

Additional boundary conditions for the channels are the inlet conditions: pressure, 
hydrogen or oxygen molar fraction and velocity are specified. Open boundary 
conditions are implemented at the outlets. For the cell, no–flux conditions for 
electrons and gas species are applied at the electrode–electrolyte interfaces 
(boundaries III and IV) since the electrolyte is a dense ion–conducting layer. 
Similarly, no–flux conditions for oxygen ions are applied at boundaries VI and II 
(remember that the cathode current collector is insulating to ion transport). 

Since the absolute electric potential of a phase is determined up to an additive 
constant, the electric potential of the electron–conducting phase at boundary I is set 
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at zero as reference point, that is, Velc = 0V [14,57]. Note that model results are not 
affected by this reference choice. The cell potential Vcell is imposed as a boundary 
condition at the anode side (boundary VI). In particular, the electric potential of the 

electron–conducting phase at boundary VI is set as Vela = ηcell, where ηcell represents 
the cell overpotential, defined as follows: 

cellcell VOCV −=η  (8.27a) 
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In Eq. (8.27), the OCV represents the open–circuit voltage, calculated according to 
the Nernst law as in Eq. (8.27b) considering the gas inlet conditions and the standard 
electromotive force E° calculated at the operating temperature [2]. 

Note that, throughout the model, the electric potential Vela represents the real 
potential that could be measured with a voltmeter plus the OCV, which is consistent 

with the boundary condition Vela = ηcell. Therefore, Vela is a relative electric potential 

conveniently defined for modeling purposes so that Vela = ηcell = 0V at open circuit 
conditions. Similarly, the electric potential of the ion–conducting phase Vio is a 
relative potential that equals 0V at open circuit. These definitions of relative 
potentials Vela and Vio are consistently applied throughout the model, from the 
boundary condition in Eq. (8.27a) to the definitions of activation overpotentials in 
Eqs. (8.15c) and (8.16c). The use of relative potentials is particularly useful, if not 
necessary, because the absolute potential of the ion–conducting phase and the 
standard electromotive forces of reactions Eqs. (8.1) and (8.2) are inaccessible [14]. 
Mathematically, the use of reference potentials corresponds to shifting them by a 
constant reference [57], operation which has no impact on the model results [19,76]. 

The full set of Eqs. (8.3–8.25) is mathematically closed by the boundary 
conditions described above, therefore it can be numerically solved. Additional 
expressions for the evaluation of physical and electrochemical properties for the 
specific set of conducting materials and reactants used in this study are reported in 
Table 8.1. From the model solution, some important outputs and performance 
indexes can be easily calculated. The current density per unit of cell surface I is 

calculated from the integration of Li cf
TPBc /λ in the cathode functional layer. The fuel 

utilization factor can be calculated as the ratio of the hydrogen consumed in the cell 
over the hydrogen fed to the cell [2]. The oxygen utilization factor is similarly 
defined. Both these utilization factors can be calculated from the inlet and outlet 
fluxes in anode and cathode channels as follows: 
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Table 8.1 – Physical and electrochemical properties for the gas species (H2, H2O, O2, N2) 

and conducting materials (LSM, YSZ, Ni) used in this study. 

Parameter Value 

Physical properties gas phase  

µm (m = a,c) 

 

( )
( ) 5.0

21
5.0

11

5.0
221

5.0
111

1

1

ssss

ssssss

MyMy

MyMy

−+
−+ µµ

kg·m–1·s–1 [65] 







=

=
=

cmforNO

amforOHH
ss

2,2

2,2
, 21  

DH2,H2O ( ) 2000

/1/1

1.1312.6

0143.0 22
23/13/1

75.1
OHH

a

MM

P

T +

+

⋅
m2·s–1 [65] 

DO2,N2 ( ) 2000

/1/1

5.183.16

0143.0 22
23/13/1

75.1
NO

c

MM

P

T +

+

⋅
m2·s–1 [65] 

Physical properties solid phase  

σela (Ni) T⋅−⋅ 3.10651027.3 6  S·m–1 [18] 

σelc (LSM) ( ) TT //5.1082exp10855.8 7 −⋅  S·m–1 [18] 

σio (YSZ) ( )T/10300exp1034.3 4 −⋅  S·m–1 [18] 

Thermochemistry  

–∆H° (800°C) 248.266kJ·mol–1 [2] 

E° (800°C) 0.978V [2] 
Anode kinetics Eq. (8.15)  

ref
ai0  4.092·10–2A·m–1 [73] 

αa – βa 0.3 – 0.7 [73] 
act
aE  120kJ·mol–1 [57] 

ref
aT  700°C [73] 

Ades 5.59·1015s·m2
·mol–1 [11] 

Edes 88.12kJ·mol–1 [11] 

Γ 2.6·10–5mol·m–2 [11] 

γ0 0.01 [11] 

Cathode kinetics Eq. (8.16)  
ref
ci0  2.5·10–4A·m–1 [39] 

αc – βc 1.5 – 0.5 [39] 
act
cE  140kJ·mol–1 [39] 

ref
cT  945°C [39] 

ref
OP 2  0.21atm [39] 

ζ 0.375 [39] 
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The electrical efficiency ε is a measure of the electric energy produced by the cell 
compared with the heat that would be produced by burning the fuel, calculated as 
[2]: 

°∆−
=

H

FVU cellH 22ε  (8.29) 

where –∆H° is the lower heating value of hydrogen combustion. 

Another important parameter which characterizes the fuel cell operation is the air–
to–fuel ratio, which reflects the amount of oxidizer supplied to the system in relation 
to the amount stoichiometrically required [12]. In this study, a molar oxygen–to–
hydrogen ratio rO2/H2 is adopted, defined as follows: 

2

2

,2

,2
2/2 2 O

H

INHfuel

INOair
HO U

U

yF

yF
r ==  (8.30) 

where Fair and Ffuel represent, respectively, the molar flows of air and fuel (i.e., H2–
H2O mixture) fed to the SOFC stack. Due to the stoichiometry of the reactions 
represented in Eqs. (8.1) and (8.2), rO2/H2 > 0.5 represents a working condition with 
excess of oxygen while rO2/H2 < 0.5 a condition with deficiency of oxygen. 

8.2.3 Specific considerations on the cell investigated 

The integrated microstructural–electrochemical model presented in Sections 8.2.1 
and 8.2.2 is sufficiently general to be applied for simulating planar SOFCs with 
composite electrodes in both co–flow and counter–flow configurations. However, as 
already anticipated in the previous Sections, the model is specifically used in this 
study to analyze anode–supported cells produced by the Forschungszentrum Jülich 
in F–design, with LSM–YSZ cathode and Ni–YSZ anode. Therefore, some 
parameters as well as some model simplifications are tailored for the specific system 
under consideration. 

The morphological and geometrical input parameters are taken from the literature 
and reported in Tables 8.2 and 8.3, respectively. Due to lack of specific data and in 
order to simplify the analysis, only the mean diameters of the particle size 
distribution for each phase in each layer were considered, although the packing 
algorithm described in Section 8.2.1.1 can in principle simulate polydisperse 
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powders. Similarly, mean values of the thickness of each layer were considered, 
although a small scattering, minimized through a proper quality assurance [83], is 
normal. An additional simplification concerns the anode channel, which is replaced 
with a wire mesh in the Jülich F–design [40,84]. An equivalent rectangular channel 
is assumed by considering a channel height ha equal to the real height occupied by 
the wire, a channel width wa equal to the wire pitch and a ratio wa/(wa+ra) equal to 
the void fraction of the wire mesh. In this way, the set of Eqs. (8.17–8.22), written 
for rectangular ducts, still holds. However, as a consequence of this simplification, 

the calculated dispersion factor coefficient δa (Eq. (8.18b)) and shear–stress factor at 

the wall τw,a (Eqs. (8.19) and (8.21)) might differ from the real ones. 

Table 8.2 – Microstructural information of the anode–supported Jülich cell (F–design) 

simulated in this study. n.a. means not available. 

 

 

Parameter 

Cathode 

current 

collector 

(cc) 

Cathode 

functional 

layer 

(cf) 

 

 

Electrolyte 

(ey) 

Anode 

functional 

layer 

(af) 

Anode 

supporting 

layer 

(as) 

el material LSM* [24] LSM* [66] / Ni† [37] Ni† [37] 
io material / 8YSZ [66] 8YSZ [24] 8YSZ [37] 8YSZ [37] 

ψel 1.0 [24] 0.475§ [66] 0.0 [24] 0.397† [37] 0.397† [37] 

del [µm] 11.6 [24] 0.52 [66] / 0.97† [85] 1.5†‡ [37] 

dio [µm] / 0.34 [66] / 1.164 [85] n.a. 

φ 0.42# 0.42 [86] 0.0 [24] 0.235† [85] 0.43† [37] 

t [µm] 60 [87] 10 [66] 10 [24] 12 [85] 1500 [24] 

fabrication 
method 

screen 
printing 

[87] 

screen 
printing 

[87] 

vacuum  
slip casting 

[24] 

vacuum  
slip casting 

[24] 

 
Coat–mix® 

[37] 
* LSM is La0.65Sr0.3MnO3–δ. 
# Supposed equal to φcf according to the experimental results of Mertens et al. [67]. 
§ Corresponding to LSM–YSZ 50–50% in weight. 
† Values after reduction of NiO to Ni. The corresponding fraction of NiO–YSZ before 

reduction is 56–44% in weight. 
‡ Ni and YSZ particles are aggregated in elongated agglomerates with average diameter 

equal to 60µm and shape factor 0.7 [37]. 
 

Another specific feature of the cell investigated consists in the set of conducting 
materials adopted by the Forschungszentrum Jülich for F–design, which are LSM (in 

particular La0.65Sr0.3MnO3–δ [24]) and Ni as electron–conducting phases and 8YSZ as 
ionic conductor. As a consequence, the procedure described in Section 8.2.1.1 to 
mimic reduction of NiO to Ni is specific for cermet anodes prepared via nickel oxide 
as a precursor of nickel. In addition, as already anticipated in Section 8.2.2.1, the 
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kinetic expressions reported in Eqs. (8.15) and (8.16) and related parameters 
summarized in Table 8.1 are specific for the conducting materials used in the 
functional layers, therefore they must be replaced if the couples of materials differ 
from LSM–YSZ and Ni–YSZ. 

Table 8.3 – Geometric parameters of anode and cathode channels for the anode–supported 
Jülich cell (F–design) simulated in this study. 

Parameter Cathode channel Anode channel 

h  [mm] 1.5 [40] 1.2 [84] 
w [mm] 1.0 [40] 1.4* 
r  [mm] 2.0 [40] 0.47* 
L [mm] 90# [61] 90# [61] 

* Equivalent values evaluated according to the considerations reported in Section 8.2.3, 
corresponding to the wire mesh geometry as in Peksen [84]. 

# The cell is square with nominal dimensions 100mm·100mm, the active area is 
90mm·90mm. In agreement with Bertoldi et al. [61], the current density is referred per unit 
of active area. 

8.3 Microstructural results 
The microstructural model presented in Section 8.2.1 is used to numerically 

reconstruct and evaluate the effective properties of the porous layers of the anode–
supported Jülich cell. The main microstructural information of the cell analyzed, 
used as input parameters for the numerical reconstruction, is reported in Table 8.2. 

A box domain with a minimum side length equal to 16 particle diameters was 
used, which is fairly accepted as a representative domain of the electrode 
microstructure [19,54,88]. In the Monte Carlo random–walk method (see Section 
8.2.1.2), 20000 tracers travelling for a distance equivalent to at least 6 particle 
diameters were used to evaluate the gas phase tortuosity factor and the effective 
conductivity factor of each phase [19]. A bulk diffusion regime was simulated by 
adopting a Knudsen number of 10–2. Results were averaged on three microstructures 
per layer. 

Table 8.4 collects all the results of the microstructural modeling for the conditions 
summarized in Table 8.2. In the following Sections 8.3.1–8.3.4, further details and 
comments on the estimated effective properties are reported. 
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Table 8.4 – Effective properties calculated from the microstructural modeling for the 

conditions summarized in Table 8.2 (only the electrolyte and the anode supporting layer 

were not simulated). n.a. means not available. 

 

 

Parameter 

Cathode 

current 

collector 

(cc) 

Cathode 

functional 

layer 

(cf) 

 

 

Electrolyte 

(ey) 

Anode 

functional 

layer 

(af) 

Anode 

supporting 

layer 

(as) 

φ 0.422 0.421 / 0.237 0.430 [37] 

τ 1.520 1.516 / 2.225 3.225 [38] 

dpore [µm] 4.647 0.172 / 0.225 1.480 [38] 

B [µm2] 1.874·10–1 2.557·10–4 / 1.667·10–4 1.2·10–2 [37] 
eff
elκ  0.1944 0.0095 / 0.0282 0.0346 [37] 

eff
ioκ  / 0.0382 / 0.1239 n.a. 

λTPB [µm–2] / 4.608 / 3.243 n.a. 

 

8.3.1 Anode supporting layer 

The anode supporting layer was not simulated in this study because its 
microstructure cannot be represented as a random packing of spherical particles, as 
assumed in Section 8.2.1.1. In fact, the dry powders, prepared through the Coat–

mix® fabrication process, consist of tiny rigid agglomerates (about 60µm in 
diameter) in which both conducting phases are distributed homogeneously [37]. All 
the necessary effective properties used in this study were measured by Simwonis et 
al. [37] and Haanappel et al. [38] and are reported in Table 8.4. 

The porosity of the anode supporting layer is larger than that of the functional 
layer (0.430 compared with 0.237) because the supporting layer must allow a fast 
gas transport from the anode channel to the functional layer, wherein hydrogen 

oxidation occurs. The tortuosity factor τas, equal to 3.225, is about twice the 
tortuosity factor of a random packing of monosized sintered spherical particles for 
the same porosity [19,53,54]. Such a high value can be attributed to the particle 
agglomeration, indeed Bertei et al. [89] recently pointed out that the tortuosity factor 
in simulated random packings of agglomerates is larger than in random packings of 
spheres. However, the permeability coefficient Bas is sufficiently high to allow a 
rapid gas transport throughout the thickness of the anode supporting layer [37]. Note 
that the measured permeability coefficient is only 1.32 times larger than the one that 
could be estimated using Eq. (8.9), result which shows the wide applicability of such 
an equation. 
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The effective conductivity factor for the electron–conducting phase aseff
ela

,κ  is 

larger than that simulated in the anode functional layer (see Section 8.3.2), although 
the order of magnitude is the same for both the values. This result is unusual because 
both the layers have the same solid volume fraction of nickel while the functional 
layer has a smaller porosity, therefore a larger conductivity should be expected for 
the functional layer. This effect may be due to the particular morphological 
characteristics resulting from the Coat–mix® preparation process, which indeed was 
selected by the Forschungszentrum Jülich also because it provides a larger electronic 
conductivity if compared with the supporting layers prepared through tape–casting 
technique [37]. 

The effective conductivity factor of the ion–conducting phase and the TPB length 
per unit volume were neither measured nor simulated. However, these properties are 
not strictly required by the electrochemical model in the specific conditions 
simulated in this study. In fact, as discussed in Section 8.4.2.1, no reaction and so no 
ion transport take place in the anode supporting layer, therefore model results are 

independent of the specific values set for aseff
io

,κ  and as
TPBλ . 

8.3.2 Anode functional layer 

The properties of the anode functional layer were estimated with the methods 
described in Section 8.2.1 on numerically reconstructed structures based on the input 
parameters reported in Table 8.2. Note that, based on the microstructural 
information reported in Table 8.2, the functional layer simulated in this study is the 
same one reconstructed by Joos et al. [85] through three–dimensional tomographic 
techniques, therefore a comparison with their results can be performed. 

Among the input parameters, the diameters of Ni and YSZ particles after reduction 

were taken from Joos et al. [85]. The ratio af
io

af
ela dd /  is equal to 0.833, close to 0.838, 

which is the diameter ratio that should be expected between Ni particles after 
reduction and NiO particles before reduction. Therefore, in the simulation, the 

'green' microstructure was generated considering YSZ and NiO particles of 1.164µm 
(that is, equal to the diameter of YSZ particles), then NiO particles were shrunk by a 
factor 0.838 to account for NiO reduction (i.e., change in both density and molecular 
weight) as described in Section 8.2.1.1. The resulting microstructure was finally 
analyzed according to the methods described in Section 8.2.1.2. 

No pore–formers were introduced in the structure generation to the reach the 
porosity of the functional layer. The corresponding tortuosity factor is 2.225, which 
is lower than in the supporting layer as discussed in Section 8.3.1, but it is fairly in 
agreement with the tortuosity factor of a random packing of monosized spherical 
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particles with the same porosity [19,53]. A similar consideration can be drawn for 
the pore size, whose ratio with YSZ and Ni particle diameter is 0.193 and 0.230, 

respectively. However, af
pored  differs from the one reported by Joos et al. [85], 

corresponding to 0.922µm. The discrepancy may be attributed to the method that 
they apply to calculate the pore diameter in the reconstructed electrode, which is 
based on measuring the maximum distance between pore walls: while this method 
can be fairly accurate to estimate the size of the particles, which show a convex 
shape, it could overestimate the pore size, since pores are usually non–convex in 
SOFC electrodes. The value of the pore size reported in Table 8.4, i.e., obtained in 
this study, was used in Eq. (8.9) to evaluate the permeability coefficient, which is 2 
orders of magnitude smaller than in the anode supporting layer. 

Simulations show that the effective conductivity factor for the ion–conducting 
phase is significantly larger than that of the electron–conducting phase. This is a 
reasonable consequence of the reduction of NiO particles, which leads to a reduction 
in both connectivity and volume fraction of Ni particles. The TPB length per unit 

volume calculated in this study, equal to 3.243µm–2, fairly agrees with the one 

measured by Joos et al. [85], which falls between 1.88 and 2.49µm–2 (note that the 
range is due to the uncertainties related to the unknown percolation state of particles 
close to the domain boundaries in the tomographic reconstruction). Considering both 
the simplifications introduced in the microstructural models described in Section 
8.2.1 as well as the possible errors in the detection of the TPB in the 
tomographically reconstructed structure, the comparison suggests that the 
microstructural model presented in this study provides reasonable predictions of 
effective properties in cermet anodes. 

8.3.3 Cathode functional layer 

The microstructure of the cathode functional layer, consisting of LSM and YSZ 
particles, was numerically reconstructed according to the methods described Section 
8.2.1 to estimate its effective properties. The input parameters used in the 
reconstruction are mainly taken from Mertens et al. [66], as summarized in Table 
8.2. In particular, ground and not calcinated YSZ powder was considered in this 
study, because it represents a benchmark for the cathodes fabricated by the 
Forschungszentrum Jülich [24,67,90]. 

The porosity of the cathode functional layer was estimated by Ananyev et al. [86] 
through the analysis of SEM images applying different segmentation and filtering 
methods. The estimated porosity, equal to 0.42, is relatively high if compared with 
the typical porosity of random close packings of spherical particles [48,91,92], 
suggesting that the specific preparation process resulted in an increase in porosity 



 Microstructural results 

235 
 

with respect to what might be expected. Although no specific pore–former particles 
were added during the cathode preparation [66], binders and other organic additives 
introduced in the paste for screen printing might have contributed to affect the 
resulting electrode porosity as they vanish during the sintering similarly to what 
pore–formers do [36]. As described in Section 8.2.1.1, the structure generation 
algorithm does not directly simulate the presence of such organic additives, however 
the corresponding increase in porosity can be taken into account by assimilating 
their effect through a corresponding amount of pore–formers. 

When pore–formers are accounted for in the structure generation, two input 
parameters are required to specify the porosity: the maximum angle of contact 
among the particles, which takes into account the particle overlap introduced during 
the sintering (see Section 8.2.1.1), and the volume fraction of pore–formers. 
Mathematically speaking, an infinite set of these two input parameters can lead to a 
final porosity of 0.42. Due to the lack of additional morphological information 
regarding the real particle overlap in the cathode functional layer, the maximum 
angle of contact was set to 15°, as commonly accepted in several modeling studies 
[17,18,39,93]. As a consequence of this choice, the solid volume fraction of pore–
former particles had to be assigned to 0.093 in order to meet the porosity value. In 
Section 8.4.1 a sensitivity analysis on this couple of parameters is performed and 
discussed. 

The effective properties calculated under the conditions described above are 
reported in Table 8.4. The tortuosity factor, equal to 1.516, is slightly larger than the 
value obtained in a random packing of monosized spherical particles without pore–
formers [19,53]. In fact, given the porosity, pore–formers and other organic 
additives introduce a few big pores in the medium, resulting in a decrease in the 

constriction factor [94,95], so in an increase in the tortuosity factor. The ratio φcf/τcf, 
corresponding to the effective diffusivity factor, is equal to 0.278, which is 
reasonably close to 0.32 measured by Mertens et al. [67]. The difference between 
these two values is attributed in part to the simplifications introduced in the model 
(e.g., particles are assumed to be spherical, the effect of binders and organic 
additives is assimilated to a small amount of pore–formers), in part to the 
uncertainties regarding the morphological characteristics of the electrode, such as 
possible errors in the estimation of the porosity from SEM images as described by 
Ananyev et al. [86]. 

The TPB length per unit volume and effective conductivity factors cfeff
elc

,κ  and 

cfeff
io

,κ  are in the same order of magnitude of those in the anode functional layer. 

Model simulations predict that cfeff
elc

,κ  is approximately 4 times smaller than cfeff
io

,κ . 
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This result is reasonable because the volume fraction of the electron–conducting 
phase is smaller than that of the ion–conducting phase. In addition, electron–
conducting particles are bigger than ion–conducting particles and, typically, in a 
random mixture bigger particles percolate worse than smaller ones [52,96]. 

8.3.4 Cathode current collector 

The cathode current collector was numerically reconstructed considering the input 
parameters reported in Table 8.2. In the reconstruction, the same maximum angle of 
contact and volume fraction of pore–formers used for the simulation of the cathode 
functional layer were used. Table 8.4 shows the effective properties evaluated 
according to the methods described in Section 8.2.1.2. 

The porosity and tortuosity factor of the cathode current collector do not differ 

significantly from those of the cathode functional layer, therefore the ratio φcc/τcc is 

almost equal to φcf/τcf. This result is in agreement with the experimental 
measurements performed by Mertens et al. [67]. Both the permeability coefficient 
and the effective electric conductivity factor are much larger than those in the 
cathode functional layer. Such a result is reasonable because bigger particles are 
used in the current collector and because no ion–conducting particles are present. 
High permeability and electric conductivity are desired features in the cathode 
current collector, therefore model results justify the experimental efforts made by 
Forschungszentrum Jülich to optimize the cathode layers [24]. 

8.4 Electrochemical results 
In this Section, the electrochemical model described in Section 8.2.2 is applied to 

simulate the polarization behavior of an anode–supported Jülich cell with LSM–
based cathode (F–design) considering the microstructural and geometrical properties 
evaluated in Section 8.3. In particular, in Section 8.4.1 the model is first validated 
against experimental data obtained in a short 4–cell stack in counter–flow 
configuration [61], then a sensitivity analysis on the only uncertain parameter is 
presented and discussed. In Section 8.4.2 the model is used to analyze the effect of 
different operating conditions in order to investigate the electrochemical behavior of 
anode–supported cells. 

8.4.1 Model validation 

The model validation is performed against the experimental polarization curves 
measured by Bertoldi et al. [61] in a 4–cell short stack, whose geometric properties 
and operating conditions are reported in Tables 8.3 and 8.5, respectively. The 
effective properties calculated in Section 8.3, reported in Table 8.4, are considered. 
The effects of variation of both fuel and air flow rates as well as of the water content 
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in the fuel stream are analyzed. Note that all the results are referred to the voltage of 
a single cell Vcell, therefore assuming that all the cells behave identically, as also 
verified by Bertoldi et al. [61]. 

Table 8.5 – Reference operating conditions considered in model validation (Section 8.4.1) 

for the 4–cell stack as reported by Bertoldi et al. [61]. These reference conditions are 

labeled as C1, following the same nomenclature in Bertoldi et al. 

Parameter Value 

T  800°C 
Pa,IN 1.0atm 
yH2,IN 0.965 
Ffuel 8Nl·min–1* 
Pc,IN 1.0atm 
yO2,IN 0.210 
Fair 10Nl·min–1* 

* The corresponding inlet velocities in the anode and cathode channels are calculated as, 
respectively, 1.617 and 3.639m·s–1. 
 

Figure 8.3 shows the current–voltage characteristic of the cell at different flow 
rates of air and fuel. The molar oxygen–to–hydrogen ratio rO2/H2 is kept fixed at 
0.272. Simulation results are reported with lines while experimental data with 
marks. For all the curves, as the current density increases, the voltage decreases 
monotonically as a consequence of the larger activation, ohmic and concentration 
overpotentials. Given a current density, as the flow rates decrease, Vcell decreases: 
this is due to the reduced feed of reactants (i.e., H2 and O2), therefore at a given I, 
i.e., at a given consumption rate, the molar fractions of hydrogen and oxygen 
decrease, leading to larger equilibrium potential steps in Eqs. (8.15c) and (8.16c), 
that is, to larger concentration overpotentials. In order to compensate the reduced 

chemical driving force, the electrochemical driving force ηcell must increase to hold 
the same current density, explaining why a smaller Vcell is obtained as Fair and Ffuel 
decrease. 

Note that in the working conditions corresponding to Figure 8.3, the oxygen 
supply is limiting, that is, hydrogen is fed in excess since rO2/H2 < 0.5. However, the 
limiting current is not observed in Figure 8.3 because experimentally the 
polarization was stopped at Vcell = 0.6V [61] in order to prevent the anode from 
reoxidation [97,98]. 

Figure 8.3 shows that simulation results reproduce quantitatively the polarization 
behavior. The agreement is almost perfect for Ffuel = 8Nl·min–1 while worsens for 
smaller Ffuel. The agreement is still satisfactory considering the morphological 
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simplifications adopted and the absence of fitted parameters (remember that just a 
parameter, namely the angle of contact in the cathode, was assigned, as anticipated 
in Section 8.3.3 and further discussed at the end of this Section). 
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Figure 8.3 – Polarization curves of the 4–cell stack considered in this study at different flow 

rates of fuel and air at a given rO2/H2 = 0.272. Simulation results are reported with lines, 

experimental results measured by Bertoldi et al. [61] are represented with marks. The 

corresponding operating conditions are reported in Table 8.5. The nomenclature of the 

series is the same one used by Bertoldi et al. and reported as follows: C1 (Ffuel = 8Nl·min–1, 

Fair = 10Nl·min–1), C2 (Ffuel = 6Nl·min–1, Fair = 7.5Nl·min–1), C3 (Ffuel = 4Nl·min–1,            

Fair = 5Nl·min–1), C4 (Ffuel = 2Nl·min–1, Fair = 2.5Nl·min–1). 

Figure 8.4 shows the polarization curves at different molar fractions of water in 
the fuel feed. According to the Nernst law in Eq. (8.27b), the OCV decreases as 
yH2,IN decreases: this behavior is quantitatively satisfied both experimentally and 
numerically in Figure 8.4 at I = 0A·cm–2. This thermodynamic effect holds also for   
I > 0, as experimentally observed in Figure 8.4: given the current density, Vcell at 
yH2,IN = 0.915 is smaller than at yH2,IN = 0.965. 

However, the Figure also shows that the gap between the two experimental 
polarization curves decreases as I increases, as also reproduced by the simulated 
curves: the ratio –dVcell/dI is smaller for yH2,IN = 0.915 than for yH2,IN = 0.965. This 
behavior can be explained by using the model, which provides a twofold reason. A 
smaller yH2,IN reduces the absolute value of the equilibrium potential step in Eq. 

(8.15c), which leads to reduce the cell overpotential ηcell. Secondarily, considering 
Eq. (8.15b) at a constant pressure (note that the model predicts an almost constant 
pressure, equal to Pa,IN, in the whole anodic compartment), the exchange current 

density ia0 increases as yH2 decreases, which also contributes to lower ηcell at a given 
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I. These results are in agreement with previous research on Ni–YSZ electrodes: the 
catalytic effect of water on the kinetic rate of hydrogen oxidation has been 
experimentally proven by several research groups [68,99] while others have pointed 
out the role of concentration effects [100,101]. Since the model is able to reproduce 
such a behavior, there are sound indications that both the selected kinetic expression 
and the mathematical description of gas transport are representative of the physics 
and electrochemistry of the cell. It must be mentioned that Fair in E2 is larger than in 
E1: this also contributes to decrease the gap between the two polarization curves, 
although such a contribution is negligible. Running the model by imposing the 
conditions Ffuel = 8Nl·min–1, Fair = 10Nl·min–1 and yH2,IN = 0.915, so that there is only 
a difference in yH2,IN between E1 and such a working condition, produces a current–
voltage characteristic almost coincident with the E2 represented in Figure 8.4, 
showing that the decrease in the gap between E1 and E2 is due to the kinetic and 
concentration effects on the anode side as discussed above. 
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Figure 8.4 – Polarization curves of the 4–cell stack at different molar fractions of water in 

the fuel feed. Simulation results are reported with lines, experimental results [61] are 

represented with marks. The corresponding operating conditions are reported in Table 8.5 

and as follows: E1 (Ffuel = 8Nl·min–1, Fair = 10Nl·min–1, yH2,IN = 0.965), E2 (Ffuel = 8Nl·min–1, 

Fair = 16Nl·min–1, yH2,IN = 0.915). For reference, the experimental data measured in 

condition C1, nominally equal to E1, are also reported. 

Looking at Figure 8.4, the agreement between simulated and experimental 
polarization curves is only qualitative because simulated curves do not match 
experimental ones, as occurred in Figure 8.3. This difference may be due to the 
degradation of the cells during the experiments performed by Bertoldi et al. [61], as 
clearly represented in Figure 8.4: the series C1 was experimentally obtained before 
the series E1. Although the working conditions are the same, experimentally the 
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series E1 shows a worse performance than C1 since, given Vcell, a reduced I is 
produced. This evidence indicates a degradation of the cell, although the reason is 
unknown and not reported in the experimental study. The modeling of such a 
degradation phenomenon, though interesting, is out of the scope of this study. 
Therefore, although a quantitative comparison between simulated and experimental 
polarization curves is not possible in Figure 8.4, the qualitative agreement and the 
discussion reported above on the nature of the decrease in the gap between 
polarization curves E1 and E2 support the validity of the model. In addition, 
considering also the good agreement reached in Figure 8.3, there are sound 
indications that the proposed model can quantitatively predict the stack performance 
starting from the knowledge of the powder information. 

As discussed in Section 8.3.3, the reconstruction of both the cathode functional 
layer and cathode current collector was subject to the assumption of a parameter, 
that is, the maximum angle of contact among the particles, arbitrarily set to 15° 
following the suggestion of previous research on this topic [17,18,39,93]. Figure 8.5 
shows the sensitivity of the cell polarization behavior on this uncertain parameter for 
the operating condition C1. In particular, three maximum angles of contacts are 
considered, 8°, 15° (the reference one) and 30°, whose corresponding solid volume 
fractions of pore–formers, used to represent the increase in porosity due to binders 
and other organic additives, are 0.050, 0.093, 0.260, respectively. The 
microstructures of the cathode functional layer and cathode current collector were 
simulated as described in Section 8.2.1, then the resulting effective properties were 
used as input parameters in the electrochemical model to produce the results 
reported in Figure 8.5. 

Figure 8.5 shows that different angles of contact lead to different current–voltage 
characteristics, in particular the performance increases as the angle of contact 
increases. This is a consequence of the variation in the effective properties in the 
cathodic layers. In particular, in the cathode functional layer the TPB length 

increases from 2.006 to 9.050µm–2 as θcf increases from 8° to 30°. A similar trend is 

shown by the effective conductivity factors: for example, cfeff
io

,κ  increases from 

0.0186 to 0.0535 while cceff
elc

,κ from 0.0999 to 0.2999 as the angle of contact varies 

from 8° to 30°. About the porous phase, τcf and τcc increase as the maximum angle of 

contact increases. In fact, increasing θcf (and θcc, which is equal to θcf) leads to 
smaller pores among the particles as a consequence of the enhanced densification 
[48] but, at the same time, the increase in the solid volume fraction of pore–formers, 
necessary to keep the same porosity, introduces larger pores in the medium. This 
results in a smaller constriction factor, proportional to the square of the ratio 
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between smallest and largest pore diameters [94,95], which eventually leads to 

increase the tortuosity factors. In particular, the ratios φcf/τcf and φcc/τcc pass from 

about 0.292 at θcf = θcc = 8° to about 0.235 at θcf = θcc = 30°. 
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Figure 8.5 – Sensitivity analysis on the uncertain parameter φcf, the maximum angle of 

contact among the particles in the cathode functional layer and cathode current collector. 

The operating conditions C1 are considered. The squares represent experimental data [61] 

while lines model predictions at different angles of contact. 

According to Section 8.3.3, Mertens et al. [67] measured a ratio φcf/τcf of 0.32. 
Note that the model is not able to reproduce this experimental value, regardless of 
the angle of contact used in the simulation, in part as a consequence of model 
simplifications such as assimilating binders and organic additives to pore–formers, 
in part due to possible errors in the determination of the porosity by SEM analysis 
by Ananyev et al. [86] as already pointed out in Section 8.3.3. It is interesting to 

note that the larger the angle of contact, the smaller the φcf/τcf ratio. This behavior 

can suggest that large angles of contacts, such as 30°, are unlikely because the φcf/τcf 
ratio would scarcely agree with the measured value. On the other hand, smaller 
angles of contact, as 8°, are representative of a weak sintering degree, resulting in 
low TPB density and effective conductivity as shown above. Therefore, an angle of 
contact of 8° or smaller is unlikely as well in an optimized cathode such as the Jülich 
one. 

Although there are not direct proofs that the choice of setting the maximum angle 
of contact to 15° be correct, the indications just pointed out reasonably justify the 

assumption θcf = θcc = 15°. Hence, the sensitivity analysis supports the soundness of 
the model and of the choice of the only uncertain morphological parameter. The 
results reported in Figures 8.3–8.5 suggest that the modeling framework presented in 
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this study is able to fairly reproduce the steady–state behavior of an SOFC stack 
despite its morphological simplifications, in particular the strongest one, that is, that 
particles are spherical. 

8.4.2 Model simulations 

In this Section the model is used to gain a deeper insight into the anode–supported 
Jülich cell, simulating the steady–state behavior in conditions different from those 
analyzed in Section 8.4.1. In particular, different operating conditions (Sections 
8.4.2.1–8.4.2.3) and cell geometry (Section 8.4.2.4) are discussed. The 
microstructural characteristics of the anode and cathode layers are not varied, 
therefore the effective properties evaluated in Section 8.3 and reported in Table 8.4 
are used also in this Section. 

8.4.2.1 Effect of air flow rate 

In the model validation (Section 8.4.1) the effect of a variation of Ffuel and Fair was 
discussed. However, in such an analysis the molar oxygen–to–hydrogen ratio 
remained fixed to rO2/H2 = 0.272. In this Section, the effect of rO2/H2 is examined 
through a systematic variation of the air flow rate at a given Ffuel. In particular, larger 
rO2/H2 than that used in Section 8.4.1 are simulated: an oxygen–to–hydrogen ratio 
smaller than 0.5, as the one adopted by Bertoldi et al. [61], is atypical, because in 
such a condition oxygen is the limiting reactant. Usually air is fed in excess to the 
cell [2,12] since there is no economic value to recover unreacted oxygen, while there 
is in unused hydrogen. For the same reason, in this and in the following Sections 
Ffuel is set to 4Nl·min–1 (i.e., condition C3 in Figure 8.3), differently from the 
reference flow rate of 8Nl·min–1 adopted by Bertoldi et al. [61] as reported in Table 
8.5. In fact, at 0.7V, for the operating condition C1 the hydrogen utilization is equal 
to 24.3%, which is too low for a real SOFC system dedicated to energy production. 
On the other hand, UH2 is equal to 40.8% for condition C3 at 0.7V, which is closer to 
a real plant condition while giving further ground of improvement. 

Figure 8.6 shows the simulated polarization curves at different molar oxygen–to–
hydrogen ratios. The maximum oxygen–to–hydrogen ratio analyzed corresponds to 
an air flow rate of 16Nl·min–1, that is, to an inlet air velocity in the air channel of 
5.823m·s–1, which is the maximum velocity tested experimentally by Bertoldi et al. 
[61]. 

The Figure shows that at a given current density, Vcell increases as rO2/H2 increases. 
This is a result of the smaller concentration overpotential at the cathode, 
mathematically represented by the reduction, in absolute value, in the equilibrium 
potential step in Eq. (8.16c). Note that the improvement in cell performance levels 
off at high oxygen–to–hydrogen ratios because the oxygen molar fraction tends to 
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become uniform in the cathode, resulting in negligible effects of the equilibrium 
potential step. Therefore, provided that a sufficient oxygen feed be guaranteed in 
order to minimize the effect of concentration overpotential on the cathode side, the 
air flow rate can be used to control the temperature without significantly affecting 
the electrochemical performance [2,12,16]. On the other hand, the upper bound of 
air flow rate is determined by the constraints about the pressure drops on the air 
channel: as an example, for rO2/H2 = 0.870 the model predicts a cathodic pressure 
drop of 0.46kPa, almost independent of the cell potential. 
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Figure 8.6 – Effect of the oxygen–to–hydrogen ratio on the polarization curve. Ffuel is kept 

constant to 4Nl·min–1 while Fair is varied to 5, 10 and 16Nl·min–1, corresponding to rO2/H2 of 

0.272, 0.544 and 0.870, respectively. The other operating conditions are the same reported 

in Table 8.5, effective properties are kept equal to those summarized in Table 8.4. 

The model also allows the identification of the sources of energy loss in the cell. 
Figure 8.6 shows that the main energy loss is concentrated at the cathode, which 
contributes for the 56.6% of the cell overpotential at 0.7V for rO2/H2 = 0.870. In the 
same conditions, the anode contributes for the 34.8%. This predicted distribution of 
overpotential is in agreement with several experimental observations, which indicate 
the LSM–YSZ cathode as the main source of irreversibility in anode–supported 
SOFCs [2,24,30]. In particular, model simulations show that, for rO2/H2 = 0.870 at 
Vcell = 0.7V, the active thickness (that is, the thickness wherein the 99% of the 

current is converted) is equal to 9.4µm in the cathode side while 2.3µm in the anode 
side. It is noteworthy that the active thickness on the cathode side extends for almost 
the whole thickness of the cathode functional layer, indicating that the thickness and 
microstructural characteristics experimentally identified by Haanappel et al. [24] as 
the optimum ones are confirmed by the model. On the other hand, the smaller active 
thickness identified on the anode side suggests that the hydrogen oxidation reaction 
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occurs completely within the anode functional layer (i.e., no reaction occurs in the 
anode supporting layer, as anticipated in Section 8.3.1) and it is not a limiting factor 
for cell operation. In particular, simulations show that the major contribution to 
anode overpotential is related to the concentration overpotential, which is markedly 
larger than kinetic and ohmic losses because the thick anode support yields a 
significant gradient of hydrogen molar fraction along the anode thickness. 

The model allows the interpretation of other interesting features of the cell 
electrochemical behavior. Figure 8.6 shows that at low current density the 
polarization curves exhibit a parabolic behavior, which is also present in all the 
experimental curves in Figures 8.3 and 8.4. Such a shape is often attributed to the 
activation of electrochemical reactions, that is, to the nonlinear Butler–Volmer 
kinetic expression [2,15]. In reality, simulations show that even if both cathodic and 
anodic kinetics (Eqs. (8.15a) and (8.16a)) were linearized, the parabolic shape would 
remain, although less pronounced. The model suggests that such a parabolic 
behavior is mainly due to the non–linearity introduced by gas concentration effects, 
that is, due to the equilibrium potential steps in Eqs. (8.15c) and (8.16c), rather then 
to the exponential form of the Butler–Volmer kinetics in Eqs. (8.15a) and (8.16a). 
This result was already pointed out by Bessler and Gewies [59], this study confirms 
their findings, showing how a physically–based model can be useful to avoid 
misinterpretation of experimental observations. 

8.4.2.2 Effect of flow configuration 

Jülich cells are typically run in counter–flow [40,41,61], which is expected to be 
more efficient than the co–flow configuration because it provides, in average, a 
higher driving force. However, often co–flow configuration is preferred for planar 
SOFCs because it prevents from steep temperature gradients and uneven thermal 
stresses [2,12]. In this Section, the comparison between co–flow and counter–flow 
arrangements is performed by using the electrochemical model by conveniently 
changing the flow direction in the air channel (Eqs. (8.23–8.25)) and the 
corresponding boundary conditions. The operating condition Ffuel = 4Nl·min–1 with 
rO2/H2 = 0.870, identified as the best one in Section 8.4.2.1, is taken as reference. 

Figure 8.7 shows the distribution of the current density at the electrolyte–anode 
functional layer interface along the cell length x for counter–flow and co–flow 
configurations. The cell voltage is equal to 0.7V. The Figure shows that, in both 
conditions, the current production is larger at the inlet of the fuel feed (x = 0) and 
monotonically decreases along the channel axial direction. Such a trend is expected 
because as hydrogen is consumed along the cell length its molar fraction decreases 
in the gas phase, resulting in larger concentration overpotentials (i.e., larger 
equilibrium potential step in Eq. (8.15c)) which slow down the current production. 
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Note that a similar depletion of oxygen occurs in the air channel, although less 
pronounced since air is fed in excess to the cell as rO2/H2 > 0.5. The Figure shows 
that at x = 0 the local current density is larger in co–flow than in counter–flow 
configuration: this is due to the larger driving force because both the fuel and the 
oxidizer are fresh at the fuel inlet in co–flow configuration. Due to the simultaneous 
depletion of hydrogen and oxygen, the local current density decreases more sharply 
in co–flow than in counter–flow so that, in average, the mean current density 
produced in counter–flow arrangement is slightly larger than in co–flow, 
0.778A·cm–2 versus 0.774A·cm–2, respectively. These values of mean current density 
highlight that, in these operating conditions, the two flow configurations practically 
show an almost coincident electrochemical performance. This is due to the small 
fuel utilization, equal to 43.4% in counter–flow configuration at 0.7V. 

The counter–flow configuration is considered also in the following Sections in 
order to allow a direct comparison with results obtained in Sections 8.4.1 and 
8.4.2.1. 
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Figure 8.7 – Local current density at the electrolyte–anode functional layer interface 

simulated at Vcell = 0.7V in counter–flow (solid line) and co–flow (dotted line) 

configurations. The operating conditions are those reported in Table 8.5 with the exception 

of Ffuel = 4Nl·min–1 and Fair = 16Nl·min–1. 

8.4.2.3 Effect of temperature 

As reported in Section 8.2.2, uniform temperature is assumed in the cell due to the 
small size of the stack under consideration. This assumption is reasonable since 
Bertoldi et al. [61] proved experimentally that the increase in cell temperature with 
increasing current density (up to 1A·cm–2) was quite similar in all the test conditions 
and restricted to 10–20°C with respect to the operating temperature at OCV. In 
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addition, they verified that no particular variation in temperature between different 
cells was evident and thus the effect of larger thermal gradients could be neglected. 
In these conditions, it is worth analyzing the effect of a small variation in operating 
temperature with the model. 

Figure 8.8a shows the polarization behavior at three different operating 
temperatures. The operating conditions are those reported in Table 8.5 considering 
Ffuel = 4Nl·min–1 and Fair = 16Nl·min–1. 
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Figure 8.8 – Effect of the operating temperature on the polarization behavior of the 

simulated stack. Three different operating temperatures are considered, represented with 

different lines. The operating conditions are those reported in Table 8.5 with the exception of 

Ffuel = 4Nl·min–1 and Fair = 16Nl·min–1. a) Polarization curves (also a magnification around 

OCV is reported); b) relative contribution of each compartment (i.e., anode, electrolyte and 

cathode) to the whole cell overpotential as a function of the current density. 

a) 

b) 
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At I = 0, the higher the temperature, the smaller the OCV, as predicted by the 
Nernst law Eq. (8.27b). However, for I > 0.05A·cm–2, the higher the temperature, the 
higher the current density at a given Vcell. This behavior is mainly due to the larger 

exchange currents (ia0 and ic0) and ionic conductivity σio, which are thermally 
activated and increase as the temperature increases (see Eqs. (8.15b) and (8.16b) and 
Table 8.1). 

Figure 8.8b shows additional information to clarify the results described above. In 
particular, increasing the temperature leads to a decrease in the relative contribution 
of the cathode to the whole cell overpotential at the expenses of the anode. 
According to Section 8.4.2.1, the cathode resistance is mainly ruled by the activation 
overpotential while the anode by gas concentration effects: an increase in operating 
temperature speeds up the cathodic exchange current ic0 much more than the 
diffusion coefficients DH2/H2O, DK,H2, DK,H2O (see their weak temperature dependence 

in Table 8.1 and Eq. (8.8)) and the anodic exchange current ia0, as act
a

act
c EE >  (see 

Table 8.1). Interestingly, Figure 8.8b can also be interpreted in the opposite 
direction: as the temperature decreases, the activation losses in the cathode become 
dominant. This observation justifies the adoption of materials different from LSM 
and YSZ for applications designed for T < 800°C [36,87,102]. 

Another interesting result shown in Figure 8.8b is the comparison of relative 
contributions at I = 0: the anodic contribution is larger at I = 0 than at higher current 
densities. This is attributed to the catalytic effect of water on the hydrogen oxidation 
kinetics, topic already introduced in Section 8.4.1: as the current density increases, 
more water is produced within the anode, which increases ia0 speeding up the 
oxidation reaction kinetics, so reducing the anode resistance with respect to OCV 
condition. This interpretation is supported by the model results: at 800°C, the active 
thickness at OCV in the anode functional layer is almost twice larger than at 0.7V. 

Coming back to Figure 8.8a, there is a final remark to be pointed out. Comparing 
the polarization curves at 800°C and 825°C, in the latter operating condition the 
current density is, in average, 15% larger than that produced at 800°C at the same 
cell voltage. Even assuming that experimental data used in Section 8.4.1 could have 
been affected by a maximum temperature gradient of 20°C, as discussed at the 
beginning of this Section, the error introduced in simulation results by the 
assumption of uniform temperature would have been smaller than 15%. Note that 
such an error would be fairly reasonable when modeling an SOFC at the stack level, 
and it would be smaller than the error accepted during the sensitivity analysis on the 
maximum angle of contact in Section 8.4.1. In other words, the comparison between 
the sensitivity analysis reported in Section 8.4.1 and the simulation performed in this 
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Section shows that the global electrochemical behavior of the cell is more sensitive 
to errors in the estimation of microstructural details rather then on simplifications 
related to operating conditions. This observation confirms once again the importance 
of a detailed microstructural modeling integrated into a cell–level electrochemical 
model, which is the main point introduced in this study. 

8.4.2.4 Effect of cell geometry 

In this Section the model is used to analyze the effect of modifications of the cell 
geometry on the current–voltage characteristic of the system. In particular, in the 
first simulation the size of the cell is increased to the nominal area 200mm·200mm 
(the active area is 190mm·190mm), which is the size expected for power stacks 
[40,41,103]. A second independent analysis concerns the thickness of the anode 

supporting layer, which is reduced to 500µm as planned by the Forschungszentrum 
Jülich in order to adapt the manufacturing line to industrial necessities adopting the 
tape–casting technique [41,87]. These simulations are also useful to highlight and 
discuss about some limits of the proposed model, such as the assumption of uniform 
temperature and the reduction of the three–dimensional geometry to a two–
dimensional domain, both introduced in Section 8.2.2. 

Figure 8.9 shows the polarization behavior of two cells differing in their size only. 
The operating conditions for the shortest cell are those used in the previous Sections, 
that is, those reported in Table 8.5 with Ffuel = 4Nl·min–1 and rO2/H2 = 0.870. For the 
biggest cell, the inlet velocities of fuel and air in the feeding channels are set equal 
to those used in the shortest cell, that is, 0.809m·s–1 and 5.823m·s–1, respectively. 
Note that while this operating condition ensures that the gas flow in the channels is 
the same in both the cells, a reduced feed of reactants per unit of cell area is supplied 
in the largest cell. 

Figure 8.9 shows that the performance worsens as the size of the cell increases 
while keeping the same inlet velocities: the produced current density is reduced of 
about 15–20% at the same voltage. This effect is due to the larger utilization of fuel 
and oxygen as a consequence of a reduced feed of reactants per unit of cell area. At 
Vcell = 0.7V, the fuel utilization is equal to 43.4% for L = 0.09m while equal to 
74.2% for L = 0.19m. The larger UH2 and UO2 indicate that yH2 and yO2 are in average 
smaller within their respective functional layers, thus resulting in larger 
concentration overpotentials (see Eqs. (8.15c) and (8.16c)) which are the responsible 
of the decrease in the global cell performance. On the other hand, the larger fuel 
utilization has the beneficial effect to increase the electrical efficiency, as deducible 
from Eq. (8.29) and reported in Figure 8.9: the maximum efficiency rises from 
29.7% to 45.4%. Note that at 800°C the thermodynamic efficiency limit, equal to 

∆G°/∆H°, corresponds to 76.0% based on the lower heating value. 
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Figure 8.9 – Effect of the cell length on the polarization behavior of the simulated stack. On 

the right axis, the electrical efficiency, based on the lower heating value, is reported. The 

operating conditions are those summarized in Table 8.5, with rO2/H2 = 0.870 and an inlet 

velocity of fuel stream equal to 0.809m·s–1 for both the cell lengths. 

It is noteworthy that the polarization behavior of the biggest cell substantially 
matches that of the shortest cell if the inlet velocities of fuel and air are 
proportionally increased by a factor 0.19/0.09 in order to keep the same feed of 
reactants per unit of cell area. In this operating condition, the fuel inlet velocity for 
the biggest cell is raised to 1.707m·s–1. The velocity in the air channels increases 
accordingly, leading to a maximum Reynolds number Rec equal to about 100, which 
is still below the critical Reynolds number of turbulent transition in rectangular 
ducts [104]. Therefore, this simulation (not reported in Figure 8.9) shows that the 
good performance reached by the shortest cell can be recovered by the largest one 
when supplying the same amount of reactants per unit of cell area, obviously at the 
expenses of a smaller fuel utilization. 

It must be pointed out that the electrochemical performance for the bigger cell size 
could be even slightly better than that predicted by the model in Figure 8.9. In fact, 
as the size of the cell increases, the heat associated to Joule heating and 
electrochemical reactions may result in a potential temperature increase along the 
fuel flow direction, which can boost the current production [60]. Obviously, while 
this is beneficial from a performance point of view, temperature gradients should be 
minimized to avoid thermo–mechanical stresses, for example tailoring the air flow 
rate as discussed in Section 8.4.2.1. However, such a phenomenon cannot be 
described by the model since uniform temperature is assumed (see Section 8.2.2). 
The analysis of thermal effects on the electrochemical behavior in big stacks, based 
on the integration of the heat balance in model equations, with effective thermal 
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conductivities properly evaluated on numerically reconstructed microstructures, will 
be subject of a future extension of the model. 

Forschungszentrum Jülich plans to reduce the thickness of the anode supporting 

layer to 500µm, instead of 1500µm as reported in Table 8.2, for a twofold reason: 
the application of a manufactory technique scalable to industrial level, such as the 
tape–casting, and the saving of material [41,87]. The effect of the reduction of tas is 
reported in Figure 8.10. Even though the anode supporting layer produced by tape–
casting shows some different microstructural characteristics [85], the same effective 
properties reported in Table 8.4 are considered in this study in order to have, if not 
quantitative information, at least preliminary indications on the possible effects on 
the electrochemical behavior. The simulated operating conditions are the same used 
above in this Section. 
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Figure 8.10 – Effect of the thickness of the anode supporting layer on the polarization 

behavior of the cell. The operating conditions are those reported in Table 8.5 with the 

exception of Ffuel = 4Nl·min–1 and Fair = 16Nl·min–1. 

Figure 8.10 shows that reducing tas leads to a slight improvement in the 
performance. This is due to the shorter diffusion length for both hydrogen and water 
to reach/leave the anode functional layer, reduced by a factor 3. For a current density 
of 0.8A·cm–2, yH2 at the electrolyte–anode functional layer interface at x = L/2 is 
0.687 for tas = 0.5mm while 0.624 tas = 1.5mm, indicating that in the former 
condition the supply of hydrogen and the removal of water are facilitated, resulting 
in a smaller concentration overpotential as the equilibrium potential step in Eq. 
(8.15c) decreases in absolute value. The corresponding reduction in anode 
overpotential is also visible in Figure 8.10. 
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Hence, simulations suggest that such a geometric modification should not 
significantly affect the electrochemical response of the cell. This conclusion is 
correct provided that the thinner anode supporting layer could still guarantee a 
uniform gas and electron distribution on the whole cell area, which is realistic if 
considering the characteristics of the wire mesh (see Section 8.2.3). However, the 
model cannot catch this detail because the full three–dimensional geometry of the 
system is not represented in the electrochemical model. Therefore, although at the 
present simulations suggest to pursue in the reduction of the thickness of the anode 
supporting layer, saving material and so reducing cost and weight of the stack, a 
more detailed analysis is required, which will be subject of future investigations. 

Concluding, while in this Section some geometric modifications to the Jülich cell 
analyzed were investigated, some limits of the model were identified suggesting, as 
an improvement, to include the heat balance in the model equations and to consider 
transversal phenomena occurring along the direction neglected in the current 
electrochemical model. 

8.5 Conclusions 
A quasi–two–dimensional model for the description of the electrochemical 

behavior of planar SOFCs in a stack was presented. The novel feature introduced in 
this study consists in integrating a detailed microstructural modeling of the porous 
layers for the estimation of the effective properties, such as TPB length, tortuosity 
factor, permeability, effective conductivity. This integrated approach is fully 
predictive and allows a coherent and rigorous simulation of the cell polarization 
behavior starting from the knowledge of powder characteristics and operating 
conditions only, enabling a substantial reduction of the number of uncertain 
parameters. 

The modeling framework was used to simulate the microstructure and the 
polarization behavior of a short stack of anode–supported planar cells produced by 
the Forschungszentrum Jülich with LSM–based cathode (F–design) without any 
fitted or adjusted parameter. The comparison of predicted effective properties with 
available experimental data, either measured or evaluated on SEM images, revealed 
discrepancies in the order of 30% as a maximum, which is a reasonable accuracy if 
considering the complexity of the system. The good agreement between simulated 
and experimental polarization curves pointed out that the model can quantitatively 
reproduce the experimental data with good accuracy without any fitting. 

The model revealed that gas concentration effects, especially on the anode side, 
are responsible of both the parabolic shape of the curve near OCV and the reduced 
polarization resistance as the water molar fraction in the fuel stream increases. The 



Chapter 8 - Integrated Microstructural–Electrochemical Modeling of SOFC Cells 

252 
 

main contribution to cell overpotential was identified in the activation losses in the 
cathode functional layer. Simulations suggest that the cell performance can be 
improved by enhancing the catalytic activity of the cathode, especially for 
intermediate temperature applications, while possibly reducing the thickness of the 
anode supporting layer. 

The sensitivity analysis performed on the only uncertain morphological parameter, 
that is, the angle of contact among the particles in the cathode, showed that the 
global electrochemical response of the system is typically more sensitive to 
microstructural modifications rather then on variations in operating conditions. This 
shows the importance of a detailed microstructural modeling coupled with an 
electrochemical cell–level model, which is the main point highlighted in this study. 

Concluding, this study showed that quantitative information of the whole cell 
electrochemical behavior can be predicted starting from the knowledge of operating 
conditions and powder characteristics when a detailed microstructural model is 
coupled with an electrochemical model. The integrated model can be used as a 
physically–based interpretative tool of experimental data and as a design tool to 
optimize the system. Future research will be dedicated to overcome the limits of the 
present study, mainly related to the assumption of uniform temperature (not 
applicable for the simulation of big stacks), through the integration of the heat 
balance in the set of model equations. In addition, the electrochemistry of mixed 
ionic–electronic conducting cathodes will be investigated, in order to make the 
model applicable for the current generation of Jülich LSCF–based anode–supported 
cells. 

Nomenclature 
Glossary 
Ades pre–exponential factor of hydrogen desorption kinetics [s·m2

·mol–1] 
Bla permeability in the layer la (la = af, as, cf, cc) [m2] 

la
pd  mean particle size of phase p (p = ela, elc, io) in the layer la (la = af, as, cf, 

cc) [m] 
la
pored  mean pore size in the layer la (la = af, as, cf, cc) [m] 

Dh,j channel hydraulic diameter (j = a, c) [m] 
laeff

sKD ,
,  effective Knudsen diffusivity of species s (s = H2, H2O, O2, N2) in the 

layer la (la = af, as, cf, cc) [m2
·s–1] 

Ds1/s2 binary diffusivity of the pair of species s1/s2 (s1/s2 = H2/H2O, O2/N2) 
[m2
·s–1] 
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laeff
ssD ,
2/1  effective binary diffusivity of the pair of species s1/s2 (s1/s2 = H2/H2O, 

O2/N2) in the layer la (la = af, as, cf, cc) [m2
·s–1] 

E° standard electromotive force [V] 
Edes activation energy of hydrogen desorption kinetics [J·mol–1] 

act
jE  activation energy (j = a, c) [J·mol–1] 

fj friction factor (j = a, c) 
F Faraday constant [C·mol–1] 
Fair molar flow rate of air [mol·s–1] 
Ffuel molar flow rate of fuel [mol·s–1] 
hj channel height (j = a, c) [m] 
i j current density per unit of TPB length (j = a, c) [A ·m–1] 
i j0 exchange current per unit of TPB length (j = a, c) [A ·m–1] 

ref
ji 0  exchange current per unit of TPB length at the reference temperature (j = a, 

c) [A ·m–1] 
I current density per unit of cell area [A·m–2] 
Js molar flux of species s (s = H2, H2O, O2, N2, e, O) [mol·m–2

·s–1] 

sJ
~

 mass flux of species s (s = H2, H2O, O2, N2, e, O) [kg·m–2
·s–1] 

cell
sJ  molar flux of species s (s = H2, H2O, O2, N2) at the cell–channel interface 

[mol·m–2
·s–1] 

L cell length [m] 
Ms molecular weight of species s (s = H2, H2O, O2, N2) [kg·mol–1] 
n normal versor oriented from cell to channel 
OCV open–circuit voltage [V] 
Pj pressure (j = a, c) [Pa] 

*
2HP  reference pressure of hydrogen adsorption/desorption equilibrium [Pa] 

ref
OP 2  reference oxygen partial pressure [Pa] 

Pej Peclet number (j = a, c) 
r j interconnect rib width (j = a, c) [m] 
rO2/H2 molar oxygen–to–hydrogen ratio 
R ideal gas constant [J·mol–1·K–1] 
Rej Reynolds number (j = a, c) 
Rew,j wall Reynolds number (j = a, c) 
tla thickness of the layer la (la = af, as, cf, cc, ey) [m] 
T operating temperature [K] 

ref
jT  reference temperature for reaction kinetics (j = a, c) [K] 

Us utilization factor (s = H2, O2) 
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vj mass–averaged gas velocity (j = a, c) [m·s–1] 
Vcell cell potential [V] 
Vp electric potential of phase p (p = ela, elc, io) [V] 
wj channel width (j = a, c) [m] 
x coordinate along the longitudinal direction [m] 
ys molar fraction of gas species s (s = H2, H2O, O2, N2) 

sy~  mass fraction of gas species s (s = H2, H2O, O2, N2) 

αj first transfer coefficient (j = a, c) 

βj second transfer coefficient (j = a, c) 

γ0 sticking probability of hydrogen adsorption kinetics 

Γ surface site density [mol·m–2] 

δj dimensionless factor of Taylor–Aris axial dispersion (j = a, c) 

–∆G° standard Gibbs free energy of hydrogen combustion [J·mol–1] 

–∆H° lower heating value of hydrogen combustion [J·mol–1] 

ε electrical efficiency 

ζ reaction order oxygen in cathode kinetics 

ηcell cell overpotential [V] 

ηj  activation overpotential (j = a, c) [V] 

θla maximum angle of contact among the particles in the layer la (la = af, as, cf, 
cc) [°] 

laeff
p

,κ  effective conductivity factor of phase p (p = ela, elc, io) in the layer la (la = 

af, as, cf, cc) 
la
TPBλ  TPB length per unit volume in the layer la (la = af, as, cf, cc) [m–2] 

µj gas dynamic viscosity (j = a, c) [kg·m–1·s–1] 

ρj gas density (j = a, c) [kg·m–3] 

σp conductivity of phase p (p = ela, elc, io) [S·m–1] 

τla tortuosity factor in the layer la (la = af, as, cf, cc) 

τw,j shear–stress factor at the wall (j = a, c) [N·m–2] 

φla porosity of the layer la (la = af, as, cf, cc) 

ψel solid volume fraction of electronic phase el (el = ela, elc) after sintering 
 
Superscripts 

af anode functional layer 
as anode supporting layer 
cc cathode current collector 
cf cathode functional layer 
ey electrolyte 
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Subscripts 
a anodic 
c cathodic 
e electron 
ela electron–conducting phase in the anode (e.g., Ni) 
elc electron–conducting phase in the cathode (e.g., LSM) 
H2 hydrogen 
H2O water 
io ion–conducting phase (e.g., YSZ) 
IN inlet conditions 
N2 nitrogen 
O oxygen ions 
O2 oxygen 
 
Abbreviations 
LSM strontium–doped lanthanum manganite 
TPB three–phase boundary length 
YSZ yttria–stabilized zirconia 
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Chapter 9 

 

Conclusions 

This Chapter summarizes the main achievements of the thesis and provides the 
general conclusions of the study. Possible improvements and further applications of 
the presented modeling framework are also discussed. 

The main points to be highlighted are: 

i. the proposed integrated microstructural–electrochemical modeling framework 
allows a from–powder–to–power approach, that is, the prediction of the system 
performance from the same measurable and controllable parameters used in 
reality without the need for empirical, fitted of adjusted parameters; 

ii.  the framework allows the physically–based interpretation of experimental 
observations, such as the strong coupling between electrochemical behavior and 
morphological characteristics, and can be used as a tool to optimize the SOFC 
design; 

iii.  the models can be extended to take into account microstructure evolution (i.e., 
functional degradation of the electrodes), heat balance and mixed ionic–
electronic conducting materials at the electrodes. 
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9.1 Survey of main results 
This thesis presented an integrated modeling framework to describe the interaction 

between microstructure and electrochemical behavior of SOFCs. Several modeling 
tools at the microstructural and electrochemical cell levels were developed, 
combined and applied, showing that the models can quantitatively reproduce the 
strong coupling between the morphological characteristics of the electrodes and the 
electrochemical behavior of the whole fuel cell system. 

At the microstructural level, several particle–based algorithms able to numerically 
reconstruct the three–dimensional microstructure of porous electrodes were 
presented and discussed. These algorithms were developed to take into account the 
main morphological features of SOFC electrodes, such as the polydispersion of 
particle size and, more importantly, the effects of sintering phenomena, which cause 
the densification of the structure through particle overlap and the formation of 
additional pores when pore–former particles are introduced. 

Packing algorithms were adopted in this thesis to simulate conventional porous 
electrodes (Chapter 4) and nanostructured electrodes (Chapter 6) under the 
assumption that particles were spherical. A more general packing algorithm, able to 
reconstruct random packings of nonspherical particles, was proposed in Chapter 5 in 
order to take into account specific features which may arise in SOFC electrodes, 
such as particle agglomeration and the distortion of particle shape from the spherical 
one. A Monte Carlo random–walk method (Chapter 7) was developed in order to 
calculate the effective transport properties (e.g., effective conductivity, tortuosity 
factor) and the specific geometric properties (e.g., three–phase boundary length, 
mean pore size) of the reconstructed electrodes.  

Using this approach, all the main morphological features and electrode 
architectures could be properly simulated. Quantitative information, such as 
percolation thresholds, three–phase boundary length and effective transport 
properties, could be accurately predicted. In addition, the approach allowed the 
substantial reduction, if not the elimination, of free parameters, avoiding the need for 
empirical correlations or the use of percolation models, both of which were found to 
provide limited information (Chapter 4) or inaccurate predictions (Chapter 3) if 
compared with detailed particle–based models. 

The microstructural models were specifically validated in Chapter 7 against well–
characterized experimental data. Effective transport properties in both gas (i.e., 
permeability) and solid phase (i.e., effective conductivity) of random packings of 
sintered spherical particles were predicted and compared with experimental 
measurements in a wide range of porosity. The excellent agreement found for both 
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gas and solid phase properties without any fitted or adjusted parameter attested the 
soundness of the proposed particle–based models. 

Electrochemical models were developed at both electrode level for button cell 
configuration (Chapters 2, 3 and 7) and at cell level to simulate the behavior of a cell 
within a stack (Chapter 8). A physically–based approach was considered, consisting 
of mass and charge balances applied within the membrane–electrode assembly and 
the feeding channels. The transport of gaseous and charged species in porous media 
as well as the reaction at the contact points between different conducting phases 
were considered through mechanistic models, as an example the dusty–gas model to 
describe convention and diffusion (both ordinary and Knudsen diffusion) of gas 
species within the pores of the electrodes. The mechanistic approach was found to 
be applicable for conventional materials commonly used for high temperature fuel 
cells and also for unconventional SOFC configurations (Chapter 3). 

The solution of model equations provided the steady–state and the transient 
electrochemical behavior of the electrode or the cell. The steady–state response was 
useful to evaluate the system efficiency and to assess how different phenomena 
contributed to affect the SOFC performance, such as the effects of mass transfer 
limitations discussed in Chapters 7 and 8. Dynamic simulations, performed to 
reproduce impedance spectra, allowed a physical interpretation of experimental 
results and the identification of basic processes occurring at microscopic scale as in 
Chapter 2. In addition, the knowledge of the local distribution of field variables 
(e.g., concentrations, electric potentials, pressure), which are not available 
experimentally, made the model capable to provide a closer understanding of all the 
microscopic processes occurring in the system, thus proving information regarding 
kinetic aspects (Chapter 2), active thicknesses (Chapters 2 and 8) and limiting 
factors (Chapter 7). 

Microstructural and electrochemical models were integrated at both electrode 
(Chapter 7) and cell (Chapter 8) levels, providing a modeling framework able to 
describe the coupling between morphological characteristics and electrochemical 
behavior. The approach was validated in Chapter 8, showing that the integrated 
model was capable to reproduce and predict the macroscopic behavior of an SOFC 
stack produced by the Forschungszentrum Jülich, which nowadays represents a 
worldwide benchmark, in a wide range of operating conditions without the need for 
fitted parameters. 

9.2 General conclusions 
The main goal of the thesis consisted in the integration of the microstructural 

modeling into the mechanistic description of reaction and transport phenomena at 
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electrode and cell level. This integration allowed us to build a modeling framework 
from–powder–to–power, that is, capable to reproduce and predict the SOFC 
macroscopic response, such as the current–voltage relationship, from the knowledge 
of powder characteristics and operating conditions, which are the same measurable 
and controllable parameters available in reality.  

Within this framework, no empirical, fitted or adjustable parameters are required, 
feature which makes the modeling tool widely applicable in a broad range of 
conditions. In particular, the microstructural and the electrochemical models 
developed are sufficiently general to quantitatively reproduce all the main electrode 
configurations, morphological features and conducting materials currently adopted 
for SOFC applications. 

The integrated microstructural–electrochemical model is fully predictive and does 
not require real samples. When specific measurements are available, the model can 
be used as an interpretative tool of experimental data, otherwise it can be applied as 
a design tool to improve the cell performance by optimizing the geometrical and 
microstructural parameters. 

The thesis showed that there is a strong coupling between electrode microstructure 
and cell electrochemical behavior: morphological characteristics may affect the 
system performance more significantly than some material properties or operating 
conditions. Only a model capable to reproduce such a strong coupling can provide 
quantitative information and sound predictions. By using the proposed modeling 
framework, the cell performance can be substantially improved by optimizing the 
electrode microstructure and taking into account the influence on the all processes 
occurring at the microscopic scale. 

9.3 Outlook 
The integrated microstructural–electrochemical models proposed in this thesis 

provide a sound and validated basis for the mechanistic description of solid oxide 
fuel cells, from the microstructural to the cell level, and for the prediction of system 
performance for a wide variety of operating conditions and electrode architectures. 
However, in the framework of multi–scale modeling and due to inherent complexity 
of SOFCs, further improvements and integrations are still possible. 

The most significant aspect to be added to the model is the description of the 
microstructural modifications of the electrode microstructure occurring during 
operation, such as grain growth, coarsening and agglomeration of particles. To date 
these phenomena are supposed to be the main processes which lead to performance 
degradation and limit the lifetime of SOFCs. The modeling of the electrode 
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microstructural evolution can be included into the particle–based models presented 
in this thesis by applying discrete element methods or kinetic Monte Carlo methods. 
Comparison of the numerically reconstructed microstructures with samples analyzed 
through computer tomography will assess the validity of the numerical models. 
Then, coupling the electrochemical models will allow the prediction of the temporal 
evolution of the cell performance, providing a rapid alternative to long–term ageing 
tests. 

An important improvement concerns the introduction of the heat balance in the 
cell electrochemical model, with corresponding effective thermal conductivities 
evaluated through the Monte Carlo random–walk method. To date, the effective 
thermal properties of porous electrodes are evaluated using empirical correlations 
which usually overestimate the effective thermal conductivity. With the heat 
balance, also the temperature distribution throughout the cell will be predictable. 
This information be useful to assess the arise of thermal stresses and to investigate 
the effects of temperature gradients on the electrochemistry. The solution of the heat 
balance will also provide the outputs necessary to integrate the model in process 
simulators in order to evaluate the thermal efficiency of the fuel cell system. 

Finally, the model can be extended to take into account mixed ionic–electronic 
conductors instead of composite electrodes, making it attractive for the next 
generation of intermediate temperature SOFCs. In practice, the extension will 
concern only a modification of the reaction kinetics and of the charge transport 
model, therefore it could be easily accommodated. 



 



 



 


