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THE LIMITING ABSORPTION PRINCIPLE FOR PERIODIC
DIFFERENTIAL OPERATORS AND APPLICATIONS TO NONLINEAR
HELMHOLTZ EQUATIONS

RAINER MANDEL

ABSTRACT. We prove an LP-version of the limiting absoprtion principle for a class of periodic
elliptic differential operators of second order. The result is applied to the construction of
nontrivial solutions of nonlinear Helmholtz equations with periodic coefficient functions.

1. INTRODUCTION

In this paper we study elliptic partial differential equations of the form
(1) Lu-Xu=f inR?

where L := —div(A(-)Vy) + V(-)¢ is a Schrodinger-type operator with periodic coefficient
functions that are sufficiently regular. For A\ outside the spectrum of the selfadjoint operator
L: L*(R4) > H*(RY) » L2(R?) this equation is invertible, i.e. a unique solution u € H?(R?)
of exists. What about A inside the spectrum of L? This issue is much more delicate and a
general answer for large classes of operators is missing. There is, however, a general strategy
called ”limiting absoprtion principle” how to find nontrivial solutions of (1) for such A. On an
abstract level, any such limiting absoprtion principle is characterized by a class of coefficient
functions A,V and real function spaces X,Y such that for all f €Y and e € R\ {0} there is
a unique solution u® € X + X of the perturbed equation

(2) Lu-(\+ie)u=f in R

such that u® converges as € - 0* to a solution u* € X +:¢X of in a suitable topology. Let
us give some examples for Schrodinger-type operators of the form L =-A + V(zx) in R3.

One of the first results on limiting absorption principles for such operators is due to
Odeh [23] who proved uniform convergence of the u¢ for square integrableﬂ right hand sides f
with compact support provided the potential V' decays sufficiently fast at infinity in an aver-
aged sense. Another famous result is due to Agmon (Theorem 4.1 in [1]) who used differently
weighted L2-spaces X and Y and so-called short range potentials satisfying V (x) = O(]z|71~?)
as |z| - oo for some § > 0. A generalization to Helmholtz equations in unbounded and asymp-
totically conic manifolds was recently proved by Rodnianski and Tao [29]. Further versions of
the limiting absorption principle in Morrey-Campanato-spaces, again for evanescent poten-
tials, can be found in [5] or [25]. Goldberg and Schlag [12] proved an LP-version of the limiting
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2 RAINER MANDEL

absorption principle (X = L*(R3),Y = L*3(R3)) for potentials V € L"(R3)n L3/2(R¢) for some
r> % Each of the preceding results relies on the decay of the potential V', which ensures that
the resolvent of —A + V(x) — A —ie resembles the one of —A — X —ic as far as the asymptotic
properties at infinity are concerned. We stress that a control of the global regularity and
integrability of the functions u® represents the main difficulty since convergence on compact
sets can be proved under very mild assumptions on V. For instance, in 1962 Eidus [§] proved
a convergence result in H? (R3) whenever V is bounded from below and locally bounded
from above. Being interested in global regularity for solutions of periodic problems, we need
to take a different approach. The main tool of our analysis is Floquet-Bloch theory, which
allows to give a qualitative description of the spectrum of elliptic periodic differential oper-
ators. As we will see, combining this approach with suitable assumptions on the so-called
band structure of L leads to a new limiting absorption principle. In our analysis we mainly
take advantage of the papers by Gutiérrez [13] and Radosz [27]. The first-mentioned paper
provides an LP-version of the limiting absorption principle for the Helmholtz operator —A -,
while the second paper contains the main ideas how Floquet-Bloch analysis may be used in
order to establish a limiting absorption principle for periodic problems. Our contribution is
to combine the methods from both papers in order to prove an LP-version for the limiting
absorption principle in the periodic setting. Accordingly, both papers are of fundamental
importance for this paper, so we provide some details.

In [13] Theorem 6 Gutiérrez shows that for all A > 0 the family of resolvent operators

(A -X—ie) ' : L9(RY) - LP(RY) is equibounded with respect to € € R\ {0} provided d >3
and p, ¢ are chosen suitably, see . The task is to analyze the functions

ut = (~A-A—ig)lf = fl(L).

|- 2= A —ie

Gutiérrez’ a priori estimates allow to pass to a weak limit of the u® in LP(R?) as € - 0* and
the limit functions u*,u~ € LP(R?) are given by

wo)= [ @l =) 5 B -0 ) dy

(3) : :
_ (27)4 FE) itwe) ge o 5 F(€) iteey 1qa1
(2m) (p.v. 2t TP = ve d¢ +im ££|2=A} 2\/Xe dH (5)),

where H ((;32) P R — C denotes the Hankel function of the first kind, see (11) in [10]. The

formula from the second line follows from Lemma 5.1 in [30]. It shows some similarities with
the formula obtained by Radosz in the case of a periodic Schrodinger operator L = -A+V (z),
see Theorem 2.13 in [27]. Using Floquet-Bloch theory [3|/11] Radosz analyzed the convergence
of the functions uf(\,-) := (L-A+ic) 1 f as ¢ - 0* and determined complex-valued functions
ut,u~ satisfying

L O (L= 060)) @) d@ N = [ f@)o(ha)d(@, ) for all g€ G (1 xRY,
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where I c R is a sufficiently small interval containing a "regular frequency” A € o(L), cf.
Definition 1.1 in [27]. More precisely, she shows in Theorem 1.2 that the functions u® con-
verge to some u* as ¢ - 0* in the space L?(I,Z) where Z is a suitably weighted L?-space.
Nonetheless Radosz’ results are weaker than one may hope for in view of Gutiérrez’ results
for constant potentials. First of all, it is expected that a convergence result holds true for
every fixed regular frequency A in the spectrum of L, which cannot be deduced from conver-
gence in L2(I,Z). Furthermore, the topology of the weighted L?—space Z is rather coarse
given that the weight function is assumed to have some decay at infinity, see p.255-256 and
Definition 2.7 in [27]. As a consequence, Radosz’ techniques do not allow to control the decay
of the functions u(A,-) and u*(\,-) at infinity. These shortcomings were our motivation to
look for a limiting absorption principle that may substitute Gutiérrez’ results [13] when the
differential operator L has periodic instead of constant coefficient functions. Our Theorem
provides such a new result for a class of differential operators L and regular frequencies A
satisfying the assumptions (A1),(A2),(A3) that we are going to introduce and discuss next.

Our first assumption says that we deal with uniformly elliptic partial differential equations
of second order in divergence form with Zd-periodic coefficient functions so that Floquet-
Bloch theory is applicable. Clearly, by a change of coordinates, other periodicities can be
dealt with, too. So we require the following:

(A1) Lyp = =div(A(-) V) +V ()9 for Z2-periodic coefficient functions A € CT(R¢ R%>) and

V e L*(R?) such that A(z) is symmetric and (£, A(z)&) > ¢[¢[?> holds for some ¢ > 0
and all z, & e R4,

Under this assumption the operator L is selfadjoint on R¢ with domain H?(R?) and its
spectrum has a so-called band structure. This means that the spectrum of L is the union of
infinitely many bands \,(B) where the band functions A, are continuous and B = [-7,7]¢
is the so-called Brilluoin zone, named after Léon Brillouin in honor of his contributions
to the study of wave propagation in periodic materials [4]. The relation between the band
functions A4 and the operator L is given by the following k-dependent selfadjoint quasiperiodic
eigenvalue problems on the periodicity cell Q := [0, 1]¢:

Lap = M in Q,
4 :
4) Y(z+n) = eFmy(z) on 95 for all n e Z%.

For every k € B there is an orthonormal basis {¢(-, k) : s € Z?} in L2(€Q;C) consisting of
eigenfunctions of with associated eigenvalues {A\s(k) : s € Z4} so that the band structure
takes the form

(5) o(L)= U A(B) = U UfA(R)}-

sezd seZd keB

A proof of (5) may be found in Lemma 4 and Lemma 5 in the paper bei Odeh and Keller [24].
Notice that their result is formulated for continuous and Z?-periodic potentials V', but ex-
tends to bounded ones as in (Al). We will use that the functions k — (-, k) € L2(2;C)
can be chosen to be measurable, see Lemma 5.3 b) in [2]. Moreover, we may extend the 1)
continuously to RY x B by quasiperiodicity, i.e. by defining 9 (z + n, k) = ekl (z, k)
for x € Q,n € Z%, see . A very subtle point concerns the labeling of the eigenpairs
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(Ys(- k), As(k)). A common way to do this is to use Ny instead of Z?¢ as an index set
and to order the eigenvalues by requiring A;(k) < Aj;1(k) for all j e Ny. This approach is
used for instance in [24] or in Eastham’s book, see Chapter 6 in [7]. The advantage of this
numbering is two-fold: Firstly, it is intuitive and secondly, the Z¢-periodicity and Lipschitz
continuity of the band functions immediately follow from the min-max-characterization of
eigenvalues. In this paper, however, we do not use this labeling. The reason is that for this
labeling Lipschitz continuity is the best regularity one may in general hope for. Indeed, it
is possible that eigenvalue surfaces As(B) intersect each other ”transversally” so that the
crossings destroy every kind of differentiability property of the band functions A, and the
corresponding surfaces As(B), but not their Lipschitz continuity. This phenomenon is illus-
trated schematically in Figure XIII.15 in [28] in the one-dimensional setting. A numerical
example for d =2 and L = -A + V(z) with a concrete potential V' may be found on p.863
in [6]. We choose the index set Z? for the numbering of the orthonormal basis, which is mo-
tivated by the explicit example of a constant potential where the Floquet-Bloch eigenpairs

(Ys(+, k), As(k)) are given by
(6) Vo(x, k) = ellk2ms2) N (k) =|k+2ms|>  forkeB,seZzeq,

see (6.8.1),(6.8.2) in [7]. So one finds that 1, As are smooth with s(x, k+27mn) = Vg.n(x, k),
As(k+27n) = A\gin (k) for all n € Z4. We conclude that with our choice of the index set smooth-
ness may be gained at the expense of Z?-periodicity with respect to the quasimomenta k.
We will say more on regularity issues below.

The band functions \, satisfy the estimates
(7) clsf’ = C' <A (k) <ClsP+C (seZ? keDB)

for some ¢, C' > 0 independent of k. Notice that |s|? has to be replaced by |s|[*/¢ when Ny or Z is
used as an index set. Let us quickly recall why this is true. In the case L = —A Theorem 6.3.1
in |7] shows that the jth largest eigenvalue among the A\;(k) can be enclosed between the
j-th Neumann and the j-th Dirichlet eigenvalue. Since the asymptotics for both eigenvalue
sequences are given by Weyl’s law, follows for this special case. For differential operators
L asin (A1) one has ¢-(-A)-C < L <C-(-A+1) for some ¢,C > 0 in the sense of symmetric
operators so that results from Courant’s min-max characterization for the eigenvalues of
self-adjoint compact operators and the corresponding result for —A mentioned above. For
more information about the qualitative properties of the eigenpairs (1s(+, k), A\s(k)) in a one-
dimensional setting we refer to Theorem XII1.89 and Theorem XIII.90 in [28] or Chapter 2.8
in [2]. Important tools from Floquet-Bloch analysis are the Floquet-Bloch transformation U
and its inverse U~! that allow to transfer problems from R¢ to k-dependent problems on the
periodicity cell Q =[0,1]¢ and vice versa. It is given by

U: L(REC) > LAQx BiO), [ [(@ k) ¥ flo-n)e™],

neZd

(8)
U™ L2(Q2x B;C) - LA(R%C), g»[x»\/%[gg(x,k)dk]
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where g is to be understood quasiperiodically extended via the formula g(z+n, k) = ek g(z, k)
(n e Z9) from Qx B to R?x B, see Lemma 2 and Lemma 3 in [24]. The Floquet-Bloch trans-
formation is an isometry, see Theorem 2.2.5 in [19] or Corollary 2 in [24].

With the above preparations we may now introduce and discuss the precise regularity
assumptions that we have to impose on the Floquet-Bloch eigenpairs (15(+, k), As(k)) from
above. In the case of the trivial potential, see @, there are real analytic functions A : R% —
R, ¥ : R4 x R4 - C such that A\s(k) = A(k + 27s),¥s(x, k) = U(x, k + 27s) and the so-called
Fermi surfaces

(9) Fr={keR:A(K) =7)

are spheres of radius /7 for all positive 7, i.e. for all 7 in the interior the spectrum [0, c0). In
the general case, our assumption (A2) on the Fermi surfaces of the operator L will ensure that
for 7 close to a given frequency A € o(L) the associated Fermi surfaces F, show a somewhat
similar behaviour. More precisely, we will require them to be compact, sufficiently smooth
and to have positive Gaussian curvature in each point of the surface. From the physical
point of view it is reasonable to assume that at least small periodic perturbations of constant
potentials have this property. At this point we want to stress that in most of the textbooks
and papers the term ”Fermi surface” is used differently. There it is the uniquely defined
subset of the Brillouin zone B = [-7,7]? that contains a 27Z?-translate of a point from F;.
In other words, it is given as follows:

(10) F.={keB:\,(k) =7 for some s € Z}.
The following statement about the F, is taken literally from Sélyom’s book [31], page 89:

”...However, the presence of a periodic potential can drastically distort the spherical
shape of the Fermi surface — and, as we shall see, it can even disappear. For a relatively
small number of electrons only the states at the bottom of the lowest-lying band are
occupied. The Fermi surface is then a simply connected continuous surface that deviates
little from the spherical shape. When the number of electrons is increased, the surface
may cease to be simply connected . ..In such cases more than one band can be partially
filled. The Fermi surface separating occupied and unoccupied states must then be given
for each of these — hence the Fermi surface is made up of several pieces.”

Trasferred to our situation this means that for small 7 one typically observes that F, = F;
has a spherical shape. For larger 7, however, F, # F’ is possible and F, may be disconnected.
Indeed, this phenomenon can be easily verified for the constant potential V' = 0, which is again
based on (). For 7 > /7 the sphere F, = {k ¢ R?: A(k) = |[k]> = 7} does not fit into the
Brillouin zone B = [-7m,7]¢ and thus F, becomes disconnected. It is however remarkable
that the Fermi surfaces F; according to our definition from (9] keep their shape regardless of
the precise value of 7 > 0. This makes us believe that, firstly, the sets F are actually more
meaningful and ”physical” than the F,. Notice that the fact of the . becoming disconnected
for 7 > \/m does not produce any physical effects; the Helmholtz equation —Au—7u = f for 7
bigger or smaller than \/7 may be transformed into each other by a simple rescaling so that
the qualitative description of the solutions does not change. Secondly, assuming a spherical
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shape in terms of positive Gaussian curvature also makes sense from a physical point of view.
Our assumptions for the Fermi surfaces concern their shape as well as their regularity.

(A2) There is a p > 0, an open set U c R® and A : U - R, ¥ : R¢ x U — C such that
As(k) = A(k +27s), Ys(x, k) = V(z, k + 27s) whenever \((B) n[A=p, A+ p] +#+ @ and
the following holds:

(a) sup,eq [V (z,")|on @y < 00 and A e CN*1(U,R) for some N >2, N > &L,
(b) The Fermi surface F) := {k € U : A(k) = A} is a closed compact hypersurface with
positive Gaussian curvature.

(c) VA#0 on F).

We stress that we require the functions A, ¥ to have these properties on a sufficiently small
neighbourhood U of the Fermi surface F and only for finitely many indices s € Z% as follows
from . At first sight this seems to be a technical point, but in fact it is known for d = 2 that
an entire function A : C¢ —» C with \;(k) = A(k+27s) can only exist for constant potentials V',
see Theorem 4.4.6 in [18]. We are not aware of any global regularity results for the band
functions A or ¥,(x,-) that would allow to deduce (A2) from whatever property of V, A, so
we have to require them. As mentioned above, eigenvalue surfaces associated with different
indices may intersect so that differentiability properties across these intersection points are
not as easy to get. Away from these intersections the dependence on k is analytic, see for
instance Theorem 2 and Remark (iii) in [24]. In [34] Wilcox proves that for all s € Z¢ the
mappings k — (-, k) € C(Q) are holomorphic on B \ Z, where Z, is a closed null set, but
this regularity result is not sufficient for our purposes. As far as the band functions A\, are
concerned, there are global regularity results that allow to continue the A\, analytically in a
certain sense (see Chapter 3.5.4 in [2] and in particular Theorem 5.2) but we did not see how
such tools can be used for our purposes. In Figure [I| the Fermi surfaces (and translates of it)
are plotted numerically for an almost constant potential (left) and for a strongly oscillating
one (right). The figure on the left suggest that assumption (A2)(b) is satisfied for all depicted
frequencies 7. The Fermi surfaces on the right hand side are more complicated and for some
7 more than one connected components of the Fermi surface can be found as well as parts
with negative Gaussian curvature. So in this case the geometry of the Fermi surfaces does not
seem to be covered by our assumption (A2)(b). The author thanks T.Dohnal (University of
Dortmund) for providing these pictures. Part (c) of assumption (A2) was introduced in [27].
Frequencies A € o(L) with this property are called regular. As mentioned in Remark 2.2
of [27] almost all frequencies are regular under this assumption. Indeed, Sard’s Lemma and
A e CY(U,R) imply that the set of irregular frequencies A({k € U : VA(k) =0}) is a null set.
For the constant potential all frequencies 7 > 0 are regular, whereas 7 = 0 is irregular. The
assumption (A2) will allow us to analyze the properties of certain integrals over the Fermi
surfaces that may be interpreted as a generalized version of Herglotz waves, which are known
to play a fundamental role in the study of homogeneous Helmholtz equations, see [30] for
more details in this direction. Let us mention that Herglotz waves also appear in Gutiérrez’
proof of the limiting absoprtion principle for the Helmholtz operator [13] so that it may not
surprise that such integrals are involved in our analysis.
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(a) Fermi surfaces F: for the poten- (b) Fermi surfaces F,; for the poten-
tial  V(x,y) = 0.2sin(27x)?cos(2ry)  and tial  V(z,y) = 10sin(2rz)? cos(27y)  and
T =15,15,30,40 (red/black/green/blue) T =15,15,30,40 (red/black/green/blue)

FIGURE 1. Fermi surfaces

Our last assumption concerns the eigenfunctions (-, k) introduced above.
(A3) There is a C' > 0 such that |[¢(-, k)| 1= (,c) < C for all seZ4 ke B.

Again we deduce from () that this assumption holds for the constant potential. Using ODE
methods we can show that this assumption even holds for A =idg. and so-called separable
potentials V' (z) = Vi(x) + ... + Vy(xy) with 1-periodic potentials Vi,...,Vy € L°(R). This
fact is proved in the Appendix. The general case, however, seems to be completely open.

We finally come to our main result, which is the limiting absoprtion principle for periodic
differential operators satisfying the assumptions (A1),(A2),(A3). It is formulated in terms of
the resolvent operators

(11) RE(N) :=R(\+ig) = (L-\—ie)! for e e R\ {0}

that we will consider as bounded linear operators from Li(R?) to LP(R%; C) for p, q according
to the following inequalities:

_qd_ <Q
1£q<2(d+1), 2dq p < 1455 or
d+3 2+ q(d-3) o ,q>4
(12)
d
2(d+1)gq< 2d’ 2¢ < < ,qgg'
d+3 d+1" 2d-q(d+1) <oo  ,q>%

Our limiting absorption principle for periodic differential operators reads as follows.

Theorem 1. Letd e N, d > 2, p, q satisfy and let the assumptions (A1),(A2),(A3) hold for
some XA € a(L). Then the family of resolvent operators R¢(\) : L1(R%) - LP(R<4; C) from
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is equibounded and there exist bounded linear operators R*(\) : L1(R4) - LP(R?;C) such that
RE(A) > R*(N) ase—0*

in the operator norm. For all f € L1(R?) the functions R*(\)f € W2P(R%; C) + W24(R%; C)
define strong solutions of Lu— Au = f in R9.

Additionally, the functions R*(\)f are expected to satisfy a generalized form of Sommer-
feld’s radiation condition at infinity. Similarly, the farfield expansions of these functions are
of interest and generalized versions of the corresponding results for constant potentials (see
for instance Proposition 2.7 and Proposition 2.8 in [10]) are expected to hold. Let us compare
the ranges for p, ¢ from ((12) with the ones from [13]. Gutiérrez’ limiting absorption principle
holds for exponents p, q € [1, 00| satisfying the inequalities

1 d+1 1 d-1 2 1 1 2
(13) ->— -< , <——=—=<-.
q 2d p 2d d+1 q p d
Inthecase1<¢g< 2(dd++31) we have jgg)q < 2;&‘1_3) so that Gutiérrez’ bounds allow for more (i.e.

smaller) exponents p. In the case 2%:31) <g< %, however, we find gﬁtg > 5 d_;(qd+1) so that

our range for p covers smaller values than those of Gutiérrez. In particular, given that the
assumptions (A1)-(A3) hold for L = -A, we see that Theorem [1| partly improves the limiting
absorption principle from [13]. The reason for this comes from a different interpolation
procedure for the "resonant part” of the resolvent operators R¢(\), as we will see later. It is
an open and interesting question what the optimal ranges are.

Finally, we discuss an application of the limiting absorption principle from Theorem [T We
study real-valued solutions of the nonlinear Helmholtz equations

(14) Lu—Mu =+ (2)uff?u in R?

where L, \ satisfy the assumptions of the theorem and T" € L*(R%) is a positive Z?—periodic

function. In the case L = —-A and X\ > 0 Evequoz and Weth |10] showed that admits
a dual variational formulation in L (R<) for % < p < 2% that relies on the selfdual
estimates for the associated resolvent operators R*(\) : LV'(R?4) - LP(R%;C). For p in
the interior of this interval they proved the existence of a mountain pass critical point in
LY (R4) of the dual functional and thus the existence of a so-called dual ground state of the
equation belonging to LP(R¢). This solution even lies in W27 (R%) n C1*(R9) for all r > p
and « € (0,1). One of the major limitations in their approach is the specific form of the
linear operator L, which is due to the fact that only in this case the mapping properties of
the resolvent-type operators R*(\) are known (thanks to Gutiérrez’ results we mentioned

above). We refer to the beginning of section 2 in [10] for the details. Given that the selfdual

estimates R*(\) : LV (RY) — LP(R%;C) from Theorem (1| hold for % <p< 2L we may

apply the same variational techniques provided the linear operator satisfies (A1),(A2),(A3).

Corollary 1. Let d € N,d > 2,22?_*11) <p< % and let the assumptions (Al1),(A2),(AS3)
hold for some X € o(L), let T' € L*(R?%) be positive and Z—periodic. Then the nonlinear
Helmholtz equation has a (nontrivial) dual ground state solution u € LP(R?) with u €

W2r(RE) + 2o (RY).
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As in [9|10] the existence of infinitely many nontrivial solutions may be shown by invoking
the Symmetric Mountain Pass Theorem under the assumption that I' is evanescent at infinity
so that the associated dual functional satisfies the Palais-Smale condition, cf. Lemma 5.2
in [10] for the case d > 3 and p.10 in [9] for the case d = 2. We mention that our statement
concerning the global regularity of the solution is weaker than the corresponding claims
in [9,|10] because a replacement for the bootstrap procedure from Theorem 4.4 in [10] has
not been established yet.

The paper is organized as follows: In section [2] we analyze the mapping properties of the
resolvent operators Re(\) for € e R\ {0} and identify the limit operators R*(\). This will
be done by splitting R¢(\) into a nonresonant and a resonant part the analysis of which
is substantially different. We mention that this splitting already appears in the work of
Radosz [26,27] and it seems to be indispensable. The estimates from section [2| will then be
used in section [3] where Theorem [I] and Corollary [T] are proved. Two results from section
with long and technical proofs will be discussed in section [4 and section [p Finally, in the
Appendix we verify assumption (A3) when A is the identity matrix and V' is separable.
Throughout the paper ¢,C' > 0 will denote positive numbers that may change from line to
line.

2. ESTIMATES

Throughout this section we make use of the assumptions of Theorem [I} Following the
strategy outlined above we intend to split up the resolvent operators according to Re(\) =
R5(N) +R5(N) where RS (M), R5(N) define linear and bounded operators between appropriate
Lebesgue spaces that converge as ¢ — 0*. In order to prove this assertion we first provide
a representation formula for the resolvent using the eigenfunction expansion for the eigen-
value problems on the periodicity cell Q = [0,1]¢. With the aid of the Floquet-Bloch
transformation and the notation from the first section we get the following result.

Proposition 1. For all f € C*(RY) we have

(RENN(@) = [ Ko@) f () dy

where the kernel function K¢ e L} (R4 xR C) is given by

(15) Ko@) =, > ¢A(fk’;)_wA(f/lf) dk.

Proof. For e e R\ {0} we set u® := R¢(\)f. Then u® € H2(R%; C) satisfies
Luf — (A +ig)u® = f in RY

in the strong sense. Now we apply the Floquet-Bloch transformation which commutes with
the differential operator L thanks to periodicity assumption (Al). So we have Uus(-, k) €
H?%(Q;C) for all k € B as well as

LUW) (k) - A +ie)(UuE) (k) = (U (k) in Q.
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Since (1s(+, k))geza is an orthonormal basis in L2(2; C) consisting of eigenfunctions associated
with and eigenvalues A\;(k), we get for all k € B and almost all x € (2

5 (U E), 05 ( k) 2o
Ao (k) = A—ie

Notice that for every given k € B and ¢ € R \ {0} this series converges in L?({2;C) thanks
to . Since f has compact support, we get

(UFCR) UM ey = [ UF (0 k) 0, k) dy
~ 1B 5 fyem)e (g k) dy

(16) (Uus)(, k) = bs(z, k).

seZd

" =8I 1/2%223:7 Fy+n)ds(y+n,k) dy
= 1B [ 70y k) dy.
and thus
SRS L1 318 TR
- | B2 fRd sgd @D;(ﬂ(ﬁkl)f)@/);(y, k)f( ) dy

for all k € B and almost all x € €). Finally, we apply the inverse Floquet-Bloch transformation
given by and get from Fubini’s Theorem

W (z) = |B| 2 [B U (, k) dk

- [ > 1”;(‘;’]{’;)1”;(9’ 5 k) () dy

= fRd K= (x,y) f(y) dy,

which is all we had to show. O

We note that an explicit formula for K¢ does not seem to be available except for the special
case of the Helmholtz operator L — A = -A - X for A >0, see . The representation formula
from Proposition [1] in fact holds for more general functions f. Based on estimates involving
K¢ we will see that the integral representation for R¢()\)f also makes sense for f € LI(R?)
when ¢ is chosen suitably. To see this, we split the sum and the integration into one part
where A\;(k) - A is bounded away from zero and a second part where \;(k) -\ is close to zero.
We will call the associated operators the nonresonant part (indexed by 1) or the resonant
part (indexed by 2) of the resolvent, respectively. With p as in assumption (A2) we choose
a cutoff function y € C§°(R?) with the properties

(18) 0<x<l, supp(x) c B,(0), x =1 on B,;(0).
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Then the splitting
REMS = RIS+ R (M) f
holds for f e Cg°(R?) where the operators on the right hand side are defined via

(RENNE) = [ K 9) ] () dy.
(RENN @) = [ K5 (0,91 () dy

and K§, K5 e L? (R4 x R%;C) are given by

KiCea) = f, 3 S5 e kG d
(20) s

KiGo) = f, ¥ XD o kDG

(19)

In view of we find that K5(x,y) should be seen as a finite sum of singular terms (as
e - 0) whereas K§(z,y) is an infinite series of regular terms. Moreover, we observe

€ _T15—e(1, ) € _ € d d P
Ki(z,y) = K;j*(y,x), K;(z+m,y)=K;(x,y-m) foreeR\{0},z,yeR" meZ® (j=1,2).

Using the assumptions (A1),(A2),(A3) we will show that, roughly speaking, the resonant part
is responsible for low decay rates at infinity because it maps into Lebesgue spaces LP(R?)
with certain exponents p > 2. On the contrary the nonresonant part will give the upper
bound for p from (12)). In the following we study the mapping properties of R5(\), R5(A) for
small |e| that will be used in section [3| when we prove Theorem [I] and Corollary [1]

2.1. Estimates for the nonresonant part. Using the equiboundedness of the eigen-
functions ¢ from assumption (A3) we first prove an estimate for the family of sequences
((UR(-, k), ¥s(-, k)) r2(0c)) where k ranges over the Brillouin zone B and h € L™ (R?) for
some r € [2,00]. For notational convenience we suppress k as well as the index s € Z? of
these sequences. These estimates involve the Banach spaces L"(B x Z?) for r € [2, 00] which
we define to be the Lebesgue space with exponent r induced by the product of the Lebesgue
measure on B ¢ R? and the counting measure on Z¢. The corresponding norm is given by

(OB v o)y = ([ T WURC )l R ol k)
seZ4

for 2 <r < oo and

H ((Uh7 w8>L2(Q;C))”L°°(Bde;(C) = " S;ug 2 |(Uh(-, k)u wS(', k)>L2(Q;(C)|'

Here, sup stands for the essential supremum. In view of the following result resembles
the Hausdorff-Young inequality for Fourier series.

Proposition 2. There is a C >0 such that for all k€ B and 2<r < oo and h € L™ (R?)
|((UR, ¥s) 2 0) Lr(Bxzacy < ClR L (ray-
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Proof. For r = 2 we have the identity

H((Uh>wS>L2(Q;C))H%2(Bde;(C) :/]; Z |<Uh(>k)7w8(7k)>[z2(9,(c)|2dk

seZ4d

= [RGBy db

” Uh||2L2(Q><B;(C)

[P7 2 (gay-

Here we used that the functions (-, k) form an orthonormal basis in L2(2;C) and that
the Floquet-Bloch transformation U : L2(R¢;C) - L2(Q2 x B;C) is an isometry. In the proof
of the inequality for r = co we use (A3), so let C' > 0 be given with |[¢ps(x, k)| < C for all
r €. keB,seZ Then we get from

ICUR, Ys)) oo (Bzascy = sup [(UR( k), s(+ k) L2 s0)|

(k,s)eBxZ4

<C  sup Q|Uh(a:,k)|d:zc

(k,s)eBxZ4

SC’/{; > |h(z—n)|dx

neZd

< C|n| Ly (ray-
Interpolating both estimates yields the result. O

Next we use the estimates from Proposition [2| to prove some mapping properties of the
nonresonant part of the resolvent operator.

Lemma 1. Let p,q satisfy

1 1 2
(21) d>2 and 0<=-=<=, 1<q<2<p<oo.
q p d

Then there is a C >0 such that for all e e R and f € C°(R?) the following estimates hold

IRT(N) [l o ey € C| fll Laqray,
RSN f = RYN) fl o rescy < Cell f | pacray-

Proof. Applying to f,g € Cy(RY) we get
| @R NN @) do

) f[@dg(x)(,éd Kf(l”y)f(y)dy) dz
=]€3 > ai(k)(fuwf(y)m‘ly)(/Rdg(fc)ws(x,k)d:c)dk

se€Z4

:A Zai(k‘)(Uf(',k’),’(/)s(',k))LQ(Q;(C)<Ug('7k)7¢s('ak))LQ(Q;(C)dk

seZd
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where
as(k) = 1-x(As(k) - A)
° As(k) =X —ie ~
Now let 7">%be given by %—%z%. Due to @ we find a C' > 0 such that for all ¢ €e R we

have [[(aS)|r(pxza.cy < C. So Holder’s inequality and Proposition 2| (we have ¢/, p > 2) yield
[ S 0SUNU )Rty (UG ), 0 B g |

< (@) | zr(Bxzascy |(U £, 0s) L2 0:0)) | Lo (Bxzascy | (U 9, ¥s) r2(0.0)) | Lo Bz
< Clgll 1o ey | £l Lo mey-
This entails

9@ RSN @) dw < Clgl ey | o

for all f,g € C(R?). Since CF(R?) is dense in L' (R?) and the dual of L¥'(R?) is LP(R?)
due to p > 2 we get the first asserted estimate. The same way we get the second estimate
from ||(ag - a?)| 1r(Bxzec) < Ce. m

2.2. Estimates for the resonant part. Now we discuss the mapping properties of the
integral operator

(RENN(@) = [ K@) f () dy

where K5 was defined in (20)). Our first result is a pointwise estimate for the kernel function,
which is the most challenging result in this paper from the technical point of view. Its proof
is based on a refinement of the method of (non-)stationary phase and its application to decay
estimates for oscillatory integrals over nicely curved hypersurfaces in R¢. Exploiting the
regularity assumptions for the Fermi surfaces of L from (A2) we get the following:

Proposition 3. There are measurable functions K3 :R4xR? - C and a C >0 such that for
alle e RN {0}, 2,y € R4, m € Z we have K3 (z,y) = K5 (y,x), K*(x+m,y) = K*(x,y-m) as
well as

1-d
K3 (z,y)| <C(1+ |z -y|)2,

(22) 14
(K3 (2, y) - K3 (2, y)| =o(1)(1 + |z -y[) = ase—0%

Here the factor o(1) indicates that the convergence is uniform with respect to 2,y € R4, The
proof of Proposition |3|is very long, so we prefer to present it in the appendix. The estimate
already yields some mapping properties of R§(\) between certain Lebesgue spaces, but
those are not strong enough to prove Theorem . As in the proof of Theorem 2.2 in [16] or
Theorem 6 in |13] an estimate based on ”spectral properties” has to be added in order to
improve them via interpolation, i.e. with the aid of the Riesz-Thorin Interpolation Theorem.
In [13],/16] this strategy applies in the context of elliptic differential operators with constant
coefficients. For instance in the case L = —A -1 one finds that the kernel function associated
with the operator L —ie is given by K¢(z,y) = ®¢(z-y) with F(P)(§) = (|{|*-1-ie)~!. The
estimates for the resonant part (||¢]>—1| > ¢ > 0) of the associated integral operator are based
on Bessel potential estimates — their counterpart in the periodic setting was presented in
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the previous section. The resonant part (||£]> — 1] < ¢) is estimated differently. The resonant
part of the kernel function K3 is split into infinitely many pieces Kg’j that only depend on
the behaviour of K§ in the annuli 27! < |z —y| < 2/ for j € N. The j-dependent mapping
properties of these infinitely many integral operators result from the pointwise decay of K3
and from estimates based on the Stein-Tomas theorem, see for instance (36) in [13] for
the decomposition into annular regions and Lemma 1 in [13] for the resulting j-dependent

estimates on these regions. For the Stein-Tomas theorem we refer to [33] or p.375,p.414 for
d>3,d=2in [32].

In the case of general periodic elliptic differential operators the Fourier transformation
is not suitable and a replacement for the above-mentioned estimates based on the ”spectral
properties” has to be found. In our situation it turns out that estimates for the Floquet-Bloch
transforms (similar to the ones in the paper [15]) of K5(x,y) for (z,y) in the jth dyadic shell
are helpful. These dyadic shells should be seen as the the analogues of the annuli used in the
constant coefficient case. More precisely, we define the grid points Ry := {0}, R; := {m € Z%:
2771 < |my| <27 for i =1,...,d} and then, for each j € Ny and ¢ e R\ {0},

(R NH)() = [ K57 @y)f(w)dy  where

K37 (w,y) = K5 (2, 9)1r, ([2] - [y]).
Here, [z] := ([#1],...,[z4]) € Z? denotes the componentwise floor function. This definition

guarantees K37 (z +m,y) = K57 (x,y —m) for all z,y € R4 m e Z9 so that K57 inherits this
important symmetry property from K3. Analogously, we define

(R;J()\)f)(x) = fRd K;’j(Ly)f(y) dy where

K2i7j($7 y) = K;(.’L', y)lRJ([z] - [y])
First we provide the estimates based on the pointwise bounds from Proposition

(23)

(24)

Proposition 4. There is a C' > 0 such that we have for all ¢ € R~ {0} and p,q,r € [1, 00]
satisfying 1 + 1—1) =14 % and all f € L1(R%)
IRS (NS lirecy € CXF DU flpamey  for all j €No and
IRS (NS = R5? (N lismecy = o()2F D f | pagmay  for all j €Ny as e 0%,

Proof. We only show the first estimate, the proof of the second being similar. For z,y € R?
such that [z]-[y] € R; we have the inequality c¢-2/ < |z —-y| < C-2J for some positive ¢, C. In
particular Proposition (3| gives

i(-=d)

K57 (2, 9)] € C(L+ o= y) T Lo < O2F Uy for all j N,

Hence, Young’s convolution inequality yields the desired estimate. O

As outlined above we go on with an L? — L2-estimate for R57(\) based on a pointwise
estimate of the Floquet-Bloch transform of the kernel function K57(-,4) which relies on the
regularity assumptions for the Fermi surfaces from assumption (A2). Since it is quite long,
we will give the proof in the appendix.
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Proposition 5. For all 6 >0 there is a Cs >0 such that for all e € R\ {0} we have

sup ‘U(Kg’j(-,y))(x,l)‘ < C52101+9) for all j € Ny and
z,ye2,leB

sup ‘U(Kg’j(-,y) - K;’j(-,y))(x,l)‘ = 0(1)27(1+9) for all j € Ny as € - 0*.
z,ye2,leB

In this result and in the following ones o(1) indicates that the estimated quantities converge
to zero uniformly with respect to j.

Proposition 6. For all 6 >0 there is a Cs >0 such that for all e e R~ {0}, f € C°(RY) we
have
IR (M) fllz2macy € Cs27 | fl L2 (may for all j € Ny and
IRSZ(N)f = R37 (M) flizwacy = (1) 270 | £ 2 ray for all j €Ny as e - 0*.
Proof. Again, we only prove the first estimate since it relies on the first inequality from
Proposition |5 in the same way as the second estimate relies on the second inequality from
Proposition [p] First we recall the convolution formula for the Floquet-Bloch transformation.

By the quasiperiodicity of the eigenfunctions we have Kg’j (r+n,y) = Kg’j(:v,y —-n) for all
z,y e R4 neZd see (23). This yields the following formula for x € 2,1 € B and f € C5°(R9):

URY NN @0) =U( [ K5 (o) f () dy) (@.0)
“|B S e [ K @ may)f(y) dy

meZa

— |B|—1/2 Z 6i(m—n)leinl ‘[Q K;’j(fb -m,y - n)f(y _ TL) dy
m,neZd

=B ) fQ e UG (@ = (m—n), ) f (y = n)e™ dy
m,neZd

= 1B [ UGS () DU S (,0) dy
and hence by Proposition
[U(RS 1)) < BI2Cs2 00 [ 10 f(y.1)dy.

Taking the L?2-norm over 2x B and using the isometry property of the Floquet transformation
as well as Holder’s inequality we arrive at

RS () lxscy = IV (RS (N ) sniey
< (Bl 0D ([ ( [uie.nla) a)”
- B\ Jo ’

< 2m)PCs2MONU £ 2wy
= (2m)2C527 )| £ 12 (gay.
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By interpolation we deduce the following estimates.

Lemma 2. Assume that

1Sq<2(d+1), 2;‘lq<p_ or
(25) d+3 2+q(d-3)
2(d+1) < 2d 2q <p<.

d+3 1SaiU 2d—qd+1)
Then there are C >0 >~ such that we have for all e e R\ {0} and f e C(R?)
‘|R§’j(/\)f||Lp(Rd;<C) < C27| f]l Lara) Jor all j € Ny and
IR (M) f —R;J()\)fHLP(Rd c) = 0(1)2% 1] £aray for all j €Ny as € - 0*,

Proof. We interpolate the estimates from Proposition 4 and Proposition |§|; let p,q € [1,00].
If we choose 0 € [0,1] and q,p,r € [1, 00] such that

1 1- 1 1- 1 1 1
(26) _:2«+—97 _:€+—67 1+T:_+T7
q q 2 p p 2 A
then we have R5”(\) : L9(R9) - LP(R?) with operator norm bounded from above by

(02]'(%+g))9(062j(1+5))1’9 < C}27%  where 75 = (le + d)@ +(1-0)(1+9).

Since d > 0 can be chosen arbitrarily small, we have to show that for p,q chosen according
to we have vy < 0 and thus 75 < 0 for small positive 9. We will even show that such a
choice is possible if and only if p, g satisfy .

We start with discussing the admissible ranges for p,q under the additional assumption
q < 2. There are ¢,p,r € [1,00],0 € [0, 1] satisfying and g < 0 if and only if there exist

€[l,00],1€ [1,6%’1],9 € [0,1] with
1 66 1-0 1 1 1 1 3

-+ — —=—+0(=+=-5), r((d+1)0-2)>2d0.

q q 2 p 2 r o q 2
Here, we solved the last equation in for p and the last inequality is equivalent to vy > 0.
The first of these equations may be reduced to 6 = 42-0) o that 0 e [0,1] leads to ¢ < ¢

q(2-9) N
because of ¢ < 2. Hence, the problem is equivalent to finding ¢ € [1,¢],r € [1, qfl] such that
1.1 4d@2-9) 1 3 2dq(2 - q)
(27) ( + e _) d d—
p 2 q2-9'r G 2 " (@@d+1) - q(d-1)) - 49).

The inequality has to interpreted as being impossible if the denominator on the right hand
side equals zero. Using ¢ < ¢ < 2 we find that this lower bound for r is always larger than 1

and
2dq(2-q) q . 2(q(d+2) -2d)

< <~

(@2(d+1) - q(d-1))-4g). -1 =201y,
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This lower bound for ¢ is bigger than 1 for 2(;%1) < q < 2 and smaller or equal to 1 for

1<q< 2D Qo it remains to find §,r € [1, 00] such that the equation for p from holds

d+3 °
as well as
2(d +1) ) 2dg g
1< 1<qg< < —
=4S Tii3 SIS oAy —qd-1))-4¢  Tg-1 &
2(d+1)£q | 2(q(d+2) -2d) <i<q - 2dg <r§~q .
d+3 g(d+1)-2(d-1) G(2(d+1)-q(d-1))-4q g-1

Pluggin these bounds for r into we find that such a choice for r is possible if and only
if the conditions from the following two lines hold:
2(d+1)’1 2(d+1)3q< 7 2(q(d+2)-2d) <i<q
d+3 d+3 q(d+1)-2(d-1)
q-q c 1 < G(g(d+1)+2-4d) +4d - 4q
2¢(2-¢) " p 2dq(2 - q) '
Finally, such a choice for ¢ is possible if and only if holds.

Now we show that for ¢ > 2 such a choice for p,g,r is not possible. In this case 6 € [0,1]
leads to ¢ > ¢ so that has to hold for g € [¢,00],7 € [1, %]. The lower bound for r is
smaller than the upper bound if and only if there is ¢ such that

2g(d+2)-2d)  -Glg(d+1)+2-4d)-4d+4g 1 __G-q

g<q< ) - <—<—.
q(d+1)-2(d-1) 2dq(q-2) P 2¢(G-2)
From the first inequality we deduce (¢ —2)(q(d+ 1) —2d) < 0, which is impossible. O

1<g< <q<q or

3. PROOFS OF THEOREM [1] AND COROLLARY [1]

Proof of Theorem : The first step of the proof is the definition of the operators R*(\).
In view of the results of the previous chapter it is reasonable to define for f e C5°(R?)

R\ = RINS + iﬂz’ju)f,

see and . For p,q as in these mappings satisfy an estimate of the form

IR*(N) fll v rascy < Clf | pacrey

for a positive number C independent of f, see Lemma [1| and Lemma . Since C°(R?) is
dense in L9(R%), R*(\) extend to bounded linear operators (denoted with the same symbol)
from L(R?) to LP(R?;C). The same lemmas provide the equiboundedness of the bounded
linear operators Re(\) : L¢(R?) — LP(R%;C) as well as

IR=(N)f = R*(N) fll orescy = o(1) || f || Lo (ra) as € - 0*.
From this we deduce R¢ - R* as € — 0* in the operator norm.

We now show that R*(\) defines a formal resolvent operator for L — A\. For f e Li(R%)
we set u® := Re(\)f so that u® is a strong solution of Lu — (A +ie)u = f. The first part of
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the proof implies uf - u* := R*(\)f as ¢ - 0* in LP(R%; C) and hence we obtain for all test
functions g € C5°(R9)

[ 1 @g@yde= [ (L-r-ic)w(@)g(a) do
:f u*(z)(L - X—ie)g(x)dx

R4
»[du*(z)(L—A)g(:c)d:c as € - 0*.
R
As a consequence, u* is a distributional solution of the linear elliptic PDE (L-\)u = f on R¢

and therefore (see for instance Theorem 2 in [20]) it satisfies this PDE in the strong sense as
an element of I/Vli’f(Rd; C) + W2,q(Rd; C).

loc

It is left to prove that R*(\)f lies in W2»(R4; C) + W24(R%;C). To this end set Lyt :=
—-div(AVe) and write uf = v® + w where

v¥ = (Lo + 1) H(1 -V = X —ig)u), w=(Ly+1)'f.

These functions are well-defined because of u¢ € LP(R4;C), f € L4(R%). Next we use the
W2pr-estimates for the operator Lo+ 1 from Proposition 3.2 in [22] (for U = 1, F' = 0). The
boundedness of the linear operators (Lo + 1)~! : L™(R%) - W27 (R%) for all r € (1,00) and
V e L>(R9) imply

[o*lw2e@ecy + lwlwza@e < CUlu [ Loacy) + [ La@a) < ClF Loy,

where the last inequality follows from the LP-estimates we proved above. Hence, we may
pass to a subsequence again denoted by v¢ such that v¢ converges in LP(R?; C) (see the first
part of the proof), weakly in W?2P(R%; C) and pointwise almost everywhere. Hence, we get

R*(N)f = li%li u® = li%li v° +w e WHP(R?) + W24(RY),
since the pointwise limit, the limit in LP(R?) and the weak limit in W?2P(R?) coincide. O

We notice that the operators R*(\) are defined as integral operators with a kernel function
(25) K ) = K )+ K3 ) = K9 G) + D K8 ()
where the integral has to be understood in the sense of an oscillatory integral, i.e.
RN = [ K003 [ K@ W)y

We will use K*(z,y) = K¥(y,z) for all x,y € R? as well as K*(z + m,y) = K*(z,y —m)
for all z,y € R and m € Z%, which follows from the corresponding properties of each of the
summands in ([28)).

Proof of Corollary[1: As pointed out in the introduction the idea for the proof of this result
is completely due to Evequoz and Weth [10]. We quickly review in which way our construction
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of the resolvent from Theorem [I| makes it possible to use their methods. Following their
notation we set

Rf= SR+ ROV = [ K@) () dy,  where

K (2,9) = 5 (Re(K* (z, ) + K~(2,0))) = 3 (Re(K*(r,) + K*(5,))).

This formula defines a bounded linear operator from L?' (R%) to LP(R?), cf. (45) in [10] and
R f is a real-valued strong solution of Lu — A\u = f. By construction, we have

x,Y) = , L), r+m,y) = T, Yy—m or allme 4", x,y € .
29 K*(x,y) = K*(y K~ y) = K*(z,y for allm € Z4, z,y e R?

The nonlinear Helmholtz equation Lu — Au = £I'(z)|u[P~2u for u € LP(R?) is then equivalent
to finding v € L (R%) such that

(30) [P 20 = £ VPR(TVPy),

see (47) in |10]. Exploiting the first equation in we conclude that the equation (30)) is
variational and its Euler functional J: L¥'(R%) — R is given by

1
J(v) = HUH *3 Ad /PR (TVP0) da,

LP' (R4)

cf. (48) in [10]. This functional is continuously differentiable. Moreover, J has the mountain
pass geometry, see Lemma 4.2 in [10]. The only point in the verification of this lemma that
is not so obvious, is the existence of a nontrivial functions z,,z_ € L? (R%) such that

(31) + fR TPz R(IPz,) de < 0.

In order to find such a function we adapt the idea from Lemma 3.1 in [21]. To this end let
s € Z4 k € B be given with \;(k) = A, see (5]). By assumption (A2)(c) we have VAs(k) # 0
so that the subsets B, = {k € B : +(As(k) = A\) > 0} have positive measure provided § > 0 is
chosen sufficiently small. Then we define z, via

(32) Ry = 1BR(0)y=E7 U(Fl/pyi)(xv k) = 1Bi(k)w8('r7 k)7 R large'
We get from ([16)) and

lim [:F f [V/Py, RE(TVPy,) da:]
R4

e—0*

- lim [ = [ TPy RE(A)(TVPy,) da
R

e—>0t L

~ lim [ * f f Uy )U(RE(A)(TPy)) dk dr

e—>0t L
(U(TY2y ) (- k), o (- k) 2o
=l 7 [ [ 150000 Z = pyﬁk))_f_(wm S ) dda

. [s (2, K)I?
- lim | /[BiA(k) A—ic dida]
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_ |t (, k) ?
_;f 5. (k)= x TRd

<0.

Here we used that {¢;(-,k) : t € Z%} is an orthonormal basis of L2(€;C). The same calcula-
tions for the limit € —» 0~ yield (after taking the real parts)

F [Rd /Py, R(TYPy, ) dx < 0.

Choosing now R large enough in ([32]) we get as well as z, € L (R%) by the explicit formula
for U~! from . So the Mountain Pass Theorem provides a Palais-Smale sequence for J at
its mountain pass level ¢ > 0, which is defined as in section 6 of [10]. This sequence is bounded
and using the periodicity of I' as well as we get from the "nonvanishing property” (see
Theorem 3.1 in [10]) that, up to translation, the Palais-Smale sequence converges weakly to
a nontrivial solution v € L?' (R4) of which has the right energy level ¢. As in [10] this
provides an LP(R?)-solution of (14). As in the above theorem we deduce u € W2P(R?) +
W2r (R%), which finishes the proof. O

4. PROOF OF PROPOSITION [3]

The proof of Proposition (3| uses the method of stationary phase (p.348ff. [32]) in order to
derive the pointwise bounds for K5(x,y). The crucial observation is that in the definition of
this kernel function from the integration takes place over those regions in the Brillouin
zone which, by assumption (A2), correspond to a foliation by Fermi surfaces (F,) for 7 €
(A= p, A+ p). Possibly after shrinking p > 0 these hypersurfaces have positive Gaussian
curvature by (A2)(b) so that we may prove decay estimates for integrals of the form

X(>\ - T) (fF h(k,)eia(v,k) de_l(k?)) dr

RA—T—i€
by the method of stationary phase. As we will see at the end of this section, such estimates

yield pointwise bounds for K5(x,y) when o = |r - y| and v = ﬁ The main technical

difficulties come from the fact that our estimates have to be uniform with respect to ¢ and
that the presence of the singular prefactor requires to estimate both a(\) and a(A+t) —a(\)
where

(33) CL(T) = X(T — )\) f h(k)eia(v,k) d?’ld_l(k})
Fy
for 7€ (A= p, A+ p). This fact will be proved first.

Proposition 7. Let a : R - R be measurable such that |a(A +t) — a(N)] < w(|t|) where
t —w(t)/t is integrable over Ryo and A € R. Then the following inequalities hold for € > 0:

(i) URT“(QZECZ T pa f ()drﬂFma()\)| 0 ﬁiig?@dt,

(i) \fR al7) dr| < (fow#dtﬂa()\)\).

T—-ATFie
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Proof. Without loss of generality we assume A = 0. Then we have

|fR j:(FTZ)g f a(7) dr ma(O)‘
lim fhw( a(r) ~ CL(T) . ie(T £1ig)a(0) ) dr|

r—0 TFiE T T(72 +¢€2)

< liminf CL(T‘) _a(T) - ie(T +ig)a(0) | ir
r=0t Jirpr T Fie T (72 +2)

- lim inf ie(T £ig)a(T) Z€(T:|:Z€)a(0)|d7_
r=0"" Jirlsr T(72 +£2) T(72 +€2)

=liminf gla(r) —a(0)] dr

r=0" Jirlr 7|72 + g2
P w(t)
" Vere t

This proves (i) and (ii) follows from

[l slpe [P ar -] [ R
SAWdTJrﬂa(O)HfO @dt

< fom @dm a(0))).

O

Variants of the above result are usually attributed to Plemelj and Sokhotski. According to
this proposition we investigate functions a of the type for suitable integrands h. In order
to derive estimates for such a we will perform a change of coordinates in order to reduce the
estimates over the Fermji surfaces F to estimates over R4!. The estimates over those pieces
of the F,. where the phase function k ~ (v, k) is nonstationary will be estimated later with
the aid of the following result. In the following / ¢ R will be a bounded interval with 0 €
and we will write ®;(x) instead of ®(¢,z) or ®(¢)(x) for t € I, x e R

Proposition 8. Let K c R¥ ! be a compact set and let ® ¢ CH(I;WN>=(RI1)) satisfy
VO > ¢ >0 on K. Then for all o € (0,1) there is a C' > 0 such that for all o > 1 and
fe CHI;WNL(RI-1)) with supp(f;) ¢ K we have

| [ )™ da| < Clol s oy,
’/ fe(@)e ™ @ da - / fo(x)e 7o) dx‘ < C|t|a|0|a7N”f”Cl(I;WNvl(Rd—l))'
Rd-1 Rd-1

Proof. Without loss of generality we assume V®;(z)-& > ¢ > 0 on K for some unit vector
£eS%1 and all t € I, otherwise consider a partition of unity of a suitable covering of K x I
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where the corresponding inequalities hold for unit vectors &1, ..., &M for some M € N. We
define the differential operators D; and the formal adjoints D} via

LTS ey i o YOy
(D)) = orcg e (i@ =269 (s )@
This definition is motivated by D;(e?®+) = e¢*®¢. By induction one can show that
AN i\N Py(¢(x),...,VN(x), VOi(2),..., VD (x))
(D) 0)() =) TB.(a) &)

and Py is a polynomial of degree N + 1 that is 1-homogeneous with respect to the -
components ((D;)¥ is linear) and N-homogeneous with respect to the ®;-components. There-
fore, integrating by parts N times gives

‘/};_1 ft(x)ewq’t(x) da:| = | [Rd_l ft(x)DiV(ei”q>i(m))dx|
| [ (@) @)t da

< Clo|™ fR (90 + .+ [T¥S) (Ifi + ...+ [VV £]) da

d-1

< Clo|™ | fellwa ey

and the first inequality is proved. The proof of the second inequality is similar. Proceeding
as above we get

|/Rd_1 ft(x)ewfbt(x) dx — /Rd_l ft(x)6i0¢o(x) dx|
= ’Ad_l eio¢’o(x)(((DZ)th)(x) _ ((DS)NfO)(l')) dl“
+ ‘ /Rm (eia(cbo(a:)—cbt(x)) _ 1)((D:)th)(x)eia<bt(x) d:v’.

The first integral is estimated as follows:

| [ e (DN £ @) - (D) fo) (x)) da

N Py(fi(z),..., VN fi(2), VOi(2),..., VD (2))
<o /ﬂ;d (VO,(z), )N+

_ Py(fo(x),- -, VN fo(x), VP (), "qu)O(x))|dx
(V0 (2).6)

N td (Pn(fs(x),....,VNf(2), VPs(x),..., VD (2))
o ] )ds| e
< C|t||0-|_NHf”cl(];WNvl(Rd’l))'

ds (VO (z), )N

The estimate for the second integral follows from the estimates used in the proof of the first
inequality and from the global a-Holder-continuity of sine and cosine. O
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While the above proposition will be used for the estimates of integrals over those regions
where the phase is nonstationary, the following propositions deal with the remaining parts.
To this end we use the Fourier transformation

GENIGE ﬁ [, f@)ete e

which is, as usual, defined for all Schwartz functions in S(R%1) and, by duality, for all tem-
pered distributions in §’(R41). The dual pairing will be denoted by the symbol (-, -)s/(ra-1y.

First we calculate the Fourier transform of the tempered distribution given by the functlon
x = eiol®Ar) - Since we did not find a reference for these computations, we present the proof
of this well-known result.

Proposition 9. Let o0 >0 and A € RUA-Dx(-1) symmetric and invertible. Then we have

-EA Ea e

F(eeA)(€) = (20) 7 der( A Fel (e

where sgn(A) denotes the signature of A, i.e. the number of its positive eigenvalues minus
the number of its negative eigenvalues.

Proof. Let (Kg) be a sequence of compact sets with Kr ~ R41 as R - co. Then we have
for all h € S(R41) by Fubini’s Theorem

<f’(€7ja(m,Am))’ h)g/(Rd—l) = <€ig(x’Am>,f_lh)$/(Rd—l)
_ [ eia(x,Aw)(fflh)(m) dz
Ra-1
= lim (@A) (F1R) (2) d

R—oo KR

= (2m) 7" hm (§)(/ eilo(zAz)+ ’“d:c) de.

Rd-1
We will show that the integral over K converges as R — oo. To this end we write A = QT DQ
for an orthogonal matrix () and a diagonal matrix D. On the diagonal of D we have the
eigenvalues fi1, ..., fhm, —fm+1,-- -, —fa—1 of A where m e {1,...,d} and all u; are positive.
Then we have
sgn(A)=m-(d-1-m)=2m+1-d
and the matrix S := QT diag(|u1|"2, ..., |a_1|"/?)0~1/? satisfies

d-1 m d-1
det(S) = '3 |det(A) 5, o(Sw,ASz) =Y 122223 a2 T w2 |alP - |a
j=1 |MJ j=1 jemal

From this we obtain

f z(a(:c Ax)+(x,£)) dr
Kpg

iy T,
S_IKR

= a%|det(z4)|_% [ (2P |2" [ +(,ST€)

S_lKR
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T N2 (T 1112
:O‘%'det(A)r% [ ei(|$’+%(STE)'|2—|CB”—%(STg)"‘Q—l(S [ 4\(5 | )d{p
S-1K

R

1-d 179 18T PisTe)" 2 2 2
=07 |det(A)[ V2 7 f i) gy
!

=0T det(A) e S [ W gy,
R
where the compact set K, is defined by K}, := S~ Kg - 5((S7€)",-(S7¢)")T. From

My o
f e dy - \/met's  as My - —oo, My — oo
My

we deduce
A\ oy d-m-1
leim . ei(e(@An){2.€) 1y = 573" |det(A)|" 16470 (\/7_T€ZZ) (\/7_1'6_22)
— 00 R
_ Td| et(A)|" - 520 £ 5t e (2mel-d)
a-1 -1
= (E) ’ |det(A)|_%el%Sgn(A)e”'(g’io <
o
Hence,
da-1 -1
(F(ee0), Mgy = @m)'5 [ B@((Z) 7 lder(a) deTone ) gg
= ((20)F et (A)| B TS By
which is all we had to show. )

Two further technical estimates are needed.

Proposition 10. Let A € CY(I;REDxE=D) be q family of symmetric matrices such that

JAFY] + [ Ae]| + | & A, is bounded on I. Then, for all s > L o € (0,1) there is a positive

number C' such that for all f € CY(I; H**?>*(R41)) and o > 1 we have

§A€

("5 — 1) fu(€) de| < Co™| £

(€.45%¢)

| [ D@ de - [T =D Ao de| < Cllo | fles rmeso oy

Proof. From |eit — 1| < CJt] we get for all o > 1
R AGY
< [ ol
< [, ComolePoli &)l de
ccoo( [ vl ae) ([ asirrlier)”

| Rd-1 Hs+2a<Rd—1),
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<Co™|fi

Hs+2a (Rd—l) .

At this point, the assumption s > % was used. The difference of the integrals is estimated
as follows:

| [ S g [ S 0 f g
fu(€) dg|

| [ 030 - o)) e

< [l M—l\lﬁ(fﬂcl&

N e GEAGIES

(e.(Aa7t-A5he) ;e O Le)

(7 T _1)e

_| Rd-1

Using
[AT = AGH < Ol [l fellmrovzara-ry + | fe = foll roveaqary < [t fler(rmsvzarary)
we get the second estimate. O

In the next step we use the above propositions in order to prove estimates for
. d-1 .
(34) A(f) = [Rdl fi(x)eioteAm) gy ft(O)(g) P |det(At)|féezzsgn(At)'

Proposition 11. Let A € C'(I;RED*E-D) pe a family of symmetm’c matrices such that
JAFY] + [ Ae] + | &£ A, is bounded on I. Then, for all s > L.« € (0,1) there is a positive
number C' such that for all f e C*(I; H5+2°‘(Rd 1)) and o > 1 we have

[A(f)] < Co's* " fell e a1y,
IA(f) = Ao(f) < C|t|07_aHfHC’l(I;HS”O‘(Rd*l))-

Proof. We set m(t) := (20)%|det(At)]‘%eigsgn(At). Notice that sgn(A;) is constant since no
eigenvalue of A; approaches zero as t varies over I because | A;!|+ | A¢| is bounded. Moreover,
the assumptions on the family (A;) imply

d

(35) im()|<Coz,  |m(t)-m(0)| < Clt|o ="

From Proposition [J we get
/Rd_l fi(@)e oA dg = (oA f) g gan)
(F(elotmaemy, ft>S’(Rd—1)

€Aale) o
(m(t)€_l 41&7 ft>Sl(Rd—1)
<5 Ale)

= (t)(<1 ft)S’(Rd n+ (e 3 ~ 17ft>31(Rd71))
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té)

(t)(27r) 2 ft(o) +m(t)(e™ - 17ft)$’(]Rd*1)'

Therefore, implies

stg

Ai(f)=m(t){e” ~ 1, fo)sr(ra- 1)

so that the estimate for |A,(f)| follows from Proposition [L0]and (35]). Similarly, we get again
from Proposition

& t Le) E Le) "
A = Dol )] = [m()e 5 =1, fidsqgony - m(O) (e % = 1, fosiqgonn
{ t Le) "
<[m(t) =m 0)” -1, fi)s Rdfl)‘
A 'e) _leAagte A
|m(0)|‘ -1 ft)S’(Rd 1y = ( 42 - fo S'(Rd- 1)|

<C|7f|02 -Co™| fi]

Hs+2a(Rd-1) + CU 2 C|t|0' Hchl([ Hs+2a(Rd-1))

< Cltlo™s* " fller (rsprze @a-yy.-

O

Proof of Proposition 3} We write A\;(k) = A(k + 27s),¢¥s(x, k) = U(z, k + 27s) for all
s € Z¢ with x(A\s(k) = \) # 0, see assumption (A2) and ([L8). Then the coarea formula yields
for all x,y € R4

Ko =, 3 X o koG

][ SEZZ:d /f((li\ik;rs)m& ) gk + 2ms) Uy F + 2ms) d

X(A(k) =) —
vt | BI(A(k) - A—i )q’(fak)\lf(y,k)dk

X(T )‘) f \If(l’ k)\IJ yak) d%d—l(k))dT

RT—A—ic |B||[VA(K)|
X(T )\) 10g,y (Ve ok d-1
() heue YdH T (k) ) dr
awy(T)
[ ety
fRT—)\—is !

|x:z| as well as

where we used the shorthand notations o, = v -y, vz, :

(36) oy (1) = X(7 = \) [F By ()i verk) g1 (k),

U (z, k)P (y, k)e vk
|BI[VA(K)|

(37) hyy (k) =
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Notice that this formula is of the form (33). In view of this formula and Proposition 7] (i) we
define

Ki(x,y) = p.v.[deiiwaw(A).
R T—A\

From these formulas and Proposition [7] (i) and (ii) we deduce that it remains to prove an
estimate of the form

(33)  laryW <A +|=y) T, Jany(A+1) = ay (V)] < Co(1+ e —y)) =t

for some a, Cy,Cy > 0 and |¢| < p. Notice that a,,(7) = 0 whenever |7 —A| > p by the definition
of x. Indeed, once this estimate is shown, we get

|K2i($,y)| Sﬂ"(‘/ooo |am,y()\+t1—ax,y()\)|dt+|ax7y()\)|)

N (e tha—l di+Cy(1+ |z —y))'s")
0
<m(Coa  (JA[ + p)* + Co) (1 + |z —y|)'F,

e g °° e awy(A+1) —az, (M)
Ki(w) - Ki ol [ s ) at

1-d o0 €
O [
2( | y|) 0 \/m
=o()(1+ e -y 7",
The estimates will be achieved via the method of stationary phase.

bt

We only prove the (much more difficult) estimates for o, , > 1. For notational convenience
we drop the subscripts, i.e. 0 = 0,,,v = Vyy, h = hy,. Using (A2)(a) and (A2)(c) we find that
fortel:=(-p,p)and p > 0 small enough the Fermi surfaces Fy,; = {k € U : A(k) = A+t} admit
local graphical representations. After a permutation of the coordinates these representations
may be assumed to be of the form k = (z,¢;(z)) for z in some open bounded set V' c Ré-1
where (t,2) — ¢4(z) is of class CN*1 because A € CN*1(U). This is a consequence of the
Implicit Function Theorem. So it suffices to prove the correspondig estimates for the integrals

I, = [ ft(Z)ewq)t*“(z) dz where
Rd—l

fi(2) = n(2)h(z, 01(2) )V 1+ Vo ()P,

for a cutoff function n € Cg°(R41). By assumption (A2)(b) the Gaussian curvature of S,
is uniformly positive, which implies the lower bound det(D?¢;(2)) > ¢ > 0 whenever z €
supp(n),t € I. Recall that the Gassian curvature at such a point of F),; is given by the
formula
2
) (e () = DA
(L+[Veu(2)]?) =
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So the Implicit Function Theorem implies that, possibly after redefining n, we can find open
neighbourhoods V., V,, V., of supp(n) such that V cc V, cc V,, and V¢, is a diffeomorphism
on each of these sets as well as

(40) det(D?¢y(2)) 2c>0 forall zeV, and tel.
We now estimate the integrals [, ,, for unit vectors v belonging to two different regimes.

Ist case: —v'[vg ¢ Voo(V) (this includes the case vy = 0). This assumption implies
|V®; ,(2)] > ¢ > 0 on supp(n) > supp(f;) for all sufficiently small |t/ and all such v. So
Proposition [8 yields for any given « € (0,1) and all z,y € R? the estimates

|It,v| < CO'_NHft”I/VN,l(Rd—l) < CO'_N”hncN(U) < CO'_N,
as well as
’It,v - [0’v| < C|t|a0'a7NHf“cl(j;wN,l(Rd—l)) < C|t|a0'a7N HhHC’N“(U) < C’t|a0'a7N,

see the definition of h from and assumption (A2)(a). Recall that (z,y) = hy,(-) = h(-) is
7% x 7% periodic by the quasiperiodic extensions of the eigenfunctions 1, to R¢x B mentioned
in the introduction. The constant C' in the above estimates absorbs CN*!-norms of the ¢,
and thus depends on the CV+!l-norm of A as well as estimates from below for |[VA|.

2nd case: —v'[vg € Voo(V'). For sufficiently small |t| we have in this case —v'[vg € Vo, (Vi)
because V, is slightly larger than V. Since V¢, : V, - V¢y(V,) is a diffeomorphism, we may
set 2ty = (Vor|y, ) 1(—v"[vg) € Vi so that the following holds:

VP ,(2,) =0  whenever —v'[ug e Voo(V), |t| small.

Having thus determined the unique point of stationary phase in V, we now make a local
coordinate transformation around that point which makes the phase function @, look like
a 2-homogeneous (in particular quadratic) polynomial in order to apply Proposition @ The
map (t,v) » 2z, is N > 2 times continuously differentiable. Hence, Morse’s lemma provides
a positive § and local CN=2-diffeomorphisms ):, : Bs(0) - v:,(B5(0)) as well as matrices
Ay € REDX(E1) guch that ¢;,,(0) =0, 24 + 1, (Bs(0)) € Viy and

Dr (20 +Vi0(y)) = (Y, Arwy)  Whenever y € B5(0),-v'[vg € Voo(V), [t| small.
Notice that 6 may be chosen independently of ¢, v because of . This identity gives

1

(41) Agp = §¢£,v(O)TDZ‘I)t,v(Zt,v)wg,v(0)
so that implies det(A:,) > ¢ > 0 for |¢| small and all v as above. In order to exploit
the locally quadratic form of the phase function ®;, around z:, we choose a cut-off function
X € Cg°(R4-1) such that

X=1near 0,  supp(X) ¢ ¢u(Bs(0)) for all small [ff and —v'/va € Vo (V)

_ 7l 2
and observe I, = I}, + I, where

o= [ RE (=X - 2 et d,
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]E’v B fRdﬁ fe(2)x (2 - Zt,v)ewq>t‘”(z) dz.

We first deal with [tl,v. As in the first case the phase function @, is uniformly nonstationary
on the support of z — fi(2z)(1 - X(z — 2:,)) since the only stationary point in the support of
ft is 2, and X =1 near zero. So the same estimates as above yield

(42) I < Co™, |, = I, < Clt*o ™.

The estimates for Igv are based on Proposition @ and Proposition . After a change of
variables we obtain

B,= [ aualw)eshen dy
’ R
where  g;,(y) = fi(2e0 + Vio(¥))X (V10 ()| det (¥, (y))]-
In view of we first calculate g;,(0)] det(At7v)|‘% Exploiting
P

L+|Vo(zo))P =1+ — o]
Vg

= |va|

we get

G (O det (A = (2 ) (O] det(w, (O] det (541,(0) D0 (1,)41,,(0)

1
2

_1
2

= 2%ft('zt,v)| det(¢£,v(0))|| det (77%,1}(O)TDQQ)t,v(ZtyU)d}LU(O))

= 2% fi(2)| det (D@ o (21,))] 72
=23 ( mh(zm,ast(ztU)>|vd|-1|det(vdD%t(zM))r%
= 25 (1) (21, D1 (20)) ol det (D21 (21,))] 2
= 2% ()R (210, 61 (200))| (14 9012 )2) 5 det(D26u(24))| 2

= 2T7I(Zt,v)h(2t,mth(zt,v))lct(zt,mth(zt,v)) 1/27
see ([39). Moreover, implies
sen(Ay,) =sgn(D?*®y ,(2,)) = sgn(vaD?*¢¢(214,)) = sign(vq) sgn( D¢y (z1.))
and the latter factor is constant with respect to t, v, see . So the definition of A, implies
2m\ &L
(43) ],52,@ = Am(g) + Mv(?) 2 n(zt,v)h(zt,m ¢t(2’t,v))/ct(2’t,m ¢t(2t,u))_1/2

for [y = €'t sign(va) sen(D?ér(z2.0)) Proposition . 1| yields for 0 > 1 and s € R, € (0,1) such that
Sl <s<s+2a< N and f:=min{N - & 1}

17, < |17, —Am(gm)l IAtv(gm)l
<Co'7 HhHC(U)JrCU 2t “Ngt.0]
< Co'7 (|hlew) + £

Hs+2a (]Rd 1 )

Hs+2a (Rd—l ) )
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(44) <Co % Ihllovay,
17, - 15,] < Cltjo 'z ||h||01(U) +Cltlo s N fler g msrzo@ary)
(45) < Cltlo = |hlevwy.
Combining the estimates for I}, 17, from ([42),([44),[5) we get the result for small |¢| and
thus for all ¢. o

5. PROOF OF PROPOSITION [0
Proposition 12. Let R; be defined as in (23) and set

g;(§) = Z etmé for € eR?, jeN.

mERj

Then for all compact subsets K c R and § > 0 there is a C > 0 such that for all &' €
R1. st e R and j € N the following estimates hold:

/K |gj(€,7 S)' dg, < C2j(1+5)7 /I; |gj (617 S) - gj(€,7 t)' dfl < C’2j(1+6)|5 - t|§/2'
Proof. By definition of R; the function g; can be written as
d d 27 ‘ ; 27 4+ L
(€ = T1D/6) -TTDa(6).  where Dy(2) = 3, e = TUE L)
p=1 p=1 m=—2i sin(3)
The Dirichlet kernels satisfy the estimates |D;(z)| < C27 as well as
27
D) - Dyl € I (ere 1)< 3 Ap(s - P < CH0s il

p=—27 p=—27

These estimates for D; imply (§' = (&1, ..., 8a-1) € K)

sl ¥ (TIPENDeI<c2 ¥ TTInE)

[’e{jil’j} p:1 LE{j*l,j}p=1

as well as

l95(€5) - g;(€'.1)] = ](HD<5p) )—(ﬁDj_m))Dj_l(s)
(T2 2,0+ (TT Dr1(6)) D10

< 3 (TIDE@NID) - Do)

LE{j—l’j} p=1

d-1
SC2j(1+5/2)|S—t|5/2 Z (HlDL(gp)D

Lf{j—l,j} p:1
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Integrating the first estimate with respect to & over K c [-M, M %1 gives

, M d-1 A ‘
f l9,(§,8)|dE" <C2 Y (f |DL|) <CY S Aot
K M

wel{j-1,5} 7~ we{j-1,5}
where the final C' depends on M and thus on the compact set K, but not on j. The
estimate for the integral of the Dirichlet kernel over [-M, M| can be found in [15] (Lemma 7).
Performing the corresponding estimates for the other term we get the asserted estimates. O

Proof of Proposition [5 We have to show that for all § > 0 there is a Cs > 0 such that
for all e e R\ {0} the following inequality holds:

sup |U(K37 (- y))(2,1)] < C52701+9) for all j € Ny and
z,yeQ),leB

Sg}? B|U(K§] YY) - K;J(~,y))(x,l)‘ = 0(1)27(1+9) for all j e Ny as ¢ - 0*.
,yeQ,le

We only prove the first inequality in detail. Indeed, the formulas for K5, K g’j from ,
yield for all x,y €2 and [ € B

UK (o)) (1) = 3 e™ K5 (x=m,y)lg,([x - m] - [y])

meZd

- % et (m)f 3 XOWIN o bya R ak

meZd s€Z4 A (k) A=
X(As(k) = A) pim(l-k)
-{ D v el k)ws(y,k:)(ngj ) dk

][ de(&)(#ws(x k)0s(y, k) g; (1~ k) dk

In order to simplify this expression further we use assumption (A2). Writing As(k) = A(k +
21s), hs(x, k) = U(z,k + 27s) for all s € Z¢ with x(A;(k) = A) # 0, see (A2) and (18), and
using the 27Z4-periodicity of g; we arrive at

U(KE () (1) = % S oA Gy, Ry 1 1)
X(AK) - 2)

2t TBI(AR) — N )\I’(ﬂf KW (y, k)g;(1 - k) dk

xX(T-2) V(w, k)V(y,k)gi(1-k) . 4
RT— A—@’g(f IB[VA(K)] AR () ) dr

X(T >\) [ hxy(k) dH 4 1(l€))

RT—A—

where

Uz, k)V(y,k)g;(l - k)_

hen(R) = =BG AR
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In the third equality above we used the coarea formula. Assumption (A2)(a) and (c¢) imply

ey () < Clg; (L= )|, [y (k) = By (R)| < Clg; (1= k) = g; (1= F)|

for some C'> 0 and all z,y € R%, 1 € B and j € N. In view of Proposition [7] (ii) we may bound
the expression U(K3”7(-,y))(x,l) by estimating the difference

fF hw(k)d?-ld‘l(k:)—fp hay (k) dHE(K).

As in the proof of Proposition [3| we may content ourselves with proving the estimates on
pieces of the Fermi surfaces that are paramtrized over the first d — 1 Euclidean coordinates
according to k = (z,¢¢(2)) for z € V c R¥1 where (t, 2) — ¢;(2) is of class CV*1. In particular,
we have | ¢y — ¢o|c1vy < C|t| for all t € 1. So we get

fv hx,y(27¢t(z))(1+|V¢t(2)l2)1/2—hx,y(z,qso(z))(“|v¢0(z)|2)1/2‘d2
Sfv(lhx,y(z,aﬁt(z))l\(ﬂIv¢t(z)l2)1/2—(1+|v¢o(z)|2)1/2\

[y (2 01(2)) = By (2, do()| (L + [T 0(2)P) ) dz
<C [ hay(a 0 (NT6(2) = Tou( dz 4 C [ Iy (2,00(2)) by (22 60(2))] d=

<ClY [ 190 = 20a=6uMIdz+C [ g, = 2,10 = 00(2)) = ;1 = 2 La = 60(2))] dz
< C(2j(1+6)’t| i 2j(1+5)|t|6/2)
< C’2j(1+6)|t|5/2.

In the second last inequality we used Proposition [12] Using similar estimates we get from
the same proposition

[ ez oA+ 96 2 dz < C [ 19,1 = 2,1= 6u(2)))] d= < €210+,
Combining Proposition (7] (ii) and the above estimates we arrive at
UK ) @Dl <C| [ by (k) ar (1)
A

r1 d-1 d-1
+(Jf0 Z\fl%thx,y(k)dﬂ (k:)—fFAhw’y(k)dH (k)| dt

< 021(1+0)

This implies the first of the asserted estimates. The second estimate is proved in the same
manner where the estimate of Proposition [7] (ii) is replaced by the one from (i). o
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6. APPENDIX - ON THE EQUIBOUNDEDNESS OF EIGENFUNCTIONS

Here, we prove that assumption (A3) holds for separable potentials V' e L*°(R?) given
by V(x) = Vi(x1) + ... + Vg(zg). The main ingredient is the corresponding result for one-
dimensional eigenvalue problems due to II'in and Joo [14], see also Theorem 2.1 in [17] for a
short proof of this result.

Proposition 13 (Teorema 1, [14]). Let q € L'(a,b). Then there is a C' > 0 such that all
solutions uw € W2(a,b) of

-u"+qu=MAu in (a,b)
with X > 0 satisfy |u]e < Cluls.

This result does not admit straightforward extensions to eigenfunctions on general bounded
domains. As pointed out in Example 2.7 in [17], the radially symmetric eigenfunctions of
the Laplacian on a three-dimensional ball associated with homogeneous Dirichlet boundary
conditions do not satisfy such a uniform bound. In the special case of a separable potential,
however, it is possible to use the one-dimensional result to conclude the uniform boundedness
of the Floquet-Bloch eigenfunctions.

Lemma 3. Let V e L (R?) be a separable Z¢-perodiodic potential and (s(-,k)) an or-
thonormal basis associated with the eigenvalue problem in L?(2;C). Then there is a
positive C' > 0 such that

|5, k) | p=(ucy C - for all se Z% k e B.

Proof. Since V' is separable, we can write V(x) = Vi(z1) + ... + Vy(x4) and each eigenpair
(As(k),s(+, k)) of is given by Ag(k) = p1+...+ pg and g(x, k) = ¢1(x1) .. .- dg(xq) where
(1i, &) satisfy

~¢7 + Vigi = pudi i (0,1),  ¢i(1) = €™(0).
From Proposition [13{ we get ||¢;|o < Ci| @2 for i = 1,...,d where each of the C; depends only

on V;. Notice that the restriction A > 0 from Proposition [13]is in fact not needed since only
finitely many eigenfunctions associated with negative eigenvalues exist. So in total we get

[9sCR) = iey = [D1lleo -+ [ dalleo < Clinlla - [ dall2 = Cll40s (- ) [ 220y

which is all we had to show. O
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