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Chapter 1

Introduction

Organic semiconductors (OSCs) are a class of organic materials made from conjugated
small molecules (O(100) atoms) or polymers. Organic materials are usually grown as
thin films which conduct charge [1] and which are often designed with optical band-gaps
suitable for opto-electronic applications. Common application of these materials are as
organic light emitting diodes (OLEDs)[2], organic photovoltaic cells (OPV)[3] or organic
field effect transistors[4]. OLEDs are energy efficient light sources used in displays of
mobile phones and flat screen televisions. With a film thickness of the order of 100
nm it is possible to create ultra thin, transparent[5] and bendable[6] displays. The
major disadvantages of OLEDs compared to their inorganic counterparts are their
shorter lifespan and lower brightness levels[7, 8]. Organic transistors can be utilized in
inexpensive electronics, where computational performance is not crucial, e.g. as radio
frequency identification (RFID) tags for logistic applications[9]. In conjunction with
OLEDs, organic transistors enable the creation of electronic paper[10, 11, 12], bendable
displays[6] or smart windows[13].
Organic solar cells promise a cheap and environmentally friendly alternative to inorganic
solar cells[14]. Major drawback compared to inorganic solar cells is the reduced power
conversion efficiency[15].
General strengths of organic electronics are scalable chemical synthesis, the low cost of
the required materials[16] and if functionalized[17] appropriately the process-ability using
wet chemistry methods like ink-jet printing[18] or spin coating[19]. The flexibility of the
devices allow the integration of opto-electronic devices in many products as i.e. clothing
[20].
Despite these advantages, several problems remain, some of which are rooted in a lack

of physical understanding of the materials and devices. The major problems of OLEDs
are the luminescence efficiency roll-off[21, 22, 23],color balance[24] and increased aging
at high voltages[25]. Modern OLEDs are finely tuned multilayer systems, where each
layer can comprise multiple organic materials serving a specific function[26, 27]. Key to
build better OLEDs is a mesoscopic understanding of charge transport[28, 29, 30], which
has been the focus of my research. Distribution of holes and electrons in the device
determines efficiency of electron hole recombination. Exciton quenching mechanisms
depend on the distribution and balance of charge carriers and excitons [31, 32]. Effective
charge injection influences turn on voltage, resistance and charge carrier balance[33] in
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2 CHAPTER 1. INTRODUCTION

Figure 1.0.1: A flexible OLED Display manufactored by the Korean manufacturer LG (source:
www.digitaltrends.com)

the device.
Theoretical tools for the quantitative and material specific prediction of transport
properties can support the development of improved and evermore complex materials
and devices. A complete model has to account for hole and electron injection/ejection,
charge propagation, electron-hole recombination and dissociation, exciton transport,
exciton decay as well as interactions between the particles in the simulation[34].
Although the fundamental processes of charge and energy transport are understood,
a predictive and detailed quantitative model of charge and exciton transport and
interactions is lacking on the microscopic and mesoscopic scale.
The problem of a device simulation with molecular resolution is for one thing the required
size of a realistic representation of the system, and for another thing numeric bottlenecks
in the simulations due to a spread of timescales of the transport processes in strongly
disordered systems over tenth of orders of magnitude. In my work I have developed a
kinetic Monte-Carlo protocol to simulate charge and exciton transport in mesoscopic
samples and devices of amorphous organic semi-conductors, which alleviates prohibitive
numerical bottlenecks inherent to kinetic Monte Carlo simulations in strongly disordered
systems. To allow the simulation of realistic systems, I developed methods to create
realistic device representations on the 100 nm scale based on atomistic and quantum
chemical calculations.
In chapter 2 of this thesis I give a fundamental background of charge and exciton
transport in disordered organic semiconductors . In chapter 3.2 I detail a device model
comprising processes and the corresponding rate expressions which are relevant for
OLED and OPV simulation, including expressions for charge injection rates as well as
charge separation and recombination rates free of heuristic parameters.
As rates for all processes in a mesoscale device can not be determined by ab-initio
models, I introduce a stochastic expansion method to create a meso scale material model
based on small atomistic morphologies and quantum chemical calculations in chapter
3.3. The calculation of coulomb interaction between charges in an amorphous device is
a very prohibitive factor for device calculations as the coulomb potential on off-lattice
sites has to be determined by a computational expensive ewald sum. I therefore present
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a calculation scheme to efficiently calculate coulomb interaction in the given boundary
conditions of an OLED.
The numerical convergence of kMC calculations is problematic for systems involving
deep trap states, such as host-guest systems or materials with high energy disorder, due
to rate distributions varying by 20 orders of magnitude. To ease this problem, I present
an algorithm for the computational acceleration of state space sampling in strongly
disordered systems in chapter 3.4. This algorithm accelerates kinetic Monte-Carlo
simulations the more, the worse different segments of state space are connected, thus
effectively enabling kinetic Monte-Carlo simulations in system with deep traps or high
disorder.

To validate the transport model, I calculate field and temperature dependent hole
mobilities in bulk systems of the prototypical hole transport material α-NPD in chapter
4. In this chapter I also discuss an alternative transport model for the estimation of bulk
mobilities developed in collaboration with Sony [35].
In Chapter 5, the transport model is applied to investigate charge transport in two
component light emission materials as used in OLEDs[36]. These materials consist
of a small concentration of phosphorescent dyes in a host matrix of charge transport
molecules. The dyes thereby act as traps for both charges and excitons. I show that
direct transport from dye to dye is enhanced by an order of magnitude by taking into
account transitions through virtual states on the host molecules[36].
To investigate the mechanism of charge injection I calculate current voltage characteristics
in a device of α-NPD sandwiched between two gold electrodes and validate the results
against experiment in chapter 6. Using an ab-initio based injection model I obtain good
agreement with experimental IV-characteristics. I show that charge injection at high
voltages is enhanced by 4 orders of magnitudes if the charge injection from the electrode
uses virtual states of α-NPD molecules at the interface of electrode and the organic
material.

The Formalism and methods introduced in this thesis were also employed in other works
not presented in this thesis. The superexchange formalism and the kinetic Monte-Carlo
program written for this thesis were used to calculate mobilities of metal organic
frameworks(MOF) loaded with organic molecules[37]. In this work it is postulated that
the conductivity of these systems is enhanced by hopping from dopant to dopant molecule
through virtual states on the MOF. The methods to generate mesoscale morphologies
and transfer-integrals which I introduced in Chapter 3.3, were applied in several other
works which are not discussed in this thesis. [38, 39] solve the stationary Master-equation
of rates calculated with aforementioned methods to obtain temperature, field and density
dependent mobilities of pure organic materials. In [39] an mobility enhancement at high
fields is observed if transfer integrals involving molecular superexchange are taken into
account. In [40] the time dependent Master-equation is solved to predict impedance
spectroscopy data in good agreement with experiment.

Key-result of this work is the development of a numerically efficient method to calcu-
late charge transport in small molecule based organic semi-conducting materials which
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correctly predicts both bulk mobilities and device characteristics based on microscopic
input parameters obtained by parameter free morphology and electronic structure mod-
els. Using this method the relevance of charge transfer hops through virtual states on
bridging molecules is demonstrated for light emission layers used in OLEDs as well as for
charge injection at the metal organic interface. The introduced method can be applied
to simulate microscopic processes in OLED and OPV devices and identify microscopic
bottlenecks to the device efficiency.



Chapter 2

Fundamental principles of charge
transport in disordered organic
electronics

In this chapter I will give a fundamental background on charge and exciton transport in
disordered organic semiconductors. Section 2.1 gives a summary of the electronic struc-
ture of disordered organic materials which leads to hopping transport between strongly
localized states. Section 2.2 introduces Miller-Abrahams and Marcus hopping rates. The
calculation of Marcus rates for charge and energy transport using quantum chemical meth-
ods is discussed in section 2.3. Section 2.4 gives a brief overview of charge transport on
the meso-scale.

2.1 Electronic structure of organic semiconductors

Organic semiconducting materials usually consist of non covalently bonded organic small
molecules or polymers, mostly comprised of first and second row elements. Thin films of
these molecules are be made by vacuum sublimation[41] or by various solution processing
methods such as spin-coating[19], or inkjet printing[18]. Solution processing requires
solubility of the molecules, a prerequisite not given for most small molecules, but readily
achievable by engineering soluble sidechains[42, 17].
Cause for the conductive properties of organic molecules is an aromatic backbone of sp2

bonded carbon atoms. While three of the four valence electrons of carbon form strong
σ bonds with neighboring carbon atoms, the remaining electrons occupy delocalized out
of plane π orbitals which are formed by hybridization of the pz orbitals of the carbon
atoms (see fig. 2.1.1). With an increasing number of carbon atoms, the energy levels of
the delocalized π orbitals would get closer until they form a quasi continuum of states
i.e. an energy band (e.g. graphene). The limited size of small molecules however results
in a discrete spectrum of states on each molecule. In aromatic polymers, localization of
π orbitals on partial segments of the backbone is caused by dihedral rotation leading to
destructive interference between rotated pz orbitals[43, 44].

In small molecule systems, the mostly Van-der-Waals bonded molecules often form an
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Figure 2.1.1: left: 6 rotational symmetric pz orbitals of individual carbon atoms in benzene.
right: Hybridization leads to delocalized orbitals (image license: wikimedia commons)

amorphous material. The irregular stacking of molecules leads to unique morphological
electronic boundary conditions for each molecule, which result in a Gaussian distribution
of the corresponding energy levels of different molecules in the morphology[45].

Ds(E) =
n√

2πσs
e
− (Es−E)2

2σ2s (2.1.1)

where Es is the average value of a given energy level s over all molecules, σs the standard
deviation of the distribution and n the density of molecules. This disorder of electronic
states and the weak coupling between the π-systems of different molecules leads to Ander-
son localization on the individual molecules[46]. On the individual molecules the π-orbitals
stay delocalized and can accommodate additional electrons in unoccupied π-orbitals or
allow for the removal of electrons from an occupied π orbital. The wavefunction overlap
between π orbitals on different molecules then allows for hopping of this charge from
molecule to molecule. In structures of highly ordered organic molecules, band transport
is possible for molecules with a large enough electronic coupling [47].

Figure 2.1.2: Schematic distribution of energies of the highest occupied and lowest unoccu-
pied molecular orbital in amorphous organic semiconductors. Standard deviation of the energy
disorder of typical hole conductors is O(0.1 eV)
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2.2 Hopping rates in disordered organic semiconduc-

tors

Strong localisation of the electronic states on individual molecules means that transport
will be the result of a succession of hops from one quasi stationary state to another
quasi stationary state[46, 45]. One electron states on different small molecules are weakly
coupled, such that the hopping rate can be calculated by Fermi’s Golden rule[48, 49]:

ω =
2π

~
∑
i

∑
f

pi 〈Ψf |H|Ψi〉2 δ(Ef − Ei) (2.2.1)

where i,f denote final and initial states, p is the occupation probability of the initial
state, 〈Ψf |H|Ψi〉 wavefunction coupling between final and initial states and δ(Ef − Ei)
the resonance condition of the transfer. For charge or energy transfer between disordered
molecules, the resonance condition is only met if energy is supplied or dissipated by
molecular vibrations. If the ionic contribution of the expression are factored out and
treated classically, an approximation is given by the Arrhenius type Miller-Abrahams
rate[50]:

ωif = ω0J
2
if

{
exp(−∆Eif/(kBT )) if ∆Eif > 0
1 else

(2.2.2)

where i,f denote initial and final electronic state, Jif the electronic coupling, ∆Eif the
energy difference of final and initial electronic state, T the temperature and kB the
Boltzmann constant. For hops upwards in energy the resonance condition is met if
the initial state gets thermally exited into a higher vibrational state, the probability
of which is given by the Boltzmann factor. For hops downward in energy, this ex-
pression assumes that any amount of energy can be dissipated. In molecular systems
this is not the case if ∆Eif is much bigger than the vibrational frequencies of the
molecule. This rate expression is used to describe charge hopping from impurity to
impurity in crystalline organic semi-conductors[51], where continuous amounts energy
can be absorbed in electronic degrees of freedom but is also used to describe charge
transfer in molecular organic semiconductors [52, 53]. Though individual rates for
downward hops are systematically overestimated, measured quantities like charge mobil-
ity will only be little affected by this, as the charge transport bottlenecks are upward hops.

A more sophisticated hopping rate for molecular charge transfer was derived by Mar-
cus [54, 55]. Marcus considered that the conformational response upon the charging
of a molecule, both from the molecule itself and from a polarisable environment, cre-
ates an energy barrier for the charge transfer to another molecule, as the system is in
a conformational state which accommodates the electron on its current molecule while
a conformational reorganization to accommodate the electron on the other molecule is
a slow process. In addition to this energy barrier, the Frank-Condon principle makes a
transition of the electron from molecule A to B while in a conformation which accommo-
dates the charge state on A very unlikely.
The conformational state of the system however fluctuates thermally. Marcus theory
states that at some point the system will fluctuate in a conformational transition state
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in which the states of either molecule being charged are in resonance, such that energy
conservation and Frank Condon principle for a transition are observed. The energy bar-
rier for the charge transfer is then given by ET −EA, where ET denotes the energy of the
entire system in the transition state and EA the energy of the system in the ground state
if the charge sits on molecule A. For weak electronic coupling between the charge states
on molecule A and B and with the approximation of harmonic conformational degrees of
freedom, the height of the injection barrier was derived as [48, 54]:

ET − EA =
(EB − EA + λ)2

4λ
(2.2.3)

for charge transfer in solids EA/EB is the ground state energy of the system if the charge
sits on A/B and λ is the so called reorganization energy. The reorganization energy is
given by

λ =
1

2

∑
j

kj(Q
A
j −QB

j )2 (2.2.4)

where QA
j and QA

j are the equilibrium values of the jth normal mode coordinate Q and k
a reduced force constant 2kAj k

B
j /(k

A
j k

B
j ), which for identical molecules is the energy that

has to be paid to bring the system where molecule B is charged in the conformational
state it would have if molecule A was charged. This is illustrated in fig 2.2.1 for a one
dimensional reaction coordinate.

Marcus formulated his rate by using the Boltzmann occupation ratio of the resonant

Figure 2.2.1: Crossing parabola of the potential energies of a molecular dimer if molecule
A is charged (left parabola) and if molecule B is charged (right parabola) as function of a
1-dimensional conformational reaction coordinate. To obey energy conservation and Frank-
Condon principle a charge transfer has to go through the transition state, where both parabola
cross. The reorganization energy λ is visualized as the energy required to bring the system
charged in state B into the equilibrium conformation the system has when molecule A is charged.
(image license: wikimedia commons)

transition state as:

ωif =
2π

~
|Jif|2

1√
4πλkBT

exp

(
−(λ+ ∆E)2

4λkBT

)
. (2.2.5)

where ∆E = EB − EA.
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2.3 Calculation of Marcus-rates for charge and en-

ergy transport

This section details how to calculate Marcus hopping rates for charge and exciton trans-
port in realistic systems using quantum chemical methods. To this end reorganization
energy λ, transfer integral Jif and energy difference ∆E have to be evaluated.

charge transfer The reorganization energies λ of a charge transfer between two
molecules of the same type can be calculated using Nelson’s four point procedure [56]
employing Density Functional Theory (DFT).

• calculate the total energy E1 of a conformationally relaxed molecule in vacuum.

• add an electron to the molecule and calculate the total energy E2 in the structure
from step 1.

• relax the structure of the charged molecule and calculate the total energy E3

• remove the additional electron and calculate the total energy E4 in the structure
from step 3

• λ = (E2 − E3) + (E4− E1)

For charge transfer between molecules of a different type I approximate the reorganization
energy as λI,II = 1

2
(λI,I +λII,II), where λI,I , λII,II are the reorganization energies between

two molecules of type I and two molecules of type II respectively.

To obtain the energy difference ∆E = EB−EA of final and initial state of a hole transfer,
on-site energies EA and EB are taken as the eigenvalues of the highest occupied molec-
ular Kohn-Sham orbital (HOMO) of each molecule. For electron transport rates, on-site
energies EA and EB are taken as the eigenvalues of the lowest unoccupied molecular
Kohn-Sham orbital (LUMO). The electronic coupling Jij was calculated as [57]:

Jij =
Ĥij − 1

2

(
Ĥii + Ĥjj

)
Sij

1− S2
ij

(2.3.1)

Ĥii is the HOMO(LUMO) eigenvalue of molecule A, Ĥjj the HOMO(LUMO) of molecule

B, Ĥij is the matrix element between the HOMO(LUMO) orbitals on A and B,

Ĥij = 〈ϕi| ĤKS |ϕj〉 (2.3.2)

where ĤKS is the effective one electron Hamiltonian of the (neutral) dimer system and
ϕi,j are the HOMO(LUMO) orbitals of molecule A and B, which are each extended with
zeros on the basis function of the respective other molecule to match the Hilbert space of
the dimer Hamiltonian. Sij is the overlap matrix element of the extended HOMO(LUMO)
orbitals.

Sij = 〈ϕi|ϕj〉 (2.3.3)

The overlap is nonzero as the basis-functions of A and B are non-orthogonal.
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Environmental effects on electronic structure calculations The disordered
arrangement of molecules leads to unique electrostatic environment for every molecule.
To take this into account, energy eigenvalues and orbitals of the molecules in a given
amorphous morphology are calculated using the Quantum Patch method [58, 59]. The
electronic structure of the molecules is thereby equilibrated by coupling single molecule
DFT calculations of all molecules by the electrostatic potential resulting from the charge
densities of all calculations. Practically this is done in an iterative procedure that
calculates the ground state charge density of each molecule, then fits point charges on
the position of all atoms of a molecule to reproduce its electrostatic potential. In the
next step all molecules are exposed to the point charges of the other molecules and the
new molecular ground states are calculated. This procedure is repeated until the ground
state energy of all molecules in the system is converged to a given accuracy. The dimer
Hamiltonians are then calculated by performing one DFT calculation for every dimer in
the equilibrated electrostatic environment.

Excitation energy transfer Strongly localized Frenkel excitons lead to a conforma-
tional reorganization with a reorganization energy of λ > kBT . Here the formalism of
Marcus theory can also be used to obtain an approximation of intermolecular exciton
transfer rates[57]. EA and EB in 2.2.5 are then excitation energies of the final and initial
states on molecule A and B. For the total energy transfer rate a sum over the rates to
many final states has to be taken as written in 2.2.1. The reorganization energy for the
energy transfer can be calculated with Nelsens four point procedure by exciting instead
of charging the system. In the regime of weak electronic coupling, the matrix element Jif
of the exciton transfer can be written as [49]:

Jif = 〈Ψ∗AΨ0
B|VCoul|Ψ0

AΨ∗B〉 (2.3.4)

where the final and initial state wavefunction are approximated as a (implicitly antisym-
metrized) product of the mono-molecular wavefunctions ΨA and ΨB in their excited (*)
and unexcited state. For illustration purposes let us now consider a two electron system,
one spinless electron per molecule. Let one electron be in the HOMO orbital on molecule
B and the other (excited) electron in a LUMO orbital of molecule A, both in the frozen
meanfield potential of the full system. The wavefunction of the initial state of the en-
ergy transfer is then Ψi = Ψ∗AΨ0

B = 1√
2
(ϕIA,Lϕ

II
B,H − ϕIIA,Lϕ

I
B,H) where L/H denotes the

LUMO/HOMO respectively and I/II are the electron coordinates. With the wavefunc-
tion of the final state Ψf = Ψ0

AΨ∗B = 1√
2
(ϕIA,Hϕ

II
B,L − ϕIIA,HϕIB,L) the electronic coupling

becomes

Jif =
1

2
〈ϕIA,LϕIIB,H − ϕIIA,LϕIB,H |VCoul|ϕIA,HϕIIB,L − ϕIIA,HϕIB,L〉

= 〈ϕIA,LϕIIB,H |VCoul|ϕIA,HϕIIB,L〉 − 〈ϕIA,LϕIIB,H |VCoul|ϕIIA,HϕIB,L〉 (2.3.5)

If spin were considered in formulating the wavefunctions, the final expression would look
the same except for a factor of 2 before the first term of the sum. The first part of the sum
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describes an transfer of the electron in the LUMO of molecule A to the HOMO on molecule
A simultaneously with the transfer of the an electron from the HOMO of molecule B to the
LUMO of molecule B. This correlated excitation/deexcitation requires no orbital overlap
between the molecules and is called Förster transfer[60]. If the molecules are far apart
the leading term of the coulomb interaction between the HOMO-LUMO overlap density
on molecule A and the HOMO-LUMO overlap density on molecule B will be the dipole
term, such that the electronic coupling can be approximated as the coulomb interaction
energy of the dipole of the overlap densities of molecule A with the dipole of the overlap
density of molecule B.

〈Ψ∗AΨ0
B|VCoul|Ψ0

AΨ∗B〉 ≈ κ
| ~dA|| ~dB|
|rAB|3

=: V dd (2.3.6)

where ~dA and ~dB are the dipoles of the overlap densities of the single molecular
excitations, rAB the intermolecular separation and κ an orientation factor, which reflects
the relative orientation of the two transition dipoles with respect to the intermolecular
separation axis. To practically calculate this rate the transition dipole (of the mono
molecular many-electron systems) can be directly obtained from a TD-DFT calculations.
The second part of the sum of eq.2.3.5 describes an transfer of the electron from the
LUMO of molecule A to the LUMO of molecule B with a simultaneous electron transfer
from the HOMO of molecule B to the HOMO of molecule A, which is referred to as Dexter
transfer[61]. As this transfer requires wavefunction overlap between the molecules, it is
only possible if the molecules are close to each other. If the coupling between the molecules
is weak, this term will also be very weak. In the case of triplet excitons, Förster transfer
is forbidden by the Pauli-exclusion principle, i.e. the triplet can not deexcite without a
spinflip. Dexter transfer is however still possible, as the charge transfer from HOMO to
HOMO can happen from either the spin-up or spin-down electrons in the acceptor HOMO.

2.4 Mesoscale transport models in disordered or-

ganic semi-conductors

The microscopic hopping rates discussed in the previous chapter lead to diffusive transport
in the organic material. As hops have to overcome a hopping barrier due to the energy
disorder of electronic states on different molecules and the conformational change the
molecules undergo upon changing their charge state, the hopping process is only possible
by absorbing thermal energy. Due to eq. 2.2.5 hops upwards in energy are exponentially
stronger suppressed than hops down in energy. As the number of hopping targets grows
quadratic with the distance from the molecule, there is a trade-off between short hopping
distances which increase the electronic coupling and long hopping distances which increase
the chance to find a target state with a low energy[46].
At low charge concentrations, the equilibrium density of occupied states n(E) is given by

n(E) = D(E)
1

1 + e(E−EF )/kBT
(2.4.1)
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where D(E) is the density of states of HOMO-energies for the distribution of holes and
LUMO energies for the distribution of electrons, Ef is defined as the energy of the
lowest unoccupied state. For high charge densities the tail of the Gaussian density of
states D(E) is filled, so that Ef is increasing.Fig. 2.4.1 illustrates the density of HOMO
levels occupied by holes depending on energy. Only the tail states of the distribution are
occupied, which restricts possible path for hopping transport to few sites.

Figure 2.4.1: The normalized HOMO-energy distribution in a 8000 molecule system with a
HOMO disorder of σ = 4kBT is shown in white. In red the the time averaged distribution of
states occupied by holes. A single tail state at the right is occupied the majority of the time.

The higher the energy disorder, the smaller the number of molecules to which hopping
transport is not suppressed by the Boltzmann factor of the Marcus rate equation 2.2.5.
This means that there are hopping path through the system with strongly varying
resistance. The major contribution to the charge transport comes from a small set of
percolation path. As the energy disorder reduces the hopping connectivity, the number
of percolation path becomes smaller with increasing energy disorder[62]. In fig. 2.4.2 this
is illustrated for four 50x50 nm2 networks of hopping sites with energy disorder between
2-5kBT .

The percolative nature of the charge transport means, that the representation of the
system needs to be sufficiently large to sample the percolation path which defines the
conductance of the system[63]. From fig. 2.4.2a) it seems apparent, that a different
random distribution of site energies would lead to a different percolation path with a
different resistance.
Masse et. al.[63] found a power law-dependence of the conductance fluctuation
δ(L) = (L0

L
)κ on the lengthscale L of the system representation. The edge length of

the cubic system L0, at which conductance fluctuations are of the order of the mean
conductance, is found to depend on the energy disorder of the system as L0 σ

ν . The
exponent ν depends on topology and used rate-equation but was for all considered cases
found to be between 0.85-0.89. κ was for all considered systems found to be 1.52.
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Figure 2.4.2: Hole current densities in a periodic network of hopping sites with varying disorder
σ of HOMO energies, obtained by kinetic Monte-Carlo simulations (see Chapter 3.4). The
current flows through red areas.σ = 5kBT : One path of hole conduction is visible. The hotspot
is a well connected sub-network in which random ring-currents occur. b) σ = 4kBT the number
of current pathways increases. c)σ = 3kBT d)σ = 2kBT Most hopping sites in the system can
be reached.

Given a temperature T >> 0 and a finite concentration of charge carrier in an organic
semiconductor, the charge carries will diffuse in the system by randomly hopping from
molecule to molecule. Applying an electric field F will reduce hopping barriers in the rate
equation 2.2.5 in direction of the field and lead to a drift of the charge carriers in field
direction. The non-zero average drift velocity〈v(F )〉 then allows to define the mobility µ
of the material as

µ(F ) =
〈v(F )〉
F

. (2.4.2)

To calculate mobilities in this kind of system, Bässler [64, 65] applied a kinetic Monte-
Carlo(KMC) protocol, which simulates the random diffusion of (independent) electrons.
He modeled the organic semiconductor as a cubic lattice with a Gaussian distribution of
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energies where each node represents a molecule, and found a disorder dependence of the
mobility of:

µ(F = 0) = µ0e
− 4

9
σ2

(2.4.3)

where σ is the reduced disorder strength.

The strength of an explicit Monte-Carlo simulation is that it can be extended to take
into account charge creation and the interaction of electrons, holes and excitons. Later
works include charge injection rates to simulate current voltage characteristics of organic
semi-conductors[62, 34] and electron hole recombination to simulate the operation of full
OLED[28, 66, 67, 67] or OPV devices [68, 69]. The Monte-Carlo device simulations are
usually performed on simple cubic lattices, where hopping parameters are fit to reproduce
experimentally measured data.
In other work, charge transport calculations were performed based on microscopically
generated amorphous morphologies, where hopping parameters were calculated using
quantum chemical methods [70, 71]. The size of systems for which quantum chemical
calculations can be performed are however well below the system sizes relevant to cap-
ture percolation effects. To solve this Problem Andrienko et al. suggested methods to
extrapolate quantum chemical parameters to meso-scale systems[72, 73].
A numerically often more stable approach to obtain charge transport related expectation
values is to solve the steady state[52] or time dependent [40] Master-equation for all pairs
of molecules in a 3d morphology. The draw backs of these methods lie in the realm of
application as explicit particle interactions can not be included.



Chapter 3

OSC Device modelling

In this chapter I will present a model to simulate the operation of OLED or OPV devices
by explicit creation, propagation and annihilation of individual electrons, holes and ex-
citons in a material or device. Before detailing the transport model I will review design
principles and performance critical processes in OLEDs in chapter 3.1 to motiviate the
computational modeling. In Chapter 3.2 I will present rate equations for all processes
which I consider in the device simulation. In the following Chapter 3.3 I will then show
how a mesoscopic representation of a realistic system can be created based on atomistic
and quantum chemical simulations, and how the parameters required for the calculations
of the transition rates can be calculated. In Chapter 3.4 I will introduce the kinetic
Monte-Carlo algorithm used to propagate the system state based on the calculated rates.
I will further discuss the pitfalls of kinetic Monte Carlo simulations in highly disordered
systems and introduce numerical tools to alleviate performance and convergence problems
of the kinetic Monte Carlo algorithm.

3.1 Modelling organic light emitting diodes

Optoelectronic devices such as OLEDs or OPVs consist of thin films of amorphous ma-
terials made up of various types of organic molecules, which serve different purposes in
the device[34]. Fig. 3.1.1 shows and energy level diagram of a typcial white OLED. At
the right-most of the stack is the p doped hole injection layer NHT5:NDP2 attached to
a transparent Indium tin oxide electrode (not shown). The ionization potential of most
organic semiconductors is higher than the workfunction of indium tin oxide or similar elec-
trodes, resulting in a hole injection barrier between electrode and organic material[74, 75,
76, 77]. In the hole injection process, holes from the electrode hop to localized states on
the organic molecules. Due to the energy disorder of the OSC, the hole injection barriers
vary for a typical OSC by 5-10 times room temperature, such that injection into the mate-
rial is locally inhomogeneous[78, 79]. The inhomogeneous molecular ionization potentials
further lead to a spatially inhomogeneous distribution of charge in thermal equilibrium.
Due to the weak electrostatic screening in the OSC (typical relative permittivity εr = 4
[80]) the electric field of the injected charges will further affect injection barriers. From
the injection layer, holes transfer through a hole transport and electron blocking layer to
a red light emission layer. In the emission layer a part of the holes will form tightly bound

15
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excitons, which will ideally decay radiatively to emit light, with electrons coming from
the cathode, while the remainder of the holes has to travel to the green and blue emission
layers.Emission layers are often made as host-guest systems which consist of a mixture of
85%-99% charge transport molecules and 1% - 15% light emitting molecules [81, 82]. The
correct emitter concentration is thereby a sensitive trade-off between competing effects,
which are adversarial to the device operation [67]. Emitter molecules are designed as
traps for excitons in order to reduce exciton quenching by an energy transfer to excited
or charged molecules[83, 84]. When an electron and a hole form a molecular exciton it
will in three of four cases be a spin triplet due to spin statistics. In order to harvest
light from the triplet excitons, emitters commonly include heavy metals such as iridium
to facilitate intersystem crossing between singlet and triplet which allows radiative decay
of the exciton in the order of microseconds [85, 86, 87]. To reduce energy transfer of the
triplets to other excitons or charges in the system, triplet diffusion is reduced by lowering
emitter molecule concentration, as an energy transfer to the host is energetically unfa-
vorable. Conversely, a percentage of holes has to reach the emission layers for different
colors. As the emitters also act as charge traps, thickness of the layer and emitter con-
centration have to be balanced to ensure a possibility of charge percolation through the
layer[88]. In the design of the OLED is has to be further factored in to have a balanced
concentration of holes and electrons in the emission layers[89, 90] to ensure efficient ex-
citon formation, as a high concentration of free charge increases the likelihood of energy
transfer from excitons to charged molecules, where the energy can be dissipated thermally
due to a dense density of states of the charged molecule or trigger degradation effects[91,
92] .In modern OLEDs hole and electron blocking layers are used to improve charge car-
rier balance and luminescence efficiency [93]. Considering the complexity of the trade-offs
existing in OLED stack design and having in mind that transport, especially through
layers consisting of multiple molecular species, is percolative in nature and strongly de-
pends on charge concentration [52], it is apparent that simulation of the interdependent
processes in the OSC may bolster the understanding and development of complex organic
semiconductors. In prior work, lattice based experimentally parametrized kinetic Monte-
Carlo device models successfully reproduced current-voltage characteristics of OLEDs and
OPV devices[34, 68]. In other works, kinetic Monte-Carlo charge transport calculations
of pure organic material samples have been performed based on microscopic information
obtained by quantum chemical methods[70, 71]. This work sets out to improve exist-
ing[34, 72] and develop new simulation methods to predict charge and energy transport
in complex organic semi-conductor systems. New aspects in particular are ab-initio based
rate expressions for injection, charge separation and charge recombination processes, a
method to generate transfer integrals for samples containting O(106) molecules, an accel-
erated kinetic Monte-Carlo protocol for highly disordered systems and efficient routines
for the evaluation of the coulomb potential in off lattice systems.



3.1. MODELLING ORGANIC LIGHT EMITTING DIODES 17

Figure 3.1.1: Band diagram of a multilayer stack of organic thin films, which acts as a white
light emitting diode [34]. Electrons enter from the right, holes from the left. Dashed lines in the
band diagram represent the HOMO/LUMO levels of the minority component of the thin films
made of two molecular species. The majority component serves as charge transport molecule,
the minority component as light emitter. The color in the figure represents the color of the
emitted light . The left most layer is attached to a transparent indium tin oxide layer.Light
emission takes place on blue fluorescent dye to the right and in red and green phosphorescent
emission layers to the left.(image source: [34])
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3.2 Processes

In the following section, all processes and their corresponding rates included in the de-
vice simulation are detailed. Rate expressions are based on microscopic properties of the
system avoiding heuristic rates wherever it seems feasible to obtain the microscopic in-
formation which is required for an ab-initio based rate from quantum chemical or other
theoretical tools.
Charge carriers and excitons in disordered organic semiconductors are strongly localized
and states on different molecules are weakly coupled (see Chapter 2). Thus, we model the
time propagation of charge and energy in the device as a succession of discrete and inde-
pendent events (e.g. charge hopping processes or exciton decay), which are described by
transition rates of the individual processes. Fig. 3.2.1 gives an overview of the processes
which I consider for the device simulation of an OLED. Charge injection, ejection and
transport, electron-hole recombination (generation of Frenkel-excitons or direct annihila-
tion), exciton transport and charge separation are included in the simulations. Explicitly
included exciton quenching mechanisms are radiative decay and energy transfer to charges
or other excitons. In the model implicitly included exciton quenching mechanisms are in-
terface and impurity quenching processes. In practice, none of the systems investigated
in this thesis include molecules (impurities) with inter-band gap states. A discussion of
further exciton quenching mechanisms can be found in Section 3.2.5

3.2.1 Charge Transfer

Rates of charge hopping processes between states ψAi and ψBj , where an additional electron
(or hole) is localized on either molecule A or molecule B are estimated using Marcus theory
(see Section 2.2).

ωij =
2π

~
|Jij|2

1√
4πλijkBT

exp

(
−(λij + ∆Eij)

2

4λijkBT

)
. (3.2.1)

where Jij = 〈ψi|H|ψj〉 is the electronic coupling between the states, λ the reorganization
energy of the charge transfer and ∆Eij the energy difference between state i and j
(calculation details in Section 3.3). Weak electronic coupling (Jij < kBT ) and energy
disorder lead to typical hopping rates in the order of 109s−1. Thus, I assume electrons
and holes to have ample time to relax to the local ground state before the next hop,
such that I always assume ψi to be the state with lowest energy on the molecule from
which the hop originates. For the state ψj on the target molecule, I equally only consider
the state with the lowest energy. In case of an electron transfer this means that ∆E
corresponds to the difference in electron affinity of the two molecules, in the case of an
hole transfer to the difference of ionization potentials.

Fig. 3.2.2 shows the spectrum of an cationic α-NPD molecule as calculated using density
functional theory (hybrid B3LYP functional). The first excited states are approximately
0.1eV higher in energy than the ground state. Considering the exponential energy penalty
in Eq. 3.2.1, it is clear that for hops upwards in energy, the dominant contribution to the
hopping rate ωij will come from the hop to the final state of lowest energy. Both the
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Figure 3.2.1: Overview of the processes included in the device simulation. Localized charges
are injected at the anode and cathode. If electrons and holes meet on a single molecule, they
form strongly bound excitons. Excitons can decay radiatively, transfer their excitation energy
to other charges (triplet-polaron-quenching, TPQ, see Section 3.2.5) or excitons (triplet-triplet-
annihilation, TTA, Section 3.2.5), or disassociate in spatially separated electron hole pairs.
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Figure 3.2.2: a) sketch of α-NPD HOMO and LUMO levels. HOMO and LUMO levels on
individual molecules vary due to conformational and electrostatic disorder. A hole in a high
homo level is symbolized by a pink circle. b) Energy levels of positively charged α-NPD. The
energies of occupied orbitals are shown in black, the energy of unoccupied levels are shown in
red. For hopping processes upwards in energy, a charge transfer to unoccupied levels is very
unlikely in Marcus theory.

packing of the molecules in an amorphous matrix and the inhomogeneous electrostatic
environment make a degenerate ground state unlikely. For hops downwards in energy,
the assumption that the only relevant contributions to ωij come from the ground state
to ground state transition is inaccurate. In the inverted Marcus regime [54] (∆Eij >
−λij), a transition to a higher energy state on the target molecule might yield significant
contributions to the hopping rate. As typical variance of the energy disorder in a pure
amorphous OSC is around 0.1eV [94] and typical reorganization energies are around 0.2eV,
downward hops in the inverted Marcus regime can be expected to be rare in a pure
material. However, at the interface between two material types or in a material consisting
of different molecular species, downward hops to an excited state of the target molecule
might be relevant due to the additional offset in electron affinities/ionization potentials
of the different molecular species. Nonetheless, an underestimation of the hopping rates
of steep downward hops, is not relevant for the overall drift velocity of the charge, as the
asymmetry in the Marcus exponent between upward and downward hops (λij + ∆Eij)

2 >
(λij−∆Eij)

2 means that upward hops will generally be slower and as such predominantly
determine drift velocity in the material. An extension of the hopping model, which
includes second order transitions through virtual states is given in Chapter 5
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Figure 3.2.3: Schematic molecular ionization potential and electron affinities in proximity of a
metallic contact. Electrostatic screening of the metal surface lowers the electronic energy. Due
to the energy disorder, electron and hole injection barriers vary from molecule to molecule.

3.2.2 Charge injection and ejection

In the models used in this work, charge injection from the electrode is treated as a charge
hopping process from a bath of charges to individual molecules in the OSC. I model
injection rates using generalized form of Miller-Abrahams rates (see Section 2.2) [68].

ωi = ω0|J2|
{

exp(−∆Ei/(kBT )) : ∆Ei > 0
1 : else

(3.2.2)

∆Ei is an injection barrier, which will be discussed later. For hops downwards in energy,
this rate respects that the metal can dissipate continuous amounts of energy.
In this model, the electronic coupling between an exponentially decaying wavefunctions
of the molecule and the metal only depends on the distance of the molecular center to
a smooth surface. This neglects the spatially inhomogeneous wavefunction on randomly
rotated molecules. However, the distribution of charges over the organic molecules at the
interface to the electrode at thermal equilibrium only depends on the differences of the
electron affinities of the molecules with respect to each other and to the workfunction
of the electrode and not on their electronic coupling, as long as rates for ejection and
injection fulfill detailed balance.
If we consider Fig. 3.2.3, an increase of electron affinities of the molecules with decreasing
distance to the electrode can be seen. This increase in electron affinity is due to the
electrostatic boundary conditions at the electrode, which require a constant electrostatic
potential Φ at the electrode surface. An electron at distance r to the electrode thus
induces electronic screening which can be modeled using image charges. Consequently
the potential energy of the electron is lowered by

Φscreening =
1

8πε0εr

−q
2r

(3.2.3)

where −q is the charge of an electron. The factor 8 instead of 4 in the denominator of
the coulomb energy originates from the fact that when a charge approaches the electrode
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Figure 3.2.4: a) Field lines created by a hole near to an electrode. Holes close to the electrode
are pushed towards the electrodes by other holes. b) The coulomb potential created by a hole
close to the electrode as a function of the distance to the electrode for lateral displacements of
d = 1nm to 5nm as indicated by dotted lines in a).

from infinite distance, its mirror charge approaches from negative infinite distance so that
the integrated coulomb energy when a charge moves from infinity to r is lower by a factor
of two.
The lowered Coulomb potential at the electrode leads to an accumulation of charge at the
interface. To estimate the energy barrier for diffusion away from the electrode consider
a charge hopping process from a site at interface distance r1 to distance r2. An external
bias field ~F will change the electrostatic contributions to the energy difference (neglecting
other charges and energy disorder for now) such that the barrier for the hopping process

will be ∆E12 = 1
16πε0εr

( [−q]
r2
− [−q]

r1
) − q ~F · (~r2 − ~r1). Considering r1 and r2 close to the

electrode (O(1nm)), a hopping distance of ≈ r2 − r1 = 1nm, and a relative permittivity
of εr = 4, the required field strength to create a negative ∆E12 (removing the hopping
barrier) is > 4V/100nm. The barrier to leave the electrode is increased further if there is
a finite charge accumulation close to the electrode as the dipole moment created by the
charge and the image charge causes an attractive potential close the interface for other
charges of the same sign (see Fig. 3.2.4).
Over time, charge will diffuse away from the charge accumulation near the electrode and
will be replenished from the electrode. In case the electronic coupling between electrode
and molecules is larger than a certain threshold, the replenishment of the surface charge
is potentially faster than the diffusion current away from the electrode. In this case, the
mean charge concentration in the organic material becomes independent of the metal-
organic coupling strength. (Under conditions which would deplete the surface charge,
details of the electrode-molecule coupling would of course be more important).
Turning our attention back to Eq. 3.2.2, the injection barrier is given by

∆Ei = W − Ei = W − Ebulk
i − 1

16πε0εr(r)

[−q]
r
− Φdyn − qF · ri (3.2.4)

where W is the workfunction of the metal, Ebulk
i is the electron affinity of the molecules

in the bulk phase (see Section 3.3.2), r is the distance of a charge to the electrode, F is
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the field perpendicular to the electrode and Φdyn is the field created by other charges in
the system in the given electrostatic boundary conditions (see Section 3.3.2). In contrast
to the Marcus rate (Eq. 3.2.1), there is no barrier for hops far down in energy. Physically
this corresponds to the ability of the conductors bands to absorb and dissipate continuous
amounts of energy, a feature not possible in the discrete energy spectrum of the molecules.

Although the pre-factor ω0 in Eq. 3.2.2 is usually employed phenomenologically, a rough
approximation can be constructed using Fermis Golden rule. Let us consider a transition
from the electrode to the molecule upwards in energy. For an injection barrier ∆Ei > kBT
The electron transfer will then start from a state in the conductor with a occupation
probability roughly proportional to e−(E−EF)/kBT , where EF is the Fermi energy in the
conductor. We further consider the reaction coordinate along the path of geometric
relaxation of a charged molecule upon de-charging. The conformational hopping barrier
for a hop on the neutral molecule will then be smallest along this reaction coordinate,
so that a vibrational excitation along this reaction coordinate is the “cheapest” way to
reach a confirmation for the electron transfer. We further assume this vibration as the only
relevant contribution for the charge transfer, as the occupational probabilities of transition
points along other reaction paths will be suppressed stronger by the Boltzmann factor.
Under this assumption, the (relevant) vibronic density of states on the target molecule
can be approximated as:

D(E) ≈
{

1
~ωct

if E − Ei > 0

0 else
(3.2.5)

with
ωct = ~ω · ~xct (3.2.6)

where ~ω is the vector of vibrational eigenmodes of the molecule and ~xct the unit vector
of the reaction coordinate of the charge transfer in the basis of the normal coordinates.
The total transition rate ωif is then roughly given as a sum of all transitions with initial
states weighted by their occupation probability.

ωif =
2π

~
J2ρ(E) =

2π

~
J2

∫ ∞
Ef

e
−E−Ei

kBT

kBT

1

~ωct

dE =
2π

~
J2 1

~ωct

e
−Ef−Ei

kBT (3.2.7)

If we now assume that the reorganization will mostly involve c-c bond stretches with
~ωcc ≈ 4kBTroom we can estimate the transition rate as

ωif ≈
2π

~4kBTroom
J2

{
e
−Ef−Ei

kBT if ∆Eif > 0
1 else

(3.2.8)

where the Boltzmann factor can be dropped in the second line, as the target state is lower
then the Fermi level of the conductor, such that a resonant state can always be found. I
would like to remark that this prefactor is roughly two times the prefactor of the Marcus
rate (Eq. 3.2.1) for typical reorganization energies of 0.2eV. Although my estimation
was very crude, this ratio seems very reasonable as a Marcus like charge transfer involves
the reorganization of two instead of one molecules. An estimation of the metal organic
transfer integrals J is given in Chapter 6.



24 CHAPTER 3. MODELLING ORGANIC OPTO ELECTRONIC DEVICES

3.2.3 Charge recombination and separation

Separation of a localized exciton in an electron hole pair, where the electron is localized
on molecule A and the hole on molecule B is schematically depicted in Fig. 3.2.5 a). The
separation of the exciton takes place as a charge transfer process of either electron or
hole to the neighboring molecule. As the binding energy of the exciton has to be paid, a
separation of the strongly bound exciton is only likely if there is large enough difference
in ionization potential or electron affinities on the two molecules that localization of the
charge carriers on two molecules is favored. This might be the case at the interface between
two different molecules and be enhanced/weakened by the local electrostatic potential and
the intrinsic disorder of electron affinity and ionization potential.
From Fig. 3.2.5 it is clear that there are two distinct final charge separated states. One
state where the electron is on molecule B (right) and the hole on molecule A (left), the
other state vice versa. Due to the asymmetry of the situation illustrated in Fig. 3.2.5, it
is apparent that the rates for both processes will be vastly different. The system might
gain energy through an electron transfer to molecule B, but would have to pay for an hole
transfer to molecule B. I estimate the rates for these charge transfers as before using the
Marcus rate equation 3.2.1.
Transfer integrals Jij = 〈ψi|H|ψj〉 are assumed to be identical to the corresponding charge
transfer integrals (Section 3.3.3), reorganization energies are calculated as described in λ
(Section 3.3.4). The energy difference for an electron transfer from molecule A to molecule
B is given by

∆Esep = ∆Esep
A + ∆Esep

B + ∆ECoulomb = |IPA| − |EAB| − |E∗A| −
1

4πεrε0

1

rAB

(3.2.9)

where IPA is the ionization potential of molecule A, EAB the electron affinity of molecule
B and E∗A the excitation energy of the exciton on molecule A. The electron affinity is here
understood as the energy gained by adding another electron from vacuum to the neutral
molecule, the ionization potential as the energy that has to paid to remove an electron
from a neutral molecule. Eq. 3.2.9 then follows from comparing initial and final state
total energies of the system. In Eq. 3.2.9 this is done by separating the energy difference
into the difference of total electronic energy of molecule A ∆EA, the difference of total
electronic energy of molecule B ∆EB and the classic coulomb interaction of the separated
electron hole pair (see the illustration in Fig. 3.2.5 b)). This separation is valid as long
as excited and ground states are localized on the individual molecules.
The energy difference for a hole transfer from molecule A to molecule B is equivalently
given by:

∆Esep = ∆EA + ∆EB + ∆ECoulomb = |IPB| − |EAA| − |E∗A| −
1

4πεrε0

1

rAB

(3.2.10)

These expressions give the energy differences for a charge separation into the lowest states
on the individual molecules. Rates for charge transfer processes into higher energy states
can be obtained if initial and final state energies are modified accordingly. In Eq. 3.2.9
|EAB| has to be replaced by |EAB|−E∗−, where E∗− is the energy difference of the anionic
ground state and the excited anionic state the electron hops to on molecule B. In case of
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an hole transfer in an excited cationic state on molecule B, |IPB| in Eq. 3.2.10 has to be
replaced by |IPB| − E∗+.
Charge recombination to form an exciton is treated as the reverse process of charge
separation and equally quantified using Marcus rates. The energy difference for charge
recombination into an excited state E∗A is simply given by:

∆Esep = −∆Esep (3.2.11)

Depending on ionization potential and electron affinities of the involved molecules there
may be many excited states into which recombination is energetically favorable. In an
OLED light emitting layer, where recombination tends to take place by a charge transfer
from a transport molecule to an oppositely charged emitter molecule, this would be the
case.
If we consider charge recombination in systems that may contain states which lie in the
HOMO LUMO gap (this could be the case at a strongly disordered interface of two differ-
ent organic materials or in a system containing impurities), as illustrated in Fig. 3.2.5c)
for the first case, two modes of direct (thermal) recombination of electrons and holes also
have to be considered. In the first case, thermally assisted Marcus-like charge transfer
from a low lying electron state on molecule B into a high lying hole state on molecule A
would annihilate electron and hole directly. I quantify this again using Marcus rates. The
energy difference of the electron transfer from anionic molecule A to cationic molecule B,
which leads to direct recombination is given by

∆Erecom = |EAA| − |IPB|+
1

4πεrε0

1

rAB

(3.2.12)

where the ionization potential of the former cation accounts for the energy which is set
free when the electron hops to molecule A while the electron affinity of the former anionic
molecule B and the classic coulomb energy of the formerly separated pair has to be paid
for. If the gap between |EAA| and |IPB| is big enough, the Marcus rate enters the inverted
regime, i.e. suppresses direct recombination. Would this not be the case, OLED would
not emit light. Considering Eq. 3.2.12, it is interesting to note that molecules with small
polarizability and thus low relative permittivity will have a bigger contribution from the
classical term and begin to recombine directly at larger |EAA|-|IPB| gaps. The second
case of direct recombination occurs, if a molecule has excitation energies small enough
that its excitations can couple to vibrations.

3.2.4 Exciton transfer

Excited state energy transfer is accounted for as Dexter and Förster type transfer as
described in Chapter 2, (see Fig. 3.2.6). Dexter transfer describes a simultaneous charge
transfer of an excited electron from molecule A to an excited state on molecule B and
an electron from molecule B to the non-excited state on molecule A, see Fig. 3.2.6. As
all charge transfers I describe this using Marcus rates as shown in Eq. 3.2.1, where the
electronic coupling is the coupling between the overlap densities of single electron excited
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Figure 3.2.5: a) Illustration of the charge separation of an strongly bound exciton in an
electron hole pair, where electron and hole are finally localized on different molecules. Black
lines represent HOMO and LUMO levels of two molecules with equal HOMO-LUMO gap but
with an energy offset between the electronic levels. Charge separation takes place through a
charge transfer of the electron to the molecule with the lower lying LUMO. The binding energy
of the exciton is accounted for by a general offset in the energy levels of the two molecules. b)
Schematic occupation of single electron states on molecule A (left) and B (right) before (top) and
after (bottom) charge separation. The energy difference of final and initial state can be calculated
by comparing final and initial state of the individual molecules. The complete removal of an
electron from the molecular ground state of molecule A costs the ionization potential. As the
system is however in an excited state, part of the ionization is already paid for. On molecule B,
the energy gained by the charge separation is simply given by the electron affinity. The energy
of the final state is lowered by the Coulomb interaction of the now separated charge monopoles.
c) Distribution of HOMO and LUMO levels on an interface of molecules of type A and B. A
hole in a very high lying state on a molecule of type A and an electron in a low lying state on
a molecule of type B can have an increased rate for direct charge recombination, as the energy
gap gets closer to energies of molecular vibrations.
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Figure 3.2.6: a) Förster excitation energy transfer of a spin-singlet as a correlated deexcita-
tion/excitation on both molecules. Due to the Pauli principle, this is not possible for triplets
without a spin flip. b) Dexter excitation energy transfer. A simultaneous charge transfer of
electron and hole from the right to the left shown on the left for a singlet and on the right for a
triplet

states on A and B (which can be approximated as the LUMO LUMO overlap) and the
single electron ground states on A and B (HOMO HOMO overlap), see Chapter 2.

〈Ψ∗AΨ0
B|H|Ψ0

AΨ∗B〉 ≈
∫ ∫

d~r1d~r2ψ
A
LUMO(~r1)ψB

LUMO(~r1)
1

|r1 − r2|
ψA

HOMO(~r2)ψB
HOMO(~r2)

(3.2.13)
Förster transfer describes an energy transfer as an de-excitation on molecule A corre-
lated with an excitation on Molecule B. For negligible overlap of the transition densities
on molecule A and molecule B, the interaction is to first order mediated by the dipole
interaction of the transition densities. The electronic coupling is given in Chapter 2:

〈Ψ∗AΨ0
B|H|Ψ0

AΨ∗B〉 ≈ κ
| ~dA|| ~dB|
|rAB|3

=: V dd (3.2.14)

The excitation energy transfer rate is then

ωEET =
2π

~
|V dd|2J (3.2.15)

where J is the spectral overlap of emission on A and absorption on B. In this work, I
approximate Eq. 3.2.15 in two different ways. In the first approach, the spectral overlap
is approximated using Marcus-rates [57].

ωEET =
2π

~
|Jdd|2

1√
4πλEETkBT

exp

(
−(λEET + ∆EEET)2

4λEETkBT

)
(3.2.16)

where λEET is the reorganization energy of the energy transfer and ∆EEET is the energy
difference between the ionically relaxed excited state on molecule A and the excited state
energy of molecule B in its neutral conformation.
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Averaging Eq. 3.2.15 over many pairs one can obtain the phenomenological expression

ωEET =
1

τA

(
r0

rAB

)6 (3.2.17)

where r0 is called Förster radius, τA the fluorescence lifetime of molecule A. The sixth
power can be directly read of from Eq. 3.2.15 and 3.2.14. The inverse of the fluorescence
lifetime is proportional to the square of the transition dipole.

The latter rate expression 3.2.17 for the Förster energy transfer is used in the kinetic
Monte-Carlo simulations, if energy transfer-rates are given as experimental input. This
expression neglects dependence of the transfer rates on the molecular orientation and the
disorder in both excitation energies and transition dipoles. The rate expression 3.2.16
based on Marcus theory accounts for this microscopic information but uses a crude
approximation on the spectral overlap. More sophisticated rates explicitly account for the
vibronic coupling [57], but obtaining the necessary microscopic parameters is cumbersome.

As Dexter transfer requires wavefunction overlap, it will only yield appreciable rates on
short distance, but as it is a direct transfer of electrons, it is possible for both singlet
and triplet excitons. The polynomial distance dependence of the Förster rate allows for
long range transfer. However, the electron spin on the individual molecules has to be
preserved, such that an energy transfer of a triplet would require a spin-flip on both
molecules. This can not be induced by the dipole - dipole coupling of the transition
densities but would require intersystem crossing through e.g. spin-orbit coupling. This
means that singlet excitons will generally have higher energy transfer rates than triplets.

3.2.5 Exciton decay and quenching

A principal goal of OLED simulations is to understand processes which limit the energy
to light conversion efficiency. A fraction of the input energy is dissipated as heat during
the charge transport process due to the resistance of the organic semiconductors. With
increasing operating voltage, the fraction of non-radiatively decaying excitons increases
[28, 66]. The radiative decay rate of an exciton is given by ωS0 = 1

τAS0
for a singlet in the

first excited state on molecule A, and by ωT0 = 1
τAT0

for a triplet in the first excited state

on molecule a. I only consider the lowest lying excited states as radiative, as I assume all
higher excitation to rapidly relax into S0/T0 states. For a typical emitter molecule like
Ir(ppy)3, fluorescence lifetime is in the order of hundred picoseconds and while triplet
lifetime is in the order of milliseconds. Radiative triplet decay is possible in the case
of Ir(ppy)3 due to the high spin-orbit coupling of iridium. A direct thermal decay of
an optically excited electron is highly unlikely due to the very weak coupling between
electronic states separated by > 2eV by molecular vibrations (~ω < 0.1eV). Thermal
decay will mainly take place through inter band gap states or at interfaces as accounted
for in Section 3.2.3.
Under low operating voltage, well designed OLEDs show power to light conversion
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efficiencies of nearly 100 %. At higher voltages however, the efficiency of the OLED
drops, suggesting an exciton quenching mechanism which depends on the concentra-
tion of free charges and excitons in the system i.e. interaction between charges and
excitons. In this work, I am mainly interested in the effect of exciton - exciton/charge
interactions. As they lead to non radiative decay of the excitons, I only account
for charge - exciton interactions (up to second order) which could either induce a
thermal decay of the exciton or involve an energy transfer from the exciton to another
exciton/charge. First order charge-exciton interactions (e.g. singlet-triplet conversion)
which do not lead to dissipation of the excitation energy are not accounted for in this work.

In the following, I will discuss energy transfers from excitons to other quasi particles.
At the end of the section, I will discuss the possibility of thermal decay induced by the
perturbation of the excited states through free charges.
Second order energy transfer interactions leading to exciton quenching are shown in
Fig. 3.2.7 for electron-triplet interactions, in Fig. 3.2.8 for triplet-triplet interactions and
in Fig. 3.2.9 for triplet-singlet and singlet-singlet interactions. I refer to triplet energy
transfer to a charge as triplet-polaron quenching (TPQ), energy transfer from a singlet
to a charge as singlet polaron quenching (SPQ), energy transfer from a triplet to another
triplet as triplet-triplet annihilation (TTA), energy transfer from a triplet to a singlet or
vice versa as singlet triplet annihilation (STA) and energy transfer from singlet to singlet
as singlet singlet annihilation (SSA).
Due to the small overlap of the states localized on the different molecules, the inter-
molecular exchange interaction is far weaker than intra-molecular exchange. Thus, the
spin quantization axes on the molecules may differ, such that an electron with “spin up”
on molecule A may have both “spin-up” and “spin-down” contributions on molecule B.
In the illustrations 3.2.7-3.2.9, possible transitions are considered as made up from all
relative spin directions of A and B, which are linear independent.

Charge-exciton quenching

On phosphorescent emitter molecules, contributions from the singlet-electron interactions,
as shown in Fig. 3.2.8, also have to be considered for the triplets, due to the strong spin-
orbit coupling on the molecule. The only allowed second order triplet-electron interaction
which quenches the exciton (and does not involve a spin flip), involves a charge transfer
of the extra electron on molecule A to molecule B correlated with an higher excitation of
molecule B, which can thermally cascade into its charged ground state. This effectively
corresponds to an annihilation of the triplet on molecule B, and a charge transfer of the
extra electron on molecule A to molecule B. The same decay channel is available for the
singlet (red and cyan in Fig. 3.2.8). Additional final states for a singlet-electron energy
transfer, can be reached through a Förster transfer, which excites the extra electron (blue
and pink) or through a mixed Förster/Dexter transfer (green).
Although all singlet decay channels are also available for triplets by spin orbit coupling,
for a given initial state I assume dexter transitions not involving intersystem crossing as
dominant over dexter singlet decay channels, which would involve intersystem crossing
to the triplet. For a triplet on a molecule directly neighboring an electron, I would thus
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consider the triplet contribution from Fig. 3.2.8a) and dismiss the cyan, red and green
channels from b). Long-range (no wavefunction overlap) energy transfer is only possible
as a Förster process involving intersystem crossing, which excites the extra electron and
deexcites the exciton (blue and pink in Fig. 3.2.8b)). Among the blue and pink processes,
I assume the blue one to occur with a significantly higher rate, as in the Marcus picture
both processes have a hopping barrier due to the change in ionic confirmation needed
for the excitation. In the blue process, this hopping barrier is lowered by jumping into
a lower excited state in the dense spectrum above the HOMO-LUMP gap. For the pink
process, there is no such lower state available. Thus, the final states I consider in total,
are either an excitation (Fig. 3.2.8b)) of the extra electron, or a charge transfer on the
triplet (blue in Fig. 3.2.8a)).
Energy transfer rates for these processes can be calculated with the formalism described
above (see Section 3.2.4) if excitation energies, transition dipoles and the direct transfer
integrals of the charged and excited molecules can be calculated. In practice, this goes
beyond the limits of computationally feasible quantum chemistry methods, such that
I approximate the energy- and charge-transfer rates to an already excited or charged
molecule by the energy transfer rates to the same neutral molecule. Effectively this
means the following:

• If a charge hops on the site of an exciton (in this approximation with a rate in-
dependent of the excitation of the molecule) it is assumed to quickly (thermally)
cascade into its ground state. The exciton is destroyed.

• If an exciton hops on the site occupied by a charge carrier (with a rate independent
of the charge state of the molecule), the exciton is destroyed and the charge assumed
to quickly (thermally) cascade into its ground state.

These interactions qualitatively lead to an increase in exciton quenching with higher
charge concentration simply because more molecules to which an energy transfer takes
place are either charged or excited.

Exciton-exciton quenching

Fig. 3.2.8 shows possible triplet triplet interactions leading to the annihilation of an ex-
citon. Final states of the interactions are either a separated electron hole pair (blue and
red boxes in Fig. 3.2.8) or a highly excited exciton (green and pink box). Although visu-
alized as a singlet exciton, the highly excited exciton might be both a singlet or triplet,
as it is formed in a process involving a charge transfer between the molecules, which may
have different spin quantization axes. This green/pink transfer is a Dexter charge trans-
fer, while the charge separation processes (red and blue) involve both an intermolecular
charge transfer and an intramolecular exciation.
The singlet-triplet and singlet-singlet interactions (see Fig. 3.2.9) have additional inter-
action paths, as the singlets can deexciate on their molecules, but end up in the same
final states - either separated charges or highly excited excitons. At this point it is not
feasable to calculate the exact rates for these processes and I treat them according to
some interaction rules.
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Figure 3.2.7: Second order electron-exciton interactions, which lead to radiation free exciton
quenching. Pairs of dashed arrows of the same color show allowed transition path not involving
spin flips. The final configurations of the transitions are shown in boxes of the respective color.
Full black lines symbolize HOMO and LUMO levels, dashed black lines higher unoccupied levels.
Black dashed arrows down to the LUMO level symbolize thermal deexciation. a) Triplet to
electron energy transfer as correlated charge transfer and excitation. This requires wavefunction
overlap of the left LUMO and the right HOMO. b) Singlet to electron energy transfers. On
molecules with strong spin-orbit coupling, these transitions are also possible for triplets.
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Figure 3.2.8: Second order triplet-triplet interactions, which lead to radiation free exciton
quenching. Pairs of dashed arrows of the same color show allowed transition path not involving
spin flips. The final configurations of the transitions are shown in boxes of the respective color.
Full black lines symbolize HOMO and LUMO levels, dashed black lines higher unoccupied levels.
Black dashed arrows down to the LUMO level symbolize thermal deexciation. The final state of
the interactions are either a separated electron - hole pair (blue, red) or an highly excited exciton
(pink, green). All shown interactions require wavefunction overlap between the molecules. On
molecules with strong spin-orbit coupling, interactions shown in Fig. 3.2.9 are also possible for
triplets.

• If an exciton hops on the site of another exciton (in this approximation with
a rate ignorant of the excitation of the molecule) the hopping exciton is de-
stroyed. In 50% of cases, the second exciton is also destroyed and a separated
electron hole pair is created. In the other 50% of cases, the exciton on the
target site survives. In both cases, either the highly excited left-over exciton
or in case of the electron hole pair the excited electron are assumed to quickly
(thermally) cascade into the lowest excited state or lowest charged state respectively.

I will now estimate the possibility of thermal decay induced by an perturbation of the
excited states through the electric field of free charges, which can lower excitation energies,
and thus increases the likelihood for an energy dissipation by molecular vibrations. In
typical phosphorescent emitter-molecules like Ir(ppy)3, the T0-excitation involves a local
charge transfer from the iridium atom in the center to one of the organic ligands on
the same molecule, such that a thermal decay of the excitation can be facilitated by a
strong gradient of the electrostatic potential. An interaction of charge monopoles with



3.2. PROCESSES 33

Figure 3.2.9: Second order exciton-exciton interactions, which lead to radiation free exciton
quenching. Pairs of dashed arrows of the same color show allowed transition path not involving
spin flips. The final configurations of the transitions are shown in boxes of the respective color.
Full black lines symbolize HOMO and LUMO levels, dashed black lines higher unoccupied levels.
Black dashed arrows down to the LUMO level symbolize thermal deexciation. The final state
of the interactions are either a separated electron - hole pair (blue, red) or an highly excited
exciton (pink, green). a) shows singlet-singlet reaction path, b) singlet triplet reaction path.
All shown interactions require wavefunction overlap between the molecules. On molecules with
strong spin-orbit coupling, all SSA interactions are also possible for triplets.
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the strong dipole of the exciton could lower the excitation energy, such that a thermal
dissipation of energy becomes more likely. If we consider a T0 energy > 2eV, it is however
very unlikely to create a field strong enough to induce a thermal decay of the exciton.
To lower excitation energies to the order of molecular vibrations (< 0.1eV), the electric
potential would need to drop by 2eV on the length scale of the molecule. If we consider a
positive monopole on a molecule next to a molecule with a charge transfer excitation, such
that the distance of the monopole to the positive pole of the dipole at the iridium center
is 1nm and the distance to the negative pole on the organic ligand is 0.5nm, the potential
created by the monopole would drop by q2

4πεεr
( 1

0.5nm
− 1

1nm
) = 0.36eV over the length of

the dipole, to first order lowering the energy of this excited state by the same amount.
Single charges should thus not be sufficient to perturb the excitation enough to induce
thermal decay. A concentration of charges that would create strong enough local fields
seems also unlikely as the electric fields enter the exponent of the charge transfer rates
(see Eq. 3.2.1) and thus act against the build up of the required local charge densities.
This leaves an energy transfer to charges or other excitons as the most plausible way for
concentration dependent non-radiative exciton energy dissipation.
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3.3 Microscopic parameters

In the following I will discuss how to create a model of the organic material and to how to
obtain the parameters needed to calculate the transition rates introduced in section 3.2.
To correctly account for percolation effects of the charge transport in disordered OSCs,
investigated morphology samples have to be of the order of 100x100x100nm3 correspond-
ing to O(106) molecules.(see 2).
It is computationally unfeasible both to calculate the growth of an atomistic morphology
of this size and to calculate the electronic structure of this mesoscale morphology. To gen-
erate morphologies and electronic structure parameters needed to construct the hopping
rates for the kMC calculations I randomly generate both morphology and electronic struc-
ture parameters following parameter distributions of atomistic/electronic calculations.
This approach can be motivated by considering the drift-diffusion of an electron between
a sufficiently separated start and endpoint in an amorphous OSC in the direction of an
applied bias. The electron mobility µ in this material is given by

µ =
v

E
=

x

t · E
(3.3.1)

where x is the distance separating the start and endpoint and E the applied electric field.
The transit time is given by the sum of the inverse hopping rates along the path of the
electron.

ttransit =
1

ω1

+
1

ω2

+ ... (3.3.2)

In case of an isotropic and disordered material, any material model, with the same dis-
tribution of hopping rates and site distances exhibits the same electron drift velocity. It
is thus not necessary to create a mesoscopic morphology which is indistinguishable from
a atomistic morphology but sufficient if hopping rates calculated on a model morphology
follow the distribution of rates of the atomistic system.
Marcus hopping rates depend on three microscopic parameters: the energy difference be-
tween final and initial state ∆Eij, reorganization energy of the charge transfer λij and
electronic coupling between final and initial state Jif .

ωij =
2π

~
|Jij|2

1√
4πλijkBT

exp

(
−(λij + ∆Eij)

2

4λijkBT

)
. (3.3.3)

To generate a faithful distribution of hopping rates, it is thus sufficient to reproduce the,
if necessary correlated, distributions of ∆Eij, λij and Jif .

In section 3.3.1 I give an account how to construct topologies of O(106) molecules, based
on smallO(103) atomistic morphologies.
In section 3.3.2 I present how time dependent electron affinities and ionization potentials
of the OSCs are calculated.
In section 3.3.3 I will present a method to construct transfer-integrals for charge transfer
on the generated morphologies.
In section 3.3.4 i will discuss how to obtain reorganization energies of the charge transfer.
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Figure 3.3.1: Two symbolic hopping path between a red and blue point separated by a fixed
distance. The thickness of black arrows is proportional to the hopping rate of the respective hop.
The equal distribution of hopping rates along both path is shown in the middle. The transit
time from red to blue is independent from the hopping path, as long as the distribution of rates
individual hopping rates along both path is identical.

3.3.1 Creation of amorphous morphologies

The creation of the morphology can be divided in two steps. In the first step an atomistic
morphology is created by means of a Monte-Carlo protocol, which simulates vapor
deposition of molecules [95]. Before the start of the deposition simulation an all-atom
position dependent energy function (forcefield) is parametrized. This forcefield describes
inter-molecular interactions by an atomistic Lennard-Jones and electrostatic potential,
intra-molecular interaction by a conformation dependent energy function parametrized
with DFT. The electrostatic potential is sourced by point charges on the position of
all atoms. The point charges are taken as constant and for a single molecule fit to
reproduce the electrostatic potential of this molecule in vacuum. Starting of with an
empty simulation box, molecule after molecule is then added to the simulation box and
equilibrated using a Metropolis Monte-Carlo algorithm.
Based on this microscopic morphology, a mesoscopic morphology is generated in a two
step procedure. In the first step a mesoscopic distribution of points with equal density
and which exhibits the same nearest neighbor distance distribution as the center of mass
distances of the atomistic morphology, is generated. This is done using a modification
of the dominance competition model of Baumeier et al. [73]. The original approach
fits a gamma distribution to the nearest neighbor distance distribution. Points are
randomly distributed in a periodic simulation box of given dimensions. To each point a
radius drawn from the gamma distribution is assigned. If a point falls into the radius
of another site, it is removed. If the radius of a new point encloses an already placed
point, it is also removed. This procedure is repeated until the target density of points is
reached. Here, I modify the radius assignment during the morphology creation by scaling
the radii by a factor s, such that the mean square error between the nearest neighbor
distance distribution of the resulting morphology and the atomistic target distribution
is minimized. The resulting nearest neighbor distance distribution is illustrated for an
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Figure 3.3.2: Stochastic expansion of the distribution of molecular centers of mass. Left: the
van-der-Waals surface of an α-NPD morphology of 1000 molecules with generated by simulated
vapor deposition. Middle: the nearest neighbor distance distribution for the deposited α-NPD
morphology (black) and for a stochastically expanded distribution of 1,000,000 sites (red). Right:
the expanded point distribution. (image source: SI in[36])

α-NPD sample in fig. 3.3.2 in red (stochastic) and black (atomistic). If a morphology
contains different types of molecules, points have to be labeled by their molecule type.
During growth, each point then draws not one but several radii, to reflect a different
nearest neighbor distance distribution depending on the molecule types of the pair. The
selection criterion described above can then be applied pair specific.
If the molecular sizes and shapes are similar, using just one nearest neighbor distance
distribution will yield similar distributions than several pair specific distributions. A
molecular type is then assigned by randomly drawing x% of the sites, corresponding to
the fraction of molecules in the atomistic sample. In both cases the point distribution
does not account for agglomeration and phase separation.
For morphologies of anisotropic molecules,the described algorithm, will by design
reproduce nearest neighbor distance distributions and molecular densities, but fail to
reproduce individual peaks of the radial distribution function. In 3.3.3 I will argue, why
these crude approximations will only marginally affect charge transport.

Given the distribution of points, connections between the points have to be established.
In the microscopic morphology I consider two molecules to be connected (direct hopping
is possible) if the two nearest atoms of the molecules are closer than 0.7 nm (twice the
typical Π-stacking distance), so that transfer integrals between molecules where an aro-
matic group of another molecule has squeezed in are not considered. For molecules with
nearest atom distances close to 0.7 nm the transfer integrals are already insignificantly
small, so that the final results are insensitive to the precise value of the cutoff distance.
Comparing the center of mass distance with the nearest atom distance for each connected
pair in the atomistic morphology, I obtain the center of mass distance dependent proba-
bility for two molecules to be connected. An example of this function is shown for the two
hole conductors α-NPD and TCTA in 3.3.3. Using this probability function, connected
pairs of the mesoscopic point morphology can be determined.
If periodic boundary in all or some dimension are needed, sites from opposing ends of the
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Figure 3.3.3: Probability of a pair of molecules to be not connected depending on their center
of mass distance.

morphology are connected if a periodic copy of one site and the other site are connected.

3.3.2 Onsite energies

Charge transport rates in energetically disordered OSC, are mostly determined by the
onsite energy difference of charge carriers between molecules[58]. Electron affinity (EA)
differences for a hop from site i to site j are given by:

∆EAij = [EA0
j + |q|Φdyn

j ]− [EA0
i + |q|Φdyn

i ] + |q|~F · ~rij (3.3.4)

where EA0
x is the electron affinity of molecule x at zero charge concentration, q the

electron charge, Φdyn
x the electrostatic potential at site x caused by other charges in the

given boundary conditions, ~F an applied electric field and rij the vector from site i to j.
Ionization potential (IP) differences for a hop from site i to site j are given by:

∆IPij = [IP 0
j − |q|Φ

dyn
j ]− [IP 0

i − |q|Φ
dyn
i ]− |q|~F · ~rij (3.3.5)

where IP 0
x is the ionization potential of molecule x at zero charge concentration.

EA0
x and IP 0

x are calculated for a sample of a few hundred molecules using the Quantum
Patch method[58] described in Chapter 2.3. In a pure isotropic material, the static part
of the sample wide density of onsite energies is assumed to follow a Gaussian distribution.

g(E) =
1

σ
√

2π
e−

E2

2σ2 (3.3.6)

One contribution to the onsite energy is thereby due to conformational disorder, a
second distribution due to the inhomogenous electrostatic potential created by the other
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Figure 3.3.4: Spatial correlation of molecular IPs for two hole conductors α−NPD and TCTA
and in a system where the total disorder is originated from monopol-dipole interaction. (image
source: [38])

molecules[58].

The electrostatic contribution to the EA/IP on site i is to first order due to the monopol
- dipole interaction of the added charge with the dipole moments of the surrounding
molecules.

V
EA0/IP 0

i = ±
∑
j 6=i

|q|
4πε0εr

~rji · ~dj
|rij|3

(3.3.7)

where the sum is over all surrounding molecules, ~dj the dipole of molecule j and rij the
distance between site j and i. As neighboring sites feel a similar electrostatic environment,
this electrostatic contribution to the onsite energy is spatially correlated.
The distribution of onsite energies for the O(106) sites morphology is then generated as:

EA0/IP 0 = a ·Gi + b · Vi (3.3.8)

where Gi is a random number drawn from g(E), where σ is obtained from a fit of the
EA/IP distributions from the Quantum Patch method, Vi is calculated from randomly
oriented dipoles where the dipole strengths are obtained from Quantum Patch, a and
b are fitting parameter chosen such that σ and a distance dependent energy correlation
function c =

√
< ∆E2 > (r)/σ of the generated distribution matches the Quantum Patch

data.
Fig.3.3.4 shows the spatial correlation of ionization potentials for the two hole conductors
α−NPD and TCTA.

Coulomb interaction To calculate the dynamic contribution to eq.3.3.2 Φdyn
x caused

by free charges in the OSC we need to consider the boundary conditions of the device.
In bulk calculations I assume a periodic distribution of free charges and a coulomb cutoff
that effectively calculates coulomb interactions as the interaction of every free charge,
with the closest periodic image of all other free charges in the system.
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Figure 3.3.5: An OSC (white) connected to metallic contacts (grey).There are two holes in
the system, which induce screening charges in the metal. An infinite series of image charges
emulates the screening effect. If the simulation box L of the system is extended to include an
electrode of the same size including the image charges, the netto charge in this extended system
is 0. Periodically repeating the dipoles of this system generates the screening charges of the two
electrode system.

As the coulomb potential does not only has to be calculated on the site of charges but also
on potential hopping destinations at every kMC step, calculating the coulomb interaction
to 27 periodic copies would slow down calculations severely. To mitigate this problem
I introduce the following expression to calculate the closest periodic vector between two
points in the simulation box.

~̂rij = (~ri − ~rj + floor([~rj − ~ri]cdiv ~P + 0.5)cprod~P ) (3.3.9)

Where ~P are the dimensions of the simulation box in x,y,z directions, cdiv/cprod op-
erators, which perform a component wise division/product of two vectors. The coulomb
potential at the site x Φdyn

x is then simply given by:

Φdyn
x =

1

4πε0εr

∑
j

qj
r̂xj

(3.3.10)

Where j sums over all charges except on site x and r̂xj is the closest periodic distance as
defined above.
Calculations involving electrodes have to fulfill more involved boundary conditions, as
the electrostatic potential at the leads has to be constant. Consider a system with two
parallel slab electrodes as illustrated in fig. 3.3.5. The holes in the system need to be
screened by an infinite series of mirror charges. The coulomb potential created by the
charges and the series of image charges can be calculated easier if we ignore the boundary
conditions of one of the electrodes and mirror all charges on the other electrode. If we
repeat the compound system of charges and mirror images periodically the effect of the
second electrode is reintroduced. This representation of the problem has the advantage,
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that the individual periodic copies are charge neutral, so that the infinite series can be
solved by an ewald sum [96].

Φdyn
x =

1

4πε0εr

∑
~n

2N∑
j

qj
erfc(α|~rxj + ~n|)
|~rxj + ~n|

+
4π

V olsb

∑
~k 6=0

2N∑
j=1

qj
|k|2

e−
|k|2

4α2 cos(~k · ~rxj) (3.3.11)

where j sums are over all charges, excluding an eventual charge on site x
and its image, α is the Ewald parameter, ~k the reciprocal space lattice vector
(2kxπ/Lx, 2kyπ/Ly, kzπ/Lz)(with kx,y,z = 0, 1,−1, ...),~n real space lattice vectors and
V olsb = 2LxLyLz the volume of the simulation box.
As the explicit evaluation of this sum at every step for every potential hopping site is very
expensive, I developed the following scheme to mitigate the computational cost. First a
rectangular grid (L,L,L) with the same density of points as there are molecules in the
amorphous morphology is introduced. Every molecule site x in the morphology is then
assigned its closest grid point x’. The Ewald sum 3.3.11 is then split in two contributions.

Φdyn
x ≈ [

1

4πε0εr

N∑
j

qj
1

r̂xj
− qj

1

r̂xji
] + [Φ′

dyn
x′ −

1

4πε0εr

N∑
j

qj
1

r̂x′j′
− qj

1

r̂x′j′i
] (3.3.12)

where the first part of the sum is the coulomb potential on x caused by the closest
periodic copies of all charges j and by the closest periodic copy of the closest image
charges ji of charges j, calculated with eq. 3.3.2. The distances are thereby the real
distances of the amorphous morphology.
The second part of the sum consist of the full Ewald sum Φ′dynx′ on the grid defined
earlier, minus the (grid) interaction with the closest periodic charge and its first image
charge. In effect long range interaction is treated on a grid, while short range interaction
is treated accurately.
Due to the translational symmetry of the grid in directions parallel to the electrode, the
Coulomb interaction of every grid point with every other Grid point correspond to L ·L3

entries of data. It is thus possible to solve the second part of the sum in advance of an
kMC calculation. During the simulation the calculation of coulomb interactions involves
then the explicit calculation of the interaction with the nearest copies of the charges in
the system and a (non-trivial) memory access to the tabulated data to correct for the
long range interaction.

Excitation energies Excitation energies are approximated as independent from
the coulomb field and as opposed to EA and IP as spatially uncorrelated, as the
possible dipole - dipole correlation of an excitation with the dipoles of surrounding
molecules is weaker then the monopole - dipole interaction taken into account for in
the EAs and IPs. The approach to assign excitation energies is in principle the same
as used for the uncorrelated part of EAs and IPs. Using the Quantum Patch method
(Chapter 2.3), excitation energies are calculated for a representative distribution of
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Figure 3.3.6: Stochastic expansion of the distribution of host-host hole transfer integrals for α-
NPD:Ir(MDQ)2(acac). (a) The distribution of transfer integrals as obtained from the quantum
patch method (black) and as generated for the stochastic morphology (red). (b) The distance
dependent average and standard deviation of the distribution.

molecules. Excitation energies of molecules in the mesoscopic model are then as-
signed from a Gaussian fit to the microscopic data. In practice, although implemented in
the developed transport model, this method was not applied for calculations in this thesis.

3.3.3 Transfer integrals

To calculate the Marcus rate of charge transfer from one molecule to another in a given
pair, a transfer integral has to be assigned to the pair. For that purpose, the center of mass
distance dependent distribution of transfer integrals of host-host, host-guest and guest-
guest pairs is determined from the transfer integrals of a few thousand pairs of molecules,
which are calculated on an atomistic morphology using the Quantum Patch method, see
Chapter 2.3. For this, the pair distances of all pairs for which transfer integrals Jij were
calculated are binned in 100 intervals labeled by k. The decadic logarithms of the absolute
value of the transfer integrals in each distance bin are divided into 100 intervals labeled
by m. Each bin (k,m) is weighted according to the transfer integrals Jij in its vicinity,
with a weight

ωkm =
k+2∑

n=k−2

∑
<ij> ∈ n

exp

[
-
(log10Jm − log10Jij)

2

2σ2
k

]
(3.3.13)

where the parameter σk is chosen equal to five times the log10J bin width. The first sum
is over the 5 closest distance bins to m, the second sum is over all pairs in this bins.
Finally, for each pair of sites of the mesoscopic morphology the appropriate distance bin
k is determined and a Jk is randomly drawn according to the distribution of weights ωkm.
Fig. 3.3.6 gives an example of a comparison between hole transfer integrals calculated
with the quantum patch method and with the stochastic expansion method for the HOMO
orbitals of α-NPD. If a morphology contains different types of molecules, the distance
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dependent probability of transfer integrals is determined for each kind of pair in the
system. Every pair then draws its transfer integral from the according distribution. This
way of assigning transfer integrals then accounts also for different couplings between
different types of molecules if the molecule type was not taken into account during the
morphology generation.

3.3.4 Reorganization energy

Reorganization energies are calculated with Nelsens four point procedure described in
chapter 2. The packing of molecules in the morphology results in a restriction of the
conformational degrees of freedom. In particular dihedral rotations of groups of atoms,
though energetically cheap, are restricted due to collisions with neighboring molecules.
The reorganization energies used in this thesis are therefore calculated using a frozen
dihedral approximation [94], which only allows conformational changes of linear degrees
of freedom.
This way the difference between the molecule specific reorganization energies is not taken
into account. In a more involved quantum chemical approach, reorganization energies
for a limited number of molecules are calculated by confining the motion of individual
molecules in DFT by the use of effective core potentials on the position of the atoms of
neighboring molecules from the morphology. The distribution of reorganization energies
can then be fitted. The resulting fit is then used to assign reorganization energies to all
molecules in the system.
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3.4 Kinetic Monte Carlo

In this section, the representation of the OSC device in the simulation and the algorithm
to propagate its state in time is described. In 3.4.1 the algorithm to propagate particles
in the organic semi conductor model is prestend. In 3.4.2 I will point out some of the
numerical challenges of kMC simulations of organic semi conductors. In 3.4.3 I will then
present an algorithm to alleviate some of these problems.

3.4.1 Propagation of particles in the organic semiconductor

The amorphous material is represented by the sites which correspond to the center of
mass positions of the molecules in the material. Possible sites are restricted to a rect-
angular simulation box with specified x,y and z size (typically 50-100nm per dimension).
Depending on the simulation and device type, the topology of the sites obeys periodic
boundary conditions in some or all dimensions. Every sites has assigned specific ionization
potential, electron affinity, 1st excitation energy, reorganization energy, dipole moments
and transition dipole moments. Ionization potentials and electron affinities are thereby
time-dependent quantities, while the the remaining properties are considered constant in
time. Charges and localised Frenkel-excitons are represented as point like entities occu-
pying these sites. Electrons and holes can be created on sites within a few nm distance to
virtual electrodes planes or by the dissociation of an exciton. Annihilation of charges can
equally occur on sites close to an electrode or by electron hole recombination. Excitons
are either created by charge recombination or on any empty site according to a defined
irradiance and absorption probability. Excitons can be destroyed by radiative decay, dis-
sociation or by energy transfers to other particles in the system or to the electrodes.
Every particle can hop to other sites. A detailed description of possible processes and
their corresponding rates can be found in 3.2.
Due to the weak coupling between the molecules, we consider the hopping as a Markov
process, such that the state of the system at a given time is fully given by the position of
all particles. Let Γirr =

∑N
a=1 ω

irr
a be the total exciton creation rate due to light absorp-

tion, where N is the number of sites in the simulation box, Γinj =
∑M

a=1 ω
inj
a the total

charge injection rate, where M < N is the number of molecules within a cutoff to the

electrodes, and Γeject =
∑nMc

i=1 ω
eject
i the total charge ejection rate, where nMc is the number

of charges within a cutoff to the electrodes. Γct =
∑nc

i=1

∑Nct targets
i

a=1 ωcti,a is the total charge

transfer rate, where nc is the number of charges in the system and N ct targets
i the number

of sites to which the i-th charge can hop. The total exciton transfer rate is given by

Γeet =
∑ne

j (
∑Ncttargets

j

a=1 ωDexterj,a +
∑Neettargets

j

a=1 ωFoersterj,a ), where ne is the number of excitons

and N eettargets
j the number of molecules considered for a Förster type energy transfer. The

total rate for charge separations of excitons is given by Γehs =
∑ne

j=1

∑Ncttargets
j

a=1 (ωehsj,a +ωhesj,a ),
where the charge separation can either take place by an electron transfer to a neighboring
molecule (ehs) or a hole transfer to a neighboring molecule (hes) (the number of states
one exciton can dissociate to is 2 times the number of molecules to which a charge transfer
is possible). Γτ =

∑ne
j

1
τj

is the total exciton decay rate due to radiative decay. All rates
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involving charges and exciton separation rates depend on the electrostatic potential. If
a possible transfer process would move a particle on an occupied or otherwise specially
marked site, the transfer rate is modified in accordance with possible interactions (e.g.
electron hole recombination or exciton energy transfer to another particle). The total rate
for scattering the system in a new state is then given by:

Γtotal = Γirr + Γinj + Γeject + Γct + Γeet + Γehs + Γτ (3.4.1)

The probability for the system to remain in its state after a time ∆t is then given by
p(∆t) = e−Γtotal∆t. To discretely propagate the system in time a random number dis-
tributed like p(t) is drawn. Let us make a list of the rates of all possible transitions ωx
and define the cumulative function of the rates as ωcumx =

∑x
y=1 ωy. To determine the

change of the system state, a random number ωu ∈ (0, ωcumN ] is drawn, where ωcumN is the
last element of the cumulative function and the process i corresponding to the rate for
which ωcumi−1 < ωu <= ωcumi holds (see 3.4.1), is then executed to obtain the new state at
time t+∆t. All rates ωx are then recalculated and the next iteration step is executed (for
a flowchart of the basic algorithm, see 3.4.2. If all processes in the system are Poisson
processes, this algorithm will yield the correct time scale for the time evolution of the
system under the condition that all processes are independent.

To obtain steady state expectation values for various physical properties such as electric
current, charge carrier mobility, charge distribution or the photo conversion efficiency
of a device, the system is propagated until the electric current becomes constant. To
track convergence, the cumulative drift velocity v(t, t′) of electrons and holes in the

time interval t′ − t is defined as v(t, t′) =
∑n(t,t′)
i=1 qi

~F
F
· ~∆Ri

t′−t , where n(t, t′) is the number
of Monte-Carlo steps in the time interval t′ − t involving a translation of charge, qi
the sign of the charge translated in step i, Ri the displacement of the hopping charge
in the ith step and ~F an applied electric field. A calculation is considered converged
if the velocities v1 = v(t1, t2) and v2 = v(t2, ttotal) obey the condition |1 − v2

v1
| < cDC

and v2 · (ttotal − t2) > dmin, where cDC is a convergence criterion, ttotal the total
simulation time, t2 = 2

3
ttotal, t1 = 1

3
ttotal and dmin a minimum displacement of the

charge in the system. The latter condition ensures that a calculation does not stop
if all charges are stuck in traps for a long time, such that the velocities v1 and v2

could both be equal zero before a steady state is reached. Both convergence conditions
are assessed every Niter number of Monte-Carlo steps, where N is in practice in the
order of 105. cDC has to be chosen as a compromise between accuracy and compu-
tational cost. In slowly equilibrating systems, the sign of the derivative of velocities
in at least three time intervals is used to estimate whether the system is still equilibrating.

To efficiently draw the process i corresponding to the rate for which ωcumi−1 < ωu < ωcumi

holds, a logarithmic scaling tree search can be employed. We define a lower interval bound-
ary Ilower = 0, a upper interval Iupper = N and an index imiddle = floor((Ilower+Iupper/2)),
where floor rounds down to the next integer, and N is the total number of possible
transitions. If ωu > ωimiddle , the new lower interval boundary is set to Ilower = imiddle,
otherwise the upper boundary is set to Iupper = imiddle and imiddle is recalculated as
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Figure 3.4.1: a) Sketch of a state of an OLED representation and possible transitions: Grey
circles illustrate center of mass points of molecules, blue/red extra electrons/holes on a molecule,
green strongly bound excitons. The dark blue lines on the left represent electron injection events,
blue lines electron transfer, red lines hole transfer, green lines exciton transfer. The exciton can
separate into an only coulomb bound electron hole pair by charge transfer of electron or hole to
another molecule. b) The System is propagated by executing one of the transitions described in
a). The transition is selected randomly. The probability to select a transition is proportional to
its rate, ωrandom represents a random number which would select event 8. The probability p(t)
of the system to stay in the same state after time t is shown in c). The time step of the kinetic
Monte-Carlo algorithm is drawn according to p(t), where the lifetime of the state is given by
the inverse of the sum of the rates of all transitions. In the illustrated example the time step
∆trandom is drawn.
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Figure 3.4.2: Flowchart of the basic kinetic Monte-Carlo algorithm. The event and time
selection step is illustrated in more detail in fig. 3.4.1.

imiddle = floor((Ilower + Iupper/2)). This is repeated until Iupper − Ilower < 2. If this
condition is met, Iupper is returned as the label of the selected process to be executed.

3.4.2 Computational challenges

In this section I will discuss computational challenges in performing kMC charge transport
simulations.

Evaluation of rates To simulate the real dynamics of the system, all possible processes
and their rates have to be reevaluated after each time step. To illustrate the computational
cost of this, let us consider an electron and hole on neighboring molecules. According to
3.2, their recombination rate depends on the coulomb potential caused by other charges
in the system. Over time, the potential difference between the molecules will have peaks
and valleys, which will determine a recombination rate which will, due to its exponen-
tial dependence on the potential difference 3.2 be very different from a recombination
rate obtained from an time-averaged potential. For a system with dimensions of order
100x100x100 nm3, this means that O(104) injection rates alone have to be recalculated
every step. Adding the rates for an estimated charge concentration of 10−3 per molecule
and about 20-30 possible hopping targets per charge, we see that we might need to evalu-
ate O(105) rates per Monte-Carlo step, most of these depending on the dynamic coulomb
potential.



48 CHAPTER 3. MODELLING ORGANIC OPTO ELECTRONIC DEVICES

Figure 3.4.3: Numeric loops in the kinetic Monte-Carlo simulation of charge hopping. On
the left the illustration of a cluster of six typical molecules used in OLEDS. Gray spheres lie
at their center of mass, blue semi-transparent ellipses represent the HOMO of the individual
molecules i.e. the state a hole would occupy. Localization of the hole states to one group of the
molecules would in this example be caused by the rotation of the aromatic groups. The HOMO
of the middle molecule has the biggest spatial overlap with the HOMO of the molecule to its
right. On the right, the electronic coupling of the middle molecule to its neighbors. A strong
coupling (relative to the other couplings), leads to high rate for hops back and forth between
the molecules, such that a simulation may be stuck in a loop where charge hops back and forth
for a long (simulation) time.

State rattling A strongly varying distribution of hopping rates in a disordered organic
semi-conductor leads to ”rattling” of charges between a small number of states, during
which the computation is effectively trapped in a loop. Consider the cluster of TCTA
molecules illustrated in 3.4.3. The HOMO orbitals of two of these molecules might be
localized such, that they have a big spatial overlap, but a small spatial overlap with
HOMOs of other molecules. The electronic coupling between these two HOMOs will then
be orders of magnitude larger than the coupling that connects either of the molecules
with the HOMOs of other molecules. In terms of a flux matrix

I =

 0 ω12 ω13 . . . ω1n

ω21 0 ω23 . . . ω2n
...

...
...

. . .
...

 (3.4.2)

this means that there will be some blocks in the flux matrix which are nearly decoupled
from the rest of the matrix, but have a strong coupling inside the block. As electronic
coupling and HOMO energies are statistically distributed in the system, there will always
be such blocks in the flux matrix if the system is big enough.
In the kinetic Monte-Carlo simulation, charge hopping in this closed subsystem will
dominate while almost no time passes as the expectation value for a time step is
inverse proportional to the sum of the total rates, which in this case may be dom-
inated by huge rates of this ”rattle” in the subsystem e.g. the hop between two
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strongly coupled molecules. Energy disorder worsens this effect significantly, as it
reduces the number of viable hopping targets. In practice, calculations will spend
most of the time in such loops. In the following section I will present two approached
I developed to speed up kinetic Monte-Carlo simulations which are stuck in loops like this.

3.4.3 Kinetic Monte-Carlo state buffer

For calculations involving non-interacting particles it is possible to pre-calculate the rates
of all possible transitions in the system and draw the new set of rates after each change
of the system state from memory, thus reducing the kinetic Monte-Carlo algorithm to a
memory access and the drawing of the new event. For a system of interacting particles,
as is the case here, this is of course not possible as the number of possible system states
is roughly

(
N
K

)
where N is the number of system sites and K the non-conserved number

of particles in the system.
The number of likely particle configurations is however much smaller. In equilibrium,
likely configurations could be predicted by solving the Master-equation of the system (a
non-trivial task by all means). As we are also interested in non-equilibrium this is not
applicable to kinetic Monte-Carlo simulations in general however. If it would however
be possible to track the many-particle configuration state of the system on the fly, a
set of the N most likely states SΦ(t) in the time-local environment of the current state
Φ(t) in configuration space could be determined. If the system has computational loops
as described above, the occupied configuration sub-space changes only slowly in time,
meaning likely configurations will stay likely configurations for a long time. If during
further propagation the system is in state Φ(t′), which is a state in SΦ(t), all system
rates and the coulomb potential can be tabulated such that in the next occurrence of the
state, the system update only involves an memory access to priorly calculated rates. If
the system evolves slowly enough (e.g. a system with many rattles), rates for all likely
states in SΦ(t) can be tabulated, thus increasing computational time significantly. This
algorithm will work the better, the ”worse” the system propagates e.g. at high energy dis-
order. A flow-chart of a kinetic Monte-Carlo algorithm using this scheme is shown in 3.4.4.

Tracking of the system configuration states is however non-trivial. The system may have
around 10000 particles, such that any state would be described by a 10000 dimensional
vector ~XΦ(t), which identifies the position of every particle (only one coordinate per site
is required as all molecules can be labeled). As the algorithm described above requires a

continuous tracking of all system states, it is a) clearly unfeasible to track ~XΦ(t), and b)
computationally very expensive to compare states to each other or create a probability
distribution for the different ~XΦ(t). To bypass this problem, I introduce a contraction

operator C which maps the state vector ~XΦ(t) on a scalar

X̂Φ(t) = C( ~XΦ(t)) (3.4.3)



50 CHAPTER 3. MODELLING ORGANIC OPTO ELECTRONIC DEVICES

Figure 3.4.4: Flowchart of a kinetic Monte-Carlo alogrithm using a buffer to memorize infor-
mation about likely configurations of the system. After a Monte-Carlo move is selected, it is
checked whether it has been performed before. If it has been performed before, all rates and
the coulomb potential are updated from computer memory. During a calculation, it is tracked
how often states occur. For the most likely states, rates and Coulomb potentials are stored in
the computer memory.
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where I define C by

C( ~XΦ(t)) =
a=A∑
a=1

i=n∑
i=1

ca(qi + 2)f(X i
Φ(t)) (X i

Φ(t))a (3.4.4)

where n is the number of particles in the current state, A the order of the expansion,ca
and expansion coefficient, qi the charge of particle i, f a map N → N. The purpose of
f(X i

Φ(t)) is to decrease the chances of two states ~XΦ(t) being mapped on the same number

C( ~XΦ(t)). It may for example be f(X i
Φ(t)) = X i

Φ(t) + 1000. Although the map may not
be unique for a finite A, the higher the order of the expansion the less likely it is for two
different states to be mapped on the same scalar. In practice, the likelihood that two
states ~XΦ from the same environment SΦ(t) are mapped on the same scalar for A=2, is so
small that it never occurred in my test calculations. If we however assume an erroneous
identification of ~XΦ(t) with an already tracked state ~XΦ(t′) every N Monte-Carlo steps,
this would mean that every N steps the rates out of the current state would be wrong,
however there would still only be transitions possible to the correct final states, as only
numerical values for rates, but no process information is tabulated. In the next step,
rates for all transitions are again obtained ”from a white sheet”, such that the impact
of an erroneous identification of a state on the overall calculation is extremely small if
N >> 1 ( In practice N seems to be bigger than the total number of simulation steps
until convergence).
This scheme to track system states can be further accelerated significantly if we use
the fact that per Monte Carlo step at most three particles (in case of electron - hole
recombination) will change their position. Therefor that it is sufficient to calculate the
change in X̂Φ(t). For a charge translation the sum over particles in 3.4.4 disappears and
dX̂Φ(t) is given by:

dX̂Φ(t) =
a=A∑
a=1

ca(qi+2)[f(X i
Φ(t(n)))(X i

Φ(t(n)))a−f(X i
Φ(t(n−1)))(X i

Φ(t(n−1)))a] (3.4.5)

where n is the current Monte-Carlo iteration and i the label of the translated particle.
The additional computational cost of this state tracking scheme are insignificantly small
compared to the logarithmic scaling Monte-Carlo selection algorithm which determines
the next system transition as described earlier. This means that this scheme can be used
in all kinetic Monte-Carlo simulations of the kind as performed in this thesis. A compu-
tational limitation of this scheme is the size of the set SΦ(t) of likely states, as for all of
these states, all rates and the local coulomb potential have to be saved. The computer
memory needed to tabulate this data scales linearly with the number of particles. Given
10000 particles with an average of 20 target molecules in their hopping range, the rates for
roughly 200000 events, corresponding to 1.6 Megabyte of memory, would need to be saved
for every state. In order to keep the size of the set SΦ(t) reduced, a list of likely states
in the set SΦ(t) for which the rates are to be tabulated is updated every M Monte-Carlo
steps, based on the distribution of states visited in the last M Monte-Carlo steps. This
ensures that SΦ(t) always contains the most likely states in the current environment of
configuration space, also with limited computer memory resources.
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Figure 3.4.5: Calculation time per kMC step dependent on disorder of the electronic states
for 10 charges (green), 50 charges(red) and 100 charges (black). Full lines and circles represent
calculations with an algorithm integrating a state buffer, dashed lines and squares calculations
without a state buffer.

Fig. 3.4.5 shows the increase in calculation speed gained through a mobility buffer de-
pendent on disorder strength and electron concentration. For large disorder strength,
computational time of one simulation step is reduced to a similar computational overhead
for all electron concentrations. This means, that at very large disorder the increase in
computational speed is the higher the more electrons are in the system. In Guest Host
systems (see 5), the deep trap states in emitter molecules lead to a situation like this.



Chapter 4

Charge carrier transport in bulk
systems

In this chapter I will validate the kinetic Monte-Carlo charge transport model introduced
in chapter 3 by comparing field and temperature dependence of bulk-hole mobilities of
the prototypical organic hole transport material N,N’-bis(1-naphthyl)-N,N’-diphenyl-1,1’-
biphenyl-4,4’-diamine (α-NPD)(see, Fig. 4.0.1) with experimental values. I will further
analyse percolation pathways of the charge carriers depending on the intrinsic material
parameters. In the last part of this chapter I will compare bulk mobilities calculated with
kinetic Monte Carlo with the Generalized effective medium model[[35]], a model which
does not require explicit charge transport calculations.

4.1 Charge mobility in α-NPD

N,N’-bis(1-naphthyl)-N,N’-diphenyl-1,1’-biphenyl-4,4’-diamine (α-NPD) is a prototypical
organic hole conduction material used in many OLEDs. Doped with hole donating
molecules it serves as a hole injection layer [74], undoped it is used as hole-transport
layer [34], and doped with dye molecules it is used to produce red light emitting layers
[34].
To simulate charge transport in α-NPD, I use the multi-scale protocol described in Chap-
ter 3.3 to create a periodic 60x60x60 nm3 α-NPD morphology, transfer integrals between

Figure 4.0.1: Schematic picture of the organic hole transport material alpha-NPD, investigated
in this chapter.

53
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Figure 4.1.1: Distribution of hole transfer integrals of α-NPD against the center of mass
distance of pairs of α-NPD molecules.

pairs and HOMO energies of the molecules. The resulting morphology has a packing
density of 0.98 molecules/nm3. Electronic structure calculations yield a standard devia-
tion of the HOMO energy disorder of σ=0.09 eV and an average reorganization energy of
λ=0.2eV. The calculated α-NPD hole transfer integrals are shown in Fig. 4.1.1. A bulk
charge transport simulation is started by successively creating holes on sites i with the
probability

pi =
1

exp(
Ei−Ef
kBT

) + 1
(4.1.1)

until the desired hole concentration is reached. Ei is the HOMO energy of the site i, Ef
the lowest HOMO energy of unoccupied sites, T the temperature and kB the Boltzmann
constant. To determine the field dependent mobility I measure the cumulated drift of all
holes over time. The mobility is then given by:

µ =
d

tFV n
(4.1.2)

where d is the cumulated drift of all holes as shown in Fig. 4.1.2, t time, F the applied
field, V the volume of the simulation box and n the density of charge carriers.

Fig. 4.1.3 shows the simulated hole mobilities at hole concentrations of
2x10−5,2x10−4,2x10−3 holes per molecule, the typical concentration regime in OLEDs.
The calculated mobility field dependence presented in Fig. 4.1.3 shows excellent agree-
ment with experimental mobility measurements[97]. Calculated mobilites for hole con-
centrations of 2x10−4,2x10−3 differ by roughly 15%, where a higher hole concentration
leads to a higher mobility due to the filling of trap states [52]. At low fields, the mobility
decreases roughly by factor of 4 for a hole concentration of 2x10−5. I furthermore cal-
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Figure 4.1.2: Cumulated drift of holes in field direction over time. Different colors correspond
to different field strength: 0.005 V/nm (black), 0.01 V/nm (red), 0.015 V/nm (green), 0.0225
V/nm (blue), 0.031 V/nm (cyan), 0.04 V/nm (magenta).

Figure 4.1.3: α-NPD bulk hole mobilities at various electric fields from experimental[97] time
of flight measurements and from kMC simulations at different hole concentrations.
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Figure 4.1.4: a) Temperature dependence of α-NPD bulk hole zero field-mobilities according to
different experiments [98, 99, 100] and kMC calculations. b) Field and Temperature dependence
of α-NPD bulk hole mobilities. Zero field mobilities shown in the left panel are extrapolated
from these values.

culated the temperature dependence of α-NPD zero field hole mobilities, see Fig. 4.1.4.
Zero field mobilities are determined by extrapolation of the mobility field dependence to
zero field. The calculated mobilities are again in very good agreement with experimental
measurements[98, 99, 100], both in terms of slope and absolute value. The logarithm of
both measured and simulated mobility shows a linear dependence on T−2.
In conclusion I have shown that both field and temperature dependence of α-NPD are

predicted correctly in both slope and absolute value using the multi-scale model devel-
oped in the Wenzel group. I would like to emphasize that no fit parameters were used
to calculate either morphology, electronic structure or charge transport. The excellent
agreement of field and temperature dependence of the mobility, strongly suggests that
the relevant physics is reflected in transport model, electronic structure and morphology
calculations.

4.2 Current percolation in α-NPD

In this section I will analyze the hole current flow through the α-NPD bulk samples
presented in the last section. To investigate the role of trapping during charge transport
I calculated the fraction of time, which holes spent on a subset of molecules compared to
the total simulation time. To do this I define the following:

ts = Γt

s∑
j=1

tj/ttot, (4.2.1)

where Γt orders all molecules by the total sojourn times tj of holes spend on the molecules
and ttot is the total simulation time. The dependence of ts on the energy disorder of the
system is shown in Fig. 4.2.1 a). It can be seen that the higher the disorder the longer
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the time holes spend on a smaller fraction of the system indicating increased trapping. In
the case of energy disorder with standard deviation of σ=5kB and σ=6kBT about 95%
of time holes stay on 0.1% of molecules. With decreasing disorder strength, the holes
distribute more uniformly over the system.
For further analysis I define the net-current through a molecule i by

Ii =
n∑
j=1

|Nij −Nji|
2

(4.2.2)

where n is the number of molecules connected to molecule i and Nij the integer count of
charge carriers hopping from i to j. In order to quantify which fraction of the material
contributes to the current flow I sort all sites by their contribution to the total current
and define the current through the strongest conducting subset of s molecules as

Is = Γc

s∑
i=1

Ii∑M
i=1 Ii

, (4.2.3)

where the net currents Ii through molecules i are ordered by the ordering operator Γc,
such that the s molecules with the highest net current Ii contribute to Is, M is the total
number of Molecules in the system. Fig. 4.2.1 b) shows Is in dependence on the number
of contributing molecules s for disorder strength between σ=1kB and σ=6kBT . A general
trend of subsets of smaller size s contributing to more current can be seen with increased
disorder. This is reflecting the increased percolative nature of the charge transport. A
strict order of Is with respect to disorder can however not be seen. This is due to the finite
size of 200000 molecules per sample. The on-site energies in all samples are generated
randomly following a Gaussian distribution of the defined width. As can be seen when
looking at Is for σ=5kB and σ=6kBT , this randomness can create tighter percolation
networks in samples of smaller disorder. Although Is does not seem to be converged at
this system size I would like to point out that the mobility is well converged and shows
the expected order with respect to disorder ( see i.e. Fig. 4.3.2 ).
As mobility should be less effected by the relative size of the percolation network than by
the disorder in the network, I define the relative disorder of the x connections between
molecules, which carry the largest net current as

∆Ex = ΓI
1√
x

√√√√ x∑
i,j

[
x∑
i,j

∆Eij
x

]−∆Eij)2/σ∆E, (4.2.4)

where ΓI orders the sums over the x connections (i, j) with highest net current, ∆Ei,j is
the difference of HOMO energies on molecules i and j, and σ∆E the standard deviation of
all ∆Ei,j.
The contribution of these x connections with the highest net current to the total current
is given by

Ix =
ΓI
∑x

i,j |Nij −Nji|∑
i,j |Nij −Nji|

, (4.2.5)
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Figure 4.2.1: Measures of percolation transport depending on energy disorder. a) Fraction of
the total simulation time (y-axis) which is spend on a fraction of the molecules of the system
(x-axis) as defined in Eq.4.2.1. The x-axis is capped at 0.00002, which is the concentration of
holes in the system. The higher the disorder, the longer the holes stay trapped on individual
molecules. b) The fraction of the current (y-axis) as defined in Eq.4.2.3 which passes only
through a fraction of the molecules (x-axis). The x-axis is capped where the network consists of
only a single bond. From the low fraction of molecules that contribute to considerable current it
is apparent, that the charge transport is very percolative. c) Energy disorder in the conducting
network relative to the energy disorder of the entire morphology as defined in Eq.4.2.4 against
the relative current through the network as defined in Eq.4.2.5. The number of contributing
pairs is very small close to the y-axis. The higher the disorder of the network the system, the
lower the relative disorder of the conducting subsystem. d)Decadic logarithm of the transfer
integrals in the conducting network as defined in Eq.4.2.6 against the relative current through
the network as defined in Eq.4.2.5. The large the subsystems, the more the average transfer
integrals decrease, where in networks of large disorder, the current goes through smaller transfer
integrals.
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where Nij is the absolute count of charge carriers hopping from i to j. ∆Ex is plotted
against the contribution of the subnetwork to the total current Ix in Fig. 4.2.1 c). The
disorder ∆Ex at Ix = 1 is the disorder of the total network of connections which contribute
to the current relative to the total disorder of the system. It can be seen that the higher
the disorder the smaller the relative disorder in the current network becomes. This reflects
that as HOMO energy differences rise on average with increased disorder, the current has
to carefully select the bonds through which it flows with respect to energy differences.
The price for this more refined selection is a decrease of the transfer integrals of the
selected pairs. This can be seen in Fig. 4.2.1 d), where the average transfer integrals Jx
used in the subnetwork (up to to the x largest pairs) are presented. Jx is defined for the
same subnetwork as Ix and ∆Ex as

Jx = ΓI
1

x

x∑
i,j

log10(Jij), (4.2.6)

where Jij is the transfer integral of the pair (i, j).
In conclusion I analyzed the percolative behavior of hole conduction in an amorphous
α-NPD morphology dependent on its HOMO energy disorder. As expected I found that
the higher the disorder the less molecules contribute to the current. I also found that at
low disorder the current chooses a network with, on average, larger transfer integrals than
at high disorder, where good transfer integrals are ’sacrificed’ to reduce energy differences
between molecules.

4.3 α-NPD Mobility in the Generalized effective

medium model

As explicit transport models like the presented kinetic Monte-Carlo model require an rep-
resentation of the entire system, finite size effects are increasingly difficult to handle with
increasing energy disorder. To avoid the problems of explicit material representations,
Rodin et al. [35] derived a model to predict the upper bound of the charge carrier mobil-
ity based on microscopic input parameters.
In the model it is assumed that every molecule in the system can contribute to the charge
transport. The model averages over all hopping rates in an amorphous morphology with
Gaussian distributed HOMO/LUMO energies by weighting rates with the occupation
probability of the involved molecular pair. Using Marcus hopping rates, an expression for
the zero-field mobility is derived as[35]

µ =

√
πβ

~
λ

3
2

eβ

n
√

1 + βσ2

λ

exp

[
−C(βσ)2 − βλ

4

]
M
〈J2r2〉
λ2

. (4.3.1)

where β = (kBT )−1 is the the inverse temperature, n = 3 the dimension, 〈J2r2〉 is the
expectation value of the electronic coupling times center of mass distance of all pairs
squared, λ the average reorganization energy, M the average number of neighbors consid-
ered per molecule and σ the standard deviation of the HOMO distribution. Under the
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assumption that the hopping rates from all sites contribute to the overall mobility accord-
ing to their occupation probabilities the parameter C is strictly C=0.25. As the transport
in a strongly disordered system may follow a narrow percolation path, the mean medium
assumption is not valid in this regime. To allow for this fact, C is introduced as parameter
and the model is termed generalized effective medium model (GEMM). The parameter is
introduced in the disorder exponent to allow a transition to the C-dependence found by
Bässler of µ(F = 0) = µ0e

− 4
9
σ2

.
In the following I asses the generalized effective medium model (GEMM) for the calcu-
lation of charge carrier mobilities in bulk disordered organic semiconductors. In the first
step I test the GEMM model by comparing its results with experimental and kMC results
for the hole conducting material N,N’-bis(1-naphthyl)-N,N’-diphenyl-1,1’-biphenyl-4,4’-
diamine (α-NPD). I then investigate the disorder dependence of mobiltities predicted
by the GEMM by comparing mobilities for amorphous and idealized cubic systems with
KMC calculations.

The microscopic parameters in eq.4.3.1 are calculated using the Quantum Patch[58]
method as described in 2.3. The average number of neighbors is M = 17.5 resulting
from a nearest atom cutoff between a given pair of molecules of 0.7nm, roughly twice the
distance of aΠ-Π stack.
The resulting temperature dependence of the α-NPD zero field mobilities is shown in
Fig. 4.3.1, together with the experimental data[98, 99, 100], and the kMC data from the
previous chapter. The mobility resulting from the GEMM is shown for three different
C-factors: (a) the effective medium assumption with C=0.25, (b) the best fit to kMC
with C=0.33, and (c) Bässler’s value of 0.44 (Eq. 2.4.3). While the C-factor of the effec-
tive medium assumption already yields a very reasonable estimate, the C-factor of 0.44,
which Bässler obtained for the limit of zero charge concentration in a simple cubic lattice
with minimal coordination predicts a too steep temperature dependence. The kMC re-
sults predict a steeper temperature dependence of the mobility than the GEMM model,
reflecting that the percolative nature of charge transport is not fully taken into account
by the GEMM model. Although the GEMM model weights contributions from hopping
rates between two molecules by the occupation probability of the involved molecules, it
averages over the entire system.
In the previous chapter it was shown that the smaller the part of the system where the
transport occures, the higher the disorder. As the GEMM does not reflect this explicitly
I will compare GEMM mobilities at different disorder strength with mobilities obtained
from kMC calculations. Prior transport simulations on regular lattices have shown that
the percolation transport can be captured by adjusting the C-factor depending on the de-
tails of the lattice coordination and energy correlation effects [52, 101, 102, 103]. As the
coordination in the amorphous system is not well defined, I calculated GEMM mobilities
with C-factors varying between 0.25 and 0.44. To assess the effect of the connectivity,
I also calculated kMC and GEMM mobilities for simple cubic lattices with coordination
of 6 and varying disorder. The kMC calculations on cubic lattices use Marcus rates as
defined in Eq. 2.2.5, where the hopping matrix elements are parameterized as

J2
if = e−2αRif , (4.3.2)
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Figure 4.3.1: Temperature dependence of zero-field hole mobilities of α-NPD for the GEMM
calculations with different C-factors(dashed lines), kMC-calculations and experimental data [98,
99, 100]. The upper limit corresponds to an effective medium assumption. The low limit was
calculated by Bässler for the zero charge concentration limit and a neighbor coordination of 6
as in a simple cubic lattice.

where Rif is the distance of two sites in the lattice and 2α = 10/a where a=1nm is the
lattice constant of the simple cubic lattice. The size of the cubic lattice is 60x60x60
nm3. Charge concentration in all kMC calculation is set to 2x10 − 4 holes/molecule,
a typical value for organic semiconductors, which yielded very good agreement between
experimental and kMC α-NPD mobilities in the previous section 4.1.
Fig. 4.3.2 a) shows the hole mobilities for α-NPD with varying sigma, calculated with kMC
and the GEMM model. With higher disorder, the dependence of the GEMM mobilities
on the C-factor grows. For all disorder values between σ=1kBT and σ=6kBT , a C-factor
of around 0.3 yields the best agreement with kMC calculations. It is not clear whether
variations in the C-factor are due to the noise of the kMC calculations and the resulting
uncertainty of the extrapolation to the zero field mobilities or systematic.
It is surprising that larger disorder does not require a higher C-factor in the GEMM model
to match kMC results. I assert this to two reasons. For one, these calculations are done
at finite and constant charge carrier concentrations, resulting in the filling of outlying
tail states in the kMC calculations. The tail states yield the biggest contribution to the
Boltzmann weighted average in the GEMM model and would in the limit of zero carriers
strongly reduce mobility, at finite charge densities however, a single hole neutralizes the
trap out of the picture by filling it. The second reason for the small and not increasing
C-factor is the high coordination of α-NPD compared with nearest neighbor simple cubic
lattice systems investigated in other studies. Comparing the α-NPD mobility C-factor
dependence with the C-factor dependence of the simple cubic lattice shown in Fig. 4.3.2
b), it can be seen that the GEMM indeed requires larger C-factors to match the kMC-
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Figure 4.3.2: a) Left: Zero field mobilities of α-NPD in the GEMM for varying disorder
strength βσ from 1 kBT to 6 kBT and C-factor varying between C = 0.25 and 0.44 ; the dashed
lines represent the Kinetic Monte Carlo(KMC) extrapolation to zero field mobility.Right: The
corresponding kMC calculations. b) Same plot as in a) for a simple cubic lattice with transfer
integrals as defined in 4.3.2, a coordination of 6 and disorder varying from 1 kBT to 5 kBT .

mobilities of the cubic system with a coordination of 6 .
To investigate the influence of coordination on the GEMM model, I systematically

increase the connectivity M of the cubic lattice by partitioning the system in the nearest-
neighbor (further abbreviated as n-n), the second n-n, and the third n-n shells. For the
first n-n (6 sites) shell a connectivity of 6 is given by the six equal transfer integrals
J1n
if = e−αRif , whereas, at the same time, in the second n-n shell (sites 7 to 18) and

the third n-n shell (sites 19 to 26) the transfer integrals are set to J2n
if = J3n

if = 0.
To gradually increase the connectivity from the first n-n shell to the second M = 6 to
(6 < M ≤ 18) without randomly introducing transfer integrals in the SC topology, we
increase the transfer integrals in the second n-n shell according to J2n

if = J1n
if (M − 6)/12,

keeping J3n
if = 0 in the third. This effectively corresponds to M connections/hopping

channels with a transfer integral of J1n
if . The former equivalence is valid if the external

electric field in the kMC simulations is applied along the z axis of the SC lattice such that
the potential drop due to the field as well as the hopping distance in the field direction is
identical for all 26 sites. Similarly, when further extending the connectivity to the third
n-n shell (18 < M ≤ 26) we additionally set all J3n

if to J3n
if = J1n

if (M − 18)/8.

In Fig. 4.3.3 the ratio of GEMM and KMC mobilities for an SC lattice with HOMO
disorder of σ=5kBT is presented for progressively increasing connectivity to next-nearest
and next-next-nearest neighbors. The increase of connectivity leads to a better agreement
of the GEMM model with the kMC calculations at a lower C-factor, suggesting that the
lower C-factor of the α-NPD calculations compared to the lattice system originates from a
higher connectivity. This is physically intuitive as an increase of the number of connections
in the lattice will increase the number of pairs with potentially lower energy difference,
thus reducing the effect of energy disorder.
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Figure 4.3.3: Ratio of zero-field mobilities obtained from GEMM and kMC for an simple
cubic lattice with disorder strength of βσ=5 as function of the number of connections (for each
hopping site) for three values of C [ 0.25 (black), 0.36 (red), and 0.44 (blue)]. As indicated by
the dashed line, with an increased number of connections the effective medium estimate C=0.25
increasingly agrees with the KMC results. The opposite trend is observed for C=0.36 and 0.44
where the discrepancy increases. (Image source: [35])

In conclusion we have seen, that the GEMM model requires an adjustment of the C-
factor to reproduce mobilities calculated with kMC as the energy disorder of the materials
changes. Materials with a high connectivity require a lower C-factor as the effective energy
disorder is reduced by an increase of potential hopping targets. The general order of
mobility magnitude of α-NPD is however predicted well for all disorder strength between
1kBT -6kBT .
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Chapter 5

Charge transport in guest-host
systems

In previous chapters, charge transport in disordered materials was described as a result of
thermally assisted hopping between states which are localized on the individual molecules.
Using this picture I reproduced experimental mobilities of the hole transport material α-
NPD well.
It has however, not been established to what degree this view is sufficient to describe
charge transport in all types of disordered organic semiconductors. Studies of charge
transport in one dimensional molecular systems comprising a higher energy “bridge” state
separating two states with lower energy, suggest that transport to a distant neighbor via
the coherent process of “superexchange” might also be relevant in other types of systems
[104, 105, 106]. In this picture the carrier resides virtually on the intermediate bridge
state.
The formation of conduction and valence bands by superexchange mediated coupling
between spatially separated acceptors(donors) bridged by the non-covalently linked
donors(acceptors) has been predicted for organic donor-acceptor co-crystals, where it
leads to a mirror symmetry of conduction and valance bands with remarkably small effec-
tive masses of electrons and holes. [107, 108, 109]. In the following chapter I demonstrate
that superexchange coupling can also contribute significantly to the charge carrier mobil-
ity of disordered organic semiconductors with deep traps.
The possible role of superexchange is not a priori clear considering the energy disorder in
and the usually small coupling between molecules in disordered organic semiconductors
For this study I focus on OSC materials which by design show a suppression of direct
hopping rates, due to presence of badly connected trap molecules. I in particular inves-
tigate materials used in the emissive layer (EML) of phosphorescent OLEDs, and show
that including transport via superexchange is highly relevant to quantitative analyses of
their performance.
Light emission layers of state-of-the-art OLEDs consist of a mixture of a small concentra-
tion (typically 3-10 mol%) of phosphorescent emissive dye molecules (guests), embedded
in a host matrix of a charge transport material. To reduce energy transfer of long lived
triplet states from dyes to charges in the host material, energy levels of the constituents
are chosen such that the guest molecules act as exciton trapping sites[110]. The smaller

65
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Figure 5.0.1: Top: Stack layout of a white OLED [34]: Red and green guest-host layers
emit light of the respective color. Electrons enter from the right, holes from the left. Bottom:
Distribution of the ionization potential of molecules in the green emission layer consisting of 8%
Ir(ppy)3 (green) in TCTA host matrix (white). The inset demonstrates the spatial separation
of Ir(ppy)3 molecules in the matrix.

HOMO-LUMO gap of the dye means, that they often also act as charge trapping sites. As
charges are more likely to dwell on the trapping dye molecules, recombination of electron-
hole pairs is more likely to happen on the dyes, which allows to engineer where excitons
are created in the system [111].
This suppression of charge mobility is confirmed by experimental studies [112] and pre-
dicted in idealized transport models [113]. The strongest mobility suppression is seen for
dye concentrations which are low enough, such that there are not enough guests to form
a transport network, but so high that virtually all free charges are trapped. I find that
molecular superexchange, which provides a second pathway for guest-guest transport, can
can strongly enhance carrier mobility at the dye concentrations in the regime described
above.
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If we consider the density of states of green emission layer of the OLED stack shown in
fig. 5.0.1, it can indeed be seen that hole transport states of the green emitter Ir(ppy)3

lie considerably lower in energy than the states of the host molecule TCTA.

In systems like this, where direct hopping rates are repressed due to charge trapping ,
higher order processes may become relevant.
Direct hopping out of a charge trap is suppressed by the energy penalty of the Marcus
equation. It might however be possible to hop to another trap by bridging the distance
between the traps with a transition through virtual states on molecules in between, as
schematically depicted in fig. 5.0.2 a).

This process is again described as a thermally activated hop from the trap A to the trap
B and its rate as such given by the Marcus rate equation.

ωAC =
2π

~
|HAC|2

1√
4πλACkBT

exp

(
−(λ+ ∆EAC)2

4λACkBT

)
(5.0.1)

Where the electronic coupling between final state on molecule C and initial state on
molecule A is can be calculated form 1st order perturbation theory. [114, 115]

HAC
∼= HAC,0 +

N∑
i=1

HABi0HBiC,0

∆EABiC
(5.0.2)

with HXY,0 the direct transfer integrals between molecules X and Y, and Bi intermediate
molecules. ∆EABC is the vertical energy difference between the virtual state on molecule
Bi and the transition state of the AC charge transfer (see fig. 5.0.2 b)). As the transition
state geometry is not known, we can use the formalism of the Marcus theory to derive
an expression for the energy difference ∆EABC . For this we separate ∆EABC in three
contributions:

∆EABC = ∆Erel −∆E∗ + ∆E∗2 (5.0.3)

The first contribution Erel is the energy difference of the charged ground state of the
initial and bridge molecule. The other contributions can be derived using the assump-
tion that the conformational reorganization is harmonic. , it is possible to calculate the
contributions ∆E∗ and ∆E2∗, resulting in the expression for ∆EABC :

∆EABC = EB,0 −
EA,0 + EC,0

2
+
λB
2

(5.0.4)

A derivation of this expression is shown in section 5.1 and can also be found in the PHd
thesis of my roommate Pascal Friederich [116]. In principle, the super-exchange coupling
from 5.0.2 is reduced by a factor of J/∆E compared to a non-super-exchange coupling.
Typical couplings are in the order of 1 · 10−3eV, whereas typical energy differences are in
the order of 0.1 − 0.4eV, leading to a reduction in coupling of 1 · 102 and a reduction of
the rate by a factor of 1 · 104.
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Figure 5.0.2: (a) Schematic illustration of hole transport between Ir(ppy)3 molecules. The
transfer integral of a direct guest-guest hop is negligible due to the large distance between the
guest molecules, guest-host hops are suppressed by the energy difference in the exponent of the
Marcus equation 5.0.1. (b) Guest-guest hop via a virtual host state in the Marcus picture: The
reaction coordinate is on the x-axis, energy is on the y-axis. The three parabolas represent initial
state (left), final state (right) and transition state (dotted, top). The reaction coordinate of the
transition state is different, but is projected into the plane for illustration. A, B and C refer
to the state of the host (B) and guest (A,C) molecules. The asterisk indicates the localization
of the hole, subscripts indicate the geometry of the state, where N = neutral, C = charged, T
= transition. At the cross section of left and right parabola final and initial state are resonant.
The energy difference to the state in which B is charged determines the denominator for the
superexchange transfer integral bridged by B.

To estimate the general relevance of detrapping due to superexchange-mediated hops,
I consider a model system consisting of a bridge molecule B sandwiched between two
molecules A and C with lower energy states(see fig. 5.0.3). Let us consider a charge on
molecule A, which can leave the molecule either by hopping to molecule C or B. In this
model, we assume the same reorganization energy λ = 0.2eV for all molecules, no direct
coupling of molecules A and C (HAC,0 = 0), equal transfer integrals HAB,0 = HBC,0 =: Hgh

and states of the same energy on molecule A and C EA,0 = EC,0.
The ratio of the rate ωAC,sx of an escape from molecule A by a superexchange-mediated
hop from A to C and the rate ωAB,0 of an escape due to a direct hop to molecule B can
be calculated as follows [36].

The superexchange coupling between the fully relaxed states on A and C is given by

HAC
∼=
HABi0HBC,0

∆EABC
=
|Hhg|2

∆EABC
(5.0.5)
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Figure 5.0.3: Model system of three molecules A, B and C. In this system a charge residing
on A has two escape routes: a direct hop to molecule B and a hop to C through a virtual state
on B. (Image source: SI in [36])

with ∆EABC taken from eq. 5.0.4

∆EABC = EB,0 −
EA,0 + EC,0

2
+
λB
2

= ∆Etr +
λ

2
(5.0.6)

The Marcus rate for a direct hop from molecule A to B is

ωAC =
2π

~
|HAB|2

1√
4πλkBT

exp

[
−(∆Etr + λ)2

4kBTλ

]
(5.0.7)

analogously the rate for superexchange hops from A to C is obtained by inserting eq.5.0.6
in eq. 5.0.1

ωAC,sx =
2π

~

(
|Hhg|2

∆Etr + λ/2

)2
1√

4πλkBT
exp

[
−(∆Etr + λ)2

4kBTλ

]
(5.0.8)

the ratio of these rates (”escape rate ratio”) is thus given by:

ωAC,sx
ωAB,0

=

(
Hhg

∆Etr + λ/2

)2

exp

[
(2 + ∆Etr/λ)∆Etr

4kBT

]
(5.0.9)

In fig. 5.0.4 this escape rate ratio is shown as a function of the direct transfer integral
Hhg and the trap depth ∆Etr. For typical coupling values in OSCs of Hhg ≈ 10−3 eV
(compare section 4 and section 5.3), the figure shows a significant increase of the escape
rate by a superexchange-mediated hop if trap depth ∆Etr are deeper than 3 eV eV. In
section 5.3 I present kMC calculations for realistic guest host systems, where it can indeed
be seen, that superexchange mediated trap-trap hopping becomes a dominant transport
mechanism around 0.3-0.4 eV average trap depth.

5.1 Energy denominator

Considering fig.5.0.2 and the expression from 5.0.3

∆EABC = ∆Erel −∆E∗ + ∆E∗2 (5.1.1)
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Figure 5.0.4: Ratio between the superexchange hop rate from a trap A to a resonant trap C
through a virtual state on host molecule B and the hop rate from a trap A to B, as a function
of the host-guest transfer integral Hhg and the trap depth ∆Etr.

one has to calculate three components to derive ∆EABC . The first component is the en-
ergy difference between the charged ground state of the bridge molecule and the molecule
on which the charge sits initially :

∆Erel = E(ANBC ∗ CN)− E(A∗NBNCN) = EB − EA (5.1.2)

where A,B and C label the state of the three molecules.The lower indices describe the
conformational state where N stands for the neutral conformation, C for the charged con-
formation and T for the conformation in the transition state. A star denotes whether a
molecule is charged.
The transition state energy ∆E∗ of Marcus theory can be calculated [48] under the as-
sumption that the potential energy of a molecular conformation change along the dis-
charging reaction coordinate can be approximated as a harmonic. The intersection of the
discharging parabola of molecules A and C yields:

∆E∗ = E(A∗TBNCT)− E(A∗CBNCN) = (E(A∗TCT)− E(A∗CCN)) =
1

4λAC

(∆EAC + λAC)2

(5.1.3)

For the estimation of ∆E∗2 , a single-molecule picture as shown in fig.5.1.1 is helpful. If
we assume that the charged and uncharged potential energy surfaces of molecules A and
C have the same curvature, we can split ∆E∗2 in two contributions:

∆E∗2 = E(ATB
∗
NCT)− E(ANB

∗
CCN) = E(ATCT)− E(ANCN) +

λB

2
(5.1.4)
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Where we use that E(ABC) = E(A) +E(B) +E(C).The second term then follows from
the definition of the reorganization energy from 2:

λB

2
= E(B∗N)− E(B∗C) (5.1.5)

We can now distribute E(ATCT)− E(ANCN) in single molecule contributions and again
use Marcus theory to obtain:

E(AT)− E(AN) =
1

2
∆E∗31 =

1

2

1

4λCA

(∆ECA + λCA)2 (5.1.6)

E(CT)− E(CN) =
1

2
∆E∗13 =

1

2

1

4λAC

(∆EAC + λAC)2 (5.1.7)

using equivalent expression to eq. 5.1.3 to combining the results yields:

∆EABC = EB,0 −
EA,0 + EC,0

2
+
λB
2

(5.1.8)

This expression is very intuitive as it is the energy difference between the energy of the
charged bridge molecule and the mean energy of final and inital molecule.

∆E∗AB

A∗TBNCT = ATBNC
∗
T

ACBNCN

ANBNC
∗
C

∆EAC

A∗C

C∗CCN

AN

Single molecule parabolas:

Two molecule parabolas:

reaction coordinate

∆E∗AB

∆Erel

∆E

A∗TBNCT = ATBNC
∗
T

A∗CBNCN

ANBNC
∗
C

ATB
∗
NCT

ANB
∗
CCN

∆E∗2

∆EAC

a)

reaction coordinate

b)

Figure 5.1.1: a) Marcus parabola illustrating contributions to ∆EABC . b) Deconstruction of
the two-molecule parabola of the charge transfer process from molecule A to molecule C to two
one-molecule parabolas. B remains in a neutral geometry. (Image source: [116])
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5.2 Calculation of superexchange coupling in meso-

scopic morphologies

To perform kinetic Monte-Carlo calculations, superexchange transfer integrals given by
eq. 5.0.2 have to be calculated for connections between O(106) molecules.
Direct transfer integrals and the on-site energies are calculated using the stochastic
method described in chapter 3.3.
As it is impossible to calculate all O(1018) superexchange transfer integrals in the
system, I employ the following scheme to obtain all significant superexchange transfer
integrals connecting a site i to other sites. First, the N largest direct transfer integrals
Jji connecting site i to other sites j are determined. For every site j the N largest direct
transfer integrals Jkj connecting every site j to other sites k are chosen. For all N2pairs
(i, k ) the superexchange transfer integral is then calculated according to eq. 5.0.2. N is
chosen such that all non-negligible direct transfer integrals are included in the calculation
of the superexchange transfer integrals. This scheme reduces the number of pairs from
O(1018) to O(106 ·N2), where N is between 10-20.

5.3 Superexchange in guest-host systems

In this section I quantify the hole transport in two prototypical host-guest sys-
tems frequently used in OLEDs: α − NPD : Ir(MDQ)2(acac) (α-N,N’-di(1-
naphthyl)-N,N’-diphenyl-(1,1’-biphenyl)-4,4’-di-amine) with the red-emitting dye bis(2-
methyldibenzo[f,h]quinoxaline)(acetylacetonate) iridium(III)), and TCTA : Ir(ppy)3

(tris(4-carbazoyl-9-ylphenyl) amine) with the green-emitting dye tris[2-phenylpyridinato-
C2,N] iridium(III)]). These materials are used as the red- and green-emitting layers in
OLEDs [34], (see fig. 5.3.1 for the chemical structure of the molecules).

Atomistic morphologies of the host-guest systems containing 1000 molecules per mor-
phology and a guest concentration of 8 mol% have been generated for both α − NPD :
Ir(MDQ)2(acac) and TCTA : Ir(ppy)3 using the Monte Carlo protocol described in chp.
2.
I find a mass density of about 0.87 g/cm3 for both systems. The pair distribution function
of α − NPD : Ir(MDQ)2(acac) and TCTA : Ir(ppy)3 for 8 mol% guest concentration
are shown in 5.3.2. For α − NPD : Ir(MDQ)2(acac) (left) two peaks at 0.5 nm and
1.25 nm can be seen, reflecting stacking of the α − NPD host molecules along the long
and short axes. The pair distribution function of TCTA : Ir(ppy)3 (right) does not show
peaks, reflecting the isotropy of the host material TCTA.

Molecular ionization potentials, hole transfer integrals and reorganization energies are
calculated using the quantum patch method, see chapter 2.
The resulting distributions of ionization potentials of the two materials are a superpo-
sitions of the Gaussian distributions of the ionization potentials of the transport and
emitter molecules, as shown for the case of a guest concentration of 8 mol% in fig. 5.3.3.
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Figure 5.3.1: Chemical structure of the components of the red emission layer α − NPD :
Ir(MDQ)2(acac) and the green emission layer TCTA : Ir(ppy)3. The Ir-complexes are phos-
phorescent emitters of the respective material, the pure organic molecules act as charge transport
material and spacer between emitters.

The Quantum Patch method yields a standard deviation of σ = 0.131 eV for α−NPD,
σ = 0.072 eV for Ir(MDQ)2(acac), σ = 0.136 eV for TCTA and σ = 0.118 eV for
Ir(ppy)3. For both emission layers, the offset between the two Gaussians is adjusted
to reproduce average host and guest ionization potentials of 0.3 eV (0.4 eV) for the
α−NPD : Ir(MDQ)2(acac) (TCTA : Ir(ppy)3) system, as determined from ultraviolet
photoelectron spectroscopy measurements [34].

The transfer integrals for direct and superexchange mediated hole hops from emitters to
surrounding molecules are presented in fig. 5.3.4. At small distances between emitter
and target molecules, the direct transfer-integrals are dominant. However, for distances
above approximately 2 nm the superexchange transfer integrals are orders of magnitude
larger than the direct transfer integrals.

The stochastic methods described in chp.3.3 were employed to generate morphologies,
transfer-integrals and ionisation potentials for 67x67x67 nm3 sized bulk samples of the
materials.

Hole mobilities of these samples samples were then calculated by kinetic Monte-Carlo
transport simulations, assuming periodic boundary conditions and a constant hole den-
sity of 2x10−4 holes/molecule). Simulations are performed with and without including
superexchange transfer integrals at an applied field of 0.03 V/nm, corresponding to 3V in
a 100 nm device.
The hole mobilities (see fig. 5.3.5) show the characteristic mobility minimum at the
cross-over between the low concentration regime in which the guest states act as trap
sites and the high-concentration regime in which the transport is due to direct emitter-
emitter transport. The mobility reduction with increased emitter concentration depends
on the trap depth on the emitter, and is much larger for the TCTA : Ir(ppy)3 system (0.4
eV trap depth) than for the α − NPD : Ir(MDQ)2(acac) system (0.3 eV trap depth).
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Figure 5.3.2: Top: Pair distribution functions of the morphologies with 8% guest concentra-
tion, generated by simulation of vapor deposition. Left: α − NPD : Ir(MDQ)2(acac), right:
TCTA : Ir(ppy)3.
Bottom: Distribution of transfer integrals, as calculated with the quantum patch method[1],
Left: α−NPD : Ir(MDQ)2(acac), right: TCTA : Ir(ppy)3. The anisotropy of α−NPD can
be seen both in the pair distribution function and the transfer integrals. (image source: SI in
[36]

By including superexchange transfer integrals, hole mobility at room Temperature is in-
creased by up to an order of magnitude in TCTA:Ir(ppy)3 and by a factor of two in
α−NPD : Ir(MDQ)2(acac).
With increasing temperature the mobility enhancing effect due to superexchange de-
creases, due to the lowering of reduced hopping barriers.
The relevance of superexchange with respect to the choice of the guest concentration is il-
lustrated in Fig. 5.3.5c), which presents the ratio of emitter concentrations of calculations
with and without superexchange at which the mobilities are equal. For low concentra-
tions, close to the mobility minimum, up to five times less emitters are required to achieve
the same mobility in the presence of superexchange.
In fig. 5.3.5d) the concentration of the guest molecules which minimizes the mobility
is presented as a function of temperature. As superexchange coupling improves emit-
ter to emitter hopping, the mobility minima occur at lower emitter concentrations. For
TCTA:Ir(ppy)3 the mobility shifts from 9% emitter concentration to 6% at room temper-
ature. It can further be seen, that the temperature dependence of the shift of the mobility
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Figure 5.3.3: Distribution of host (white) and emitter (colored) ionization potentials of (a)
α−NPD : Ir(MDQ)2(acac) (red) and (b) TCTA : Ir(ppy)3 (green) for emitter concentrations
of 8 mol%. (Image source: Si in [36])

minimum is weaker if superexchange hops are allowed, as the improved connectivity of
molecules alleviates for the increase in reduced disorder.

To investigate the influence of hole concentration on the role of superexchange in the hole
transport, I repeated the room Temperature calculations for an increased hole concen-
traion of 10−3 holes per molecule (5 times higher hole concentration). It can be seen
in fig.5.3.6, that the increase in carrier density changes the hole mobility by 2 orders of
magnitude for TCTA : Ir(ppy)3 and by a factor of two for α−NPD : Ir(MDQ)2(acac).
This increase in mobility due to the filling of trap states, which act as bottlenecks in the
transport, is well studied for pure disordered materials[52] (it is more severe in the case of
TCTA : Ir(ppy)3). The deeper the trap states in the material the stronger is the charge
carrier concentration dependence of the mobility.
It can further be seen in fig.5.3.6, that the increase of hole mobility due to superexchange
is independent of the charge carrier concentration for both emissive layers. This hints
to the strong percolative nature of the charge transport in these systems. By removing
the deepest traps through trap filling, another trap takes over as critical resistor, whose
connection to the percolation network is still equally improved by the superexchange
mechanism.

Given the exponential dependence of the hopping rate on energy differences, it may seem
surprising that superexchange does not have an even stronger effect on the mobility.
Bässler [64] already noted that the spread of transfer integral values, has relevant impact
on the transport through disordered systems, yet off-diagonal disorder is often not con-
sidered in mesoscopic transport models.
To gain more insight into the transport process we calculated the transport energy T(E)
at different guest concentration for the TCTA : Ir(ppy)3 system, i.e. the distribution of
ionization potentials of sites which are used for the hole transport.
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Figure 5.3.4: Direct (black filled circles) and superexchange (red hollow circles) transfer in-
tegrals between guest molecules and surroduning molecules (guest and host) as a function of
their center of mass distance for (a) Ir(MDQ)2(acac) molecules in an α − NPD host and (b)
TCTA : Ir(ppy)3 molecules in a TCTA host, for a guest concentration of 8 mol%. (Image
source: [36])

For the 85:15 TCTA : Ir(ppy)3 system we find a Gaussian distribution centered around
0.75 eV away from the mean host ionization potential (see fig. 5.3.7) and a standard devi-
ation of 0.05 eV. The mean of the transport energy is shifted towards the host ionization
potentials with decreasing guest concentration, as there are less guests at lower energies
which can be occupied.
Comparing the distance of the transport energy centered around 0.75 eV to the standard

deviation of the TCTA ionization potentials (σ = 0.136eV ), it is clear that charge carri-
ers will most of the time be trapped on emitter-molecules when they travel through the
material. A critical quantity to describe the nature of the transport mechanism is then
the ratio of guest-host to guest-guest hops, as this describes whether there is a good per-
colation network between the emitters or whether a hole has to hop to a TCTA molecule
before it falls to the next emitter.
To calculate this rate, I start by calculating the probability of a hole which is localized on
an emitter to hop to another emitter, depending on the ionization potential of the initial
emitter molecule, for all emitter molecules in a 05:95 TCTA : Ir(ppy)3 system at 275
Kelvin.
The probability for a hole on a emitter i to hop on another emitter is calculated as

P emitter−emitter
i =

∑
j ωij∑
k ωik

=: P guest−guest
i (5.3.1)

where j are Ir(ppy)3 molecules coupled to molecule i and k TCTA molecules coupled to
molecule i, where the rates are assessed for a hole concentration → 0.
P emitter−emitter
i and average energy dependent emitter-emitter hopping probabilities
p(E)guest−guest are shown in fig. 5.3.8. In order to decouple the spread of electronic
couplings HAB from the exponential energy penalty contributing to the Marcus rates for
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Figure 5.3.5: Temperature and Guest concentration dependence of the hole mobility of (a)
TCTA : Ir(ppy)3 and (b) α − NPD : Ir(MDQ)2(acac) bulk systems at a field of 0.03 V/nm
and a hole concentration of 2.0x10-4 holes/molecule. Dashed lines: only direct hops in the
transport model. Solid lines: direct and superexchange hops in the transport model. The differ-
ent colors indicate results for different Temperatures 275 K (red), 300K (black), 375 K(green)
and 450K(blue). (c) Ratio between the emitter concentrations of the cases with direct and
direct+superexchange hops at which the mobility is equal (green: TCTA : Ir(ppy)3, red:
α − NPD : Ir(MDQ)2(acac)) at 300K. The direct vs. direct+superexchange concentrations
that yield the same mobility are presented in the inset. (d) Guest-concentrations at which the
hole-mobility is minimal as a function of temperature.

further analysis of P emitter−emitter
i , I compare two models, one with constant HAB, fig.5.3.8

right panels, and one with real spread of HAB, left panels, which cover a range of 10 orders
of magnitude (compare fig. 5.3.4).Both models have the same mean value of HAB and
use the energy dependence of the Marcus rate.
In all cases we see that, the higher the ionization potentials at the starting site, the higher
the emitter-emitter hopping probabilities, as the ionization potentials move farther away
from the TCTA ionization potentials.
The top panels show the rates including only direct hops, whereas the lower panels show
the rates including superexchange contributions. Both models account for the exponential
dampening caused by energy disorder via the Marcus rate equation.
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Figure 5.3.6: Guest and hole concentration dependence of the hole mobility of TCTA :
Ir(ppy)3 (a) and α − NPD : Ir(MDQ)2(acac) (b) bulk systems at a given Temperature of
300 K and a field of 0.03 V/nm. Dashed lines show mobilities from calculations neglecting sec-
ond order couplings in the Marcus rates, full lines show mobilities taking second order hops into
account.(Image source: SI in [36])

Figure 5.3.7: Left: Transport energy T(E) of the 15% doped TCTA/Ir(ppy)3 system at 275 K.
Right: Mean and standard deviation of transport energy depending on the guest concentration.
There is no difference in transport energies of the KMC calculations with (red) and without
(black) superexchange.(Image source: SI in [36])

In the lowest row of fig.5.3.8, the dependence of the average Ir(ppy)3-Ir(ppy)3 hopping
probabilities on the Ir(ppy)3 concentration is shown including and excluding superex-
change.
In order to finally obtain the contribution of emitter-emitter hops to transport, I integrate
the emitter-emitter hopping probabilities p(E)guest−guest with the probability that a given
emitter is occupied T(E), as obtained from the kMC calculations (shown in 5.3.7).

Pguest−guest =

∫
dEp(E)guest−guestT (E) (5.3.2)
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Figure 5.3.8: Probability for a hole localized on a guest(emitter) site to jump to another guest
site in a TCTA/Ir(ppy)3 95:05 host-guest system at 275K. The x-axis is the ionization potential
of the emitter molecules relative to the average TCTA ionization potential. The white lines
show the average probability for guest-guest hopping at the given emitter ionization potential.
a) Guest-guest probabilities with full Marcus rates, direct hopping only.
b) Guest-guest hopping probabilities with Marcus rates which all use the same average transfer
integral, direct hopping only.
c) the same as in a) but with inclusion of superexchange, d) the same as in b) but with inclusion
of superexchange.
The difference between c) and d) indicates that the disorder of the transfer integrals diminishes
the impact of superexchange on guest-guest hopping probability of the system.
e) and f) show the average probability for guest-guest hopping for host:guest ratios of 97:03
(black), 95:05(red), 90:10 (green) and 85:15 (blue) including superexchange (full lines) and
excluding superxchange (dashed lines). In e) the probabilities are shown for the realistic spread
of transfer integrals, in f) for the averaged transfer integrals.(Image source: SI in [36])
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The resulting probabilities shown in fig. 5.3.9 illustrate that the inclusion of the superex-
change processes results in a strong increase of guest-guest hopping probabilities for the
model with constant transfer-integrals (essentially to 100% even at low guest concentra-
tions), but a more moderate impact in the presence of off-diagonal disorder.
This difference results from the fact that the number of accessible host molecules rises
faster with the hopping radius than the number of accessible guest molecules. Since the
hopping matrix elements to either guest or host molecules are distributed over many or-
ders of magnitude, the probability for a strongly connected host molecule is larger in the
model with the spread transfer integrals.
In many mesoscopic transport models the spread of transfer-integrals is not considered .
In these models, the importance of superexchange would be overestimated considerably.

Figure 5.3.9: Guest concentration dependence of the probability of guest-guest hopping for
equilibrated holes in TCTA : Ir(ppy)3 at 275 K with a hole concentration of 2.0x10−4 per
molecule, in a model employing the calculated distribution of the transfer integrals (black discs)
and using constant transfer integrals with the same average as the quantum chemically calcu-
lated transfer integrals (blue squares). Dashed lines show the guest-guest hopping probabili-
ties neglecting superexchange contributions to the transfer integrals, full lines include superex-
change.(Image source: [36])

Summary In this chapter hole transport in OSC materials consisting of mixed species
of molecules has been investigated. As the minorty component in such systems can
act as a deep charge trap, I have investigated the second order effect of intermolecular
superexchange as a possible detrapping mechanism [36].
A charge hopping from a molecule A to a molecule C thereby hops through a virtual
state on an intermediate molecule B. In the context of Marcus theory, a formalism to
describe this as an activated process was introduced.
Applying this formalism to calculate hole transport in typical emission layers present
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in OLEDs, I have shown, that superexchange can boost mobilities by up to an order
of magnitude at room Temperature. Improved emitter-emitter percolation due to
superexchange can shift the mobility minium to considerably lower guest concentrations
when compared to models which consider only direct hops betweem molecules.
The relevance of superexchange crucially depends on the energy difference between
the average on-site hole energy of guest and host molecules: it plays an increasingly
important role in host-guest systems for which this energy difference is large.
The quantitative impact of superexchange is strongly affected by the disorder of transfer
integrals and therefore cannot be properly described with lattice models that neglect the
distance dependence and distribution of the hopping matrix elements.
Superexchange may play an important role in other types of systems, such as mixed-
matrix type host materials in small-molecule OLEDs [117] and in polymer OLEDs
in which matrix materials co-polymerize with hole-transporting units which act as
traps [118]. The effect can also play an important role in exciton transport [119]: the
emitter molecules of the systems investigated in this Letter have triplet energies that
are approximately 0.3 – 0.4 eV smaller than the host triplet energies. Guest to host
exciton hopping is therefore heavily suppressed, and a superexchange mechanism could
contribute to enhanced Dexter-type [120] guest-to-guest exciton transport. This would
however only be relevant if Förster transfers are suppressed in the absence of spin-orbit
coupling. The superexchange mechanism might also be relevant for charge transport in
low donot concentration organic photovoltaics. For some small molecule based materials
maximum power conversion efficiency is reached at a donor concentration of 5%[121,
122].At this concentration a further decrease of donor concentration further increases
open circuit voltages but abruptly reduces short circuit currents as charge transport is no
more possible. The efficiency of charge transfer down to 5% donor concentration is how-
ever surprising and may be explained by superxchange mediated hopping between donors.
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Chapter 6

Metal organic-semiconductor metal
devices

In this chapter I will study a device made by sandwiching the hole conducting organic
material α−NPD between two gold electrodes. As both the morphological simulation of
an metal organic interface as well as electronic structure calculations are highly involved
I will introduce a rough model to estimate metal-organic coupling to obtain quantitative
injection rates. Using this model and the injection rate proposed in Chapter 3.2, I will then
calculate IV-characteristics of the sandwiched device and investigate the enhancement of
hole injection by hole transfer to the organic material through virtual states of α−NPD
bridge molecules close to the metal organic interface.

6.1 Charge injection in disordered organic materials

In organic electronic devices, charge injection is a crucial process for the device perfor-
mance as it strongly influences charge carrier balance, turn on voltage and the resistance
of the device. As described in chapter 3, in my simulations the metal is not modeled
explicitly but by allowing charge creation and annihilation on α−NPD molecules at the
edge of the organic layer. Charge creation and annihilation rates emulate charge injection
from a flat metallic electrode. The electrostatic potential throughout the α−NPD layer
obeys the classical boundary conditions imposed by the electrodes, i.e. screening of all
charges at the virtual metal surface as described in 3.3.2. An injection barrier for the
charge creation on the interface sites reflects the difference of the Fermi level in the metal
and the ionization potential / electron affinity on the molecules. Hybridization between
metal and α − NPD is neglected and the renormalization of states on the α − NPD
molecules close to the electrode is taken as purely classical, see 3.2.2. Injection rates are
calculated as modified Miller-Abrahams rates3.2.2. A rough approximation of the metal
organic transfer integrals based on the organic-organic transfer integrals is given below.
If the differences between Fermi level in the metal and ionization potential/electron affin-
ity on the molecules is small, the charge transport happens in the space charge limited
regime (SCLC) where the conductivity of the device is mostly determined by the mobility
of the organic material [62]. In this case there is an equilibrium accumulation of charge
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near the electrodes due to the increased coulomb screening (i.e. attraction from mirror
charges). At low applied fields, this equilibrium distribution is independent of the cou-
pling between electrode and metal, such that measured IV-characteristics do not depend
on an exact coupling model if the coupling is chosen large enough that the space charge
region at the interface is not depleted due to diffusion into the device.
The Au-α−NPD-Au system studied here has however an offset of roughly 1 eV between
gold Fermi level and α − NPD ionization potential [74]. In this case the current is in-
jection limited (ILC), as injection rates are suppressed by a Boltzmann factor roughly 40
times room temperature. The disorder of molecular ionization potentials means a lowered
injection barrier into tail-states of the Gaussian distribution of states, see fig. 6.1.1 b).
Applying an electric field reduces the injection barrier the stronger, the further a hole is
injected into the sample, such that doubling the applied voltage can increase the current
by three orders of magnitude [74].

Figure 6.1.1: a)Distance dependent average of α-NPD transfer integrals and standard-
deviation. The transfer integral of α-NPD molecules to the metal electrode is estimated by
the average α-NPD - α-NPD coupling + 1 standard deviation (blue line), as wavefunction over-
lap can be expected for any orientation. b) Distribution of α-NPD ionization potentials near
an electrode with 5 eV workfunction (value of Au). Electrostatic screening lowers the ionization
potential.

In the ILC regime, the injection model strongly influences the simulated charge transport.
In order to obtain a realistic current voltage dependence, the distance dependence of the
metal organic transfer integrals has to be modeled correctly. Though absolute values
of the current-voltage characteristic depend on correct absolute values of the transfer
integrals, the validity of the injection model can be judged by comparing relative current
voltage dependence of experiment and simulation. I construct an educated guess of the
direct metal organic transfer integrals based on the assumption that the transfer-integrals
are mostly determined by the overlap of the molecular HOMO with metal surface states.
I assume this overlap to be largely determined by the geometry of α − NPD, such that
it will have a similar dependence on the distance between electrode and molecular center
of mass, as the center of mass distances of pairs of α−NPD-molecules. The distribution
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of transfer integrals between α−NPD-molecules at a given center of mass distance (see
fig. 3.3.6) is mainly due to different orientation of the molecules. If the long axes of
a pair of molecules is aligned with the center of mass distance vector, the distance of
close carbon atoms (i.e. π-states) is clearly smaller than if both long axes are aligned
perpendicular to the distance vector. In case of the metal-organic coupling the distance
dependent distribution of transfer integrals can be expected to be narrower, as only one
molecule is rotated and will at any rotation face some surface states on the metal. I thus
assume the same slope of the average distance dependence for the metal organic coupling
as for the organic organic coupling, but assume the average value of the metal organic
coupling to be larger due to the geometric considerations mentioned above. As distance
dependent offset I take one standard deviation of the organic organic transfer integrals
for a given distance (blue line in fig. 6.1.1 a).

Figure 6.1.2: a) and b): Ionization potential of α-NPD molecules between the boundary
conditions of two metallic leads, with an applied electric field of 0.01 V/nm (a) and 0.18 V/nm
(b). c) and d) show the resulting distant dependent injection barriers. At the low field the best
injection sites are close to the electrode where electrostatic screening is strongest. For the high
field injection far into the material will reduce the injection barrier significantly.
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For every molecule close to an electrode I then assign the metal organic transfer integrals
according to this distance dependent function Jinj(x).

Jinj(x) = ¯JA,B(x) +

√√√√ 1

Nx

rA,B<x+∆x∑
A,B:rA,B>x−∆x

( ¯JA,B(x)− JA,B)2 (6.1.1)

where x is the distance to the electrode, rA,B the center of mass distance of pairs of
α −NPD molecules (A,B), 2∆x the sampling interval for the distance dependence,JA,B
the transfer integral of the α−NPD pair (A,B), ¯JA,B(x) the average of transfer integrals
in the sampling interval around x and Nx the number of α−NPD pairs in the sampling
interval.
Additionally to this direct coupling, I consider second order transfer integrals to molecules
further into the morphology. Charge can then directly hop on states a few nm away from
the interface by transitions through virtual states of organic molecules at the interface
(compare chapter 5). The second order coupling to a molecule B is given by:

Jsxinj,B =
N∑
i=1

Jinj(x[Ai])JAi,B
∆EAiB

(6.1.2)

where Ai are molecules close to the electrode and molecule B and

∆EAiB = EA −
φ+ EB

2
+
λA
2

(6.1.3)

where φ is the workfunction of the electrode, EB and EA the ionization potentials of the
molecules, λA the reorganization energy of molecule A. The derivation of the denominator
is analogous to eq. 5.0.4, with the difference that the Marcus parabolas represent the total
energy of electrode + molecule B once when molecule B is charged and once when the
charge is in the electrode. The reaction coordinate only reflects conformational changes
of molecule B.
As the direct transfer integrals JAi,B are obtained as described in section 3.3.3, the relative
phase between the transfer matrix elements between two pairs of molecules is not known.
This means the interference between path through different molecules Ai in eq.6.1.2 is not
taken into account and constructive interference is taken as an upper limit of the transfer
integrals. The large spread of the transfer integrals of the organic-organic molecules JAi,B
(compare fig. 3.3.6), makes this a reasonable approach, as one coupling is likely to give
the major contribution to the sum.

Direct and direct + superexchange transfer integrals are shown in fig. 6.1.3 a). For
electrode α-NPD distances of less than 2 nm the direct coupling is giving the main
contribution to the transfer integrals, at larger distances the superexchange coupling
significantly increases the coupling to the electrode. The resulting effect on injection rates
strongly depends on the distance dependence of the injection barrier to the electrode i.e.
the applied electric field. Fig. 6.1.2 shows the energy levels of the modeled device for an
electric field of 0.01 v/nm and 0.18 V/nm. In the case of the weak field, the injection
barrier is increasing with increasing distance to the electrode, as the lowering of energy
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levels close to the electrode due to the image charge effect is stronger than the effect of
the applied field. For the strong field, the injection barrier is decreased by 0.6 eV at 4
nm distance, with some of the disordered states even showing a complete negation of the
injection barrier.

Field dependent injection rates taking superexchange into account and only by direct
injection are plotted in fig. 6.1.3 b-d). At strong field the combination of reduced
injection barriers and appreciable transfer integrals strongly enhances injections rates.
At low field, the highest injection rates are in molecules close to the electrode as the
injection barriers are lowest.
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Figure 6.1.3: a) In blue, direct metal-organic transfer integrals dependent on the distance of
the molecule to the electrode. In green superexchange transfer integrals through virtual states
on molecules close to the electrode. The superexchange significantly increases injection range.
b) Sum of injection rates to molecules in the simulated sample in given distance intervals. Shown
are values for 8 different fields (blue 0.18 v/nm, 0.15 V/nm, 0.12 V/nm ), green (0.09 V/nm,
0.06 V/nm) and red (0.01 V/nm, 0.02 V/nm, 0.04 V/nm) with superexchange (dashed lines and
circles) and without superexchange(full lines). In the blue group superexchange rates are orders
of magnitude higher than rates without superexchange. In the green group the highest injection
rates are still at short distances both with and without superexchange, but the long range
superexchange contributions are not negligible to the total injection rate i.e. integration over all
distances. In the red group short range contribution dominate the total injection rate with and
without superexchange. These three groups are reflected in IV-measurements in presented in
fig.6.2.1.c) and d): Distribution of injection rates with (black) and without(red) superexchange
at a fields of 0.01 v/nm (c) and 0.18 V/nm (d). The increased injection rates in d) are due to
the lowering of the injection barriers shown in fig. 6.1.2.
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6.2 Current voltage characteristics of α-NPD

Resulting current voltage characteristics of kMC calculations and data from experimen-
tal measurements[74] are shown in fig. 6.2.1. The kMC calculations were done on a
37x37x37 nm3 α-NPD morphology generated as described in chapter 3.3.1. Electrodes
were attached at 0.5nm distance from the closest α-NPD center of mass, about 0.1 nm
closer than the shortest center of mass distance between pairs of α-NPD molecules in the
simulated morphology. The difference between α-NPD ionization potential and Au fermi
level is taken as 1.0 eV.
At low and intermediate fields, the calculated IV-characteristics show a very good agree-
ment with the experimental measurements. At the highest field the calculations including
superexchange are a factor 50 higher than experimental measurements, the calculations
without superexchange a factor 500 below experimental measurements. It seems appar-
ent, that an injection mechanism not allowing for injection far into the system can not
explain the high field behavior. The overestimation of the current at high field might be
due to the overestimation of superexchange transfer integrals caused by the neglect of
destructive interference in eq. 6.1.2. A simple approach to test this hypothesis would be
the repeat of the calculations assuming random phases.
An analysis of the percolation behavior at different fields is shown in 6.2.1 b)-f). At low
applied field strength the current flows through a smaller subset of molecules. While at
0.01 V/nm 99 % of the net current as defined in 4.2.3 pass through 6% of the system. At
the three highest fields the size of the current carrying system does not increase further
above 65%. This corresponds well with the distance dependence of the injection rates at
these fields shown in fig. 6.1.3, where the highest injection rates are far into the system.
Due to the lowered injection barriers the number of potential injection sites increases, as
injection is not only possible in tail states anymore.

In conclusion, I have shown that charge injection and transport in injection limited or-
ganic semi-conductor devices can be quantitatively modeled by kMC calculations. An
estimation of the metal organic coupling from the distribution of organic-organic transfer-
integrals yields current voltage characteristic in good agreement with experimental mea-
surements at low to intermediate fields. At high applied voltages currents are strongly
enhanced by allowing charge injection through virtual states on organic molecules close
to the electrodes. The interference of different injection path should be investigated in
future studies.
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Figure 6.2.1: a) current voltage characteristics of alpha-NPD sandwiched between two Au
electrodes. Experimental values [74] are shown as diamonds, values obtained by kMC simulations
including an upper estimate on superexchange coupling between electrode and alpha-NPD are
shown as blue crosses (small system) and red dots(big system) and including only direct coupling
as green squares. b) Fraction of the molecules contributing to the total current depending on
the field strength. The lower the fields the less molecules contribute to the conducting network.
At the three highest fields, the size of the used subsystem saturates, as the number of injection
sites rises strongly (compare injection rates fig. 6.1.3) . c) Projection of the current as defined
in eq. 4.2.3 at a field of 0.01 V/nm on the xy plane. Electrodes are right and left. The current
only flows through a small part of the system. f) Fraction of molecules which carry 99% of the
current depending on the applied field. The error bars reflect calculations on different instances
of randomly generated alpha-NPD systems. e) Current density at 0.09 V/nm in the configuration
which presented an statistical outlier in percolation behavior at this field. f) Current density at
0.18 V/nm: The current goes uniform through the system.



Chapter 7

Summary and outlook

Summary Organic semi-conductors are a class of materials used in a multitude of
applications such as organic photovoltaics (OPV), organic transistors or organic light
emitting diodes (OLEDS). The performance of organic electronic devices is largely
determined by their meso scale charge transport properties. One example for this is the
charge carrier balance in OLEDs, which determines where and at what rate excitons are
created and how they interact with each other and with free charge carriers. As device
aging and high voltage luminescence efficiency strongly depend on these interactions,
understanding and predicting charge transport, creation, annihilation and interaction is
very important to improve modern OLEDs.
To this purpose I introduced a transport model, which explicitly models the propagation
and interaction of charges and excitons in organic bulk materials or devices and permits
unprecedented insights into the underlying transport processes.
As the simulation of realistic devices and representative sampling of charge percolation
paths in bulk materials requires morphologies of organic materials orders of magnitude
larger than obtainable from atomistic, even less electronic, simulations, Chapter 3.3
introduced a method to construct mesoscale representations of amorphous organic semi-
conductors using an stochastic extrapolation scheme based on atomistic morphologies
and electronic structure calculations.
To overcome prohibitive run-times of the charge propagation simulations, I developed
highly efficient routines for the calculation of coulomb calculations and an algorithm
to accelerate the phase space sampling of kinetic Monte-Carlo protocols. An kinetic
Monte-Carlo algorithm requires an update of all transition rates after every iteration.
As all charge transfer rates are influenced by the time dependent Coulomb potential, a
computationally efficient method to calculate the Ewald sum over charges and image
charge copies was introduced in Chapter 3.3.2. In Chapter 3.4 an algorithm to accelerate
the sampling of the Markov-chain of system states was presented. A dynamic rate buffer
thereby tracks states which are likely to occur and saves coulomb potential and rates of
the states for tabulation. In systems with deep traps the protocol was demonstrated to
accelerate calculations the more, the higher the number of electrons in the system.

Using this model I reproduced experimental field and temperature dependence of the hole
mobility of a typical organic hole conductor in Chapter 4. An analysis of the transport
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path showed that in systems of low energy disorder current filaments go through links
with large transfer integrals. With increasing energy disorder the transfer integrals in
the current filaments decrease while the current seeks to minimize energy disorder in the
filament. At low energy disorder transport is determined by transfer integrals, at high
disorder by the energy differences between the states on the molecules.

In Chapter 4.3 I tested the generalized effective medium model [35] of charge transport
in disordered media against mobilities from kMC calculations. The calculations showed,
that the generalized effective medium model predicts the correct order of mobility
magnitude for all tested energy disorder strength of the amorphous semiconductor.

I extended currently existing transport models by formulating a hopping rate expression
for hops through virtual states on intermediate molecules and developed an efficient cal-
culation scheme for these 2nd order transition rates in mesoscale systems. I then showed
that these second order processes increase hole mobilities by an order of magnitude in
OLED host-guest systems. Many OLEDs use host-guest systems of transport and dye
molecules as emissive layers. Emitter concentration in these system is often between
5%-15%. The light emitting dyes act as charge and exciton traps. Due to the low
emitter concentration it is unclear how charge transport in a host-guest system works.
In Chapter 5 I calculated bulk hole transport in a quintessential red and green emissive
layer and showed that transfer integrals between dyes bridged by virtual states on host
molecules lead to an increase of mobility by up to an order of magnitude for the green
emitter. The impact of the second order coupling thereby strongly depends on the trap
depth on the dye, where a dominant contribution of the second order over the first order
transfer integral can be expected for trap depth > 0.4 eV. I further showed that lattice
models which are commonly used in organic semiconductor transport simulations, do not
reflect the character of hole transport through the network of dyes correctly.
In Chapter 6 I model transport through the hole-conducting material α-NPD attached to
2 gold leads. An estimation of metal organic transfer integrals from the organic-organic
transfer integrals and a thumb rule injection rate expression 3.2.2 results in a good
agreement of the IV-characteristics with experimental measurements. At high fields
charge injection rates were seen to be vastly increased by transfer integrals between metal
and α-NPD molecules 3-4 nm into the device which where bridged by virtual states on
α-NPD molecules close to the metal organic interface.

Applications of the transport model outside this thesis The transport model
and the algorithms introduced in this thesis are used in the EU Horizon 2020 project
EXTMOS to calculate full OLED devices.
The developed software is furthermore used by industrial partners to calculate charge
transport properties of organic-materials.
In cooperation with TU Eindhoven, the generation scheme for meso-scale representations
of amorphous semiconductors presented in this thesis was used in transport studies based
on Master-equation approaches [38, 39, 40].



93

Outlook In many modern OLEDs, injection barriers for electrons and holes are reduced
by introducing charge injection layers. These injection layers consist of transport mate-
rials doped with charge donating molecules. Close to the electrodes, donated charges
are extracted from the system leading to a charge depletion zone which lowers injection
barriers on molecules behind the depletion zone significantly. In future work I will simu-
late charge doping and investigate the effect of doping on injection efficiency in the kMC
hopping model.
An extension of the transport model which incorporates multiple states of charged
molecules will be implemented to investigate the role of ”hot” charges for electron-hole
separation in organic photovoltaic devices.
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