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Abstract

The aim of object tracking is continuous localization of objects (cars, people, air-
planes, ships, etc.) in an environment by processing data of sensors such as sonars,
radars, lidars, or video cameras. In general, this task is divided into four sub-
tasks: object detection, measurements generation, data association, and dynamic
state estimation (filtering). Object detection processes raw data and generates
hypotheses (detections) using pattern recognition methods, such as thresholding,
foreground-background segmentation, clustering, motion detection, etc. The sec-
ond subtask includes the extraction of characteristic features (measurements), like
size and position, from the detections. Data association is responsible for the cor-
rect interpretation of the collected observations, i.e., for the creation of an internal
representation of tracked objects (tracks), assignment of the new sensor observa-
tions to the existing tracks and deletion of obsolete tracks. The state estimation
task deals with evaluation of the current dynamic state (e.g., kinematics) of the
tracked objects from a sequence of associated (noisy) measurements.

Most classical object tracking algorithms start with the assumptions that there
is a one-to-one correspondence between detections and tracks, i.e., that a detec-
tion fully describes a tracked object, and that a measurement can be modeled us-
ing a sensor model with an additive Gaussian noise component. Often, however,
these assumptions are violated. This is particularly true in the case of applications
aimed at tracking extended objects that obtain object detections based solely on
a foreground-background segmentation or on clustering individual measurement
points in 3D space without being able to use any prior knowledge about object ap-
pearance. Sensory or algorithmic restrictions, limited field of view of the sensors,
as well as occlusion situations may lead to partial, split (fragmented) or missed de-
tections. Multiple objects may be detected as a single segment. Clutter may lead
to bloated (i.e., falsely augmented) or phantom detections. In combination with
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Abstract

uncertainty about the existence and the number of tracks in the perceived scene,
as well as about their dynamics, this leads to ambiguities in data association and,
as a consequence, to severe tracking errors.

However, unlike radar or lidar, video sensors offer a great potential for re-iden-
tification of objects and their parts. In this work, re-identification and tracking
of image points (feature points) is utilized for realization of a novel feature-based
probabilistic data association and object tracking concept which solves the afore-
mentioned problems in a globally optimal way. This is done by explicitly model-
ing object existence, occlusions, detectability, noise and clutter, which are repre-
sented by means of probability distributions, and by considering different obtain-
able joint data association events. Introduction of a probabilistic point-to-track
assignment scheme and a grid-based object representation allows for a feature-
based reconstruction of object measurements and for a correct data association
and track state update even in case of corrupted detections – leading to a signifi-
cant improvement of the tracking performance.

This work adds the following contributions to the state-of-the-art:

• Introduction of a probabilistic point-to-track assignment scheme

• Distinction between a detection and a measurement in the
context of object tracking

• Feature-based data association using detections instead of measurements

• Feature-based reconstruction of object dynamics in case of corrupted
detections

• Grid-based object extent representation for refined occlusion modeling

• Grid-based object extent reconstruction in case of occlusions

• Consideration of different object constellations and the corresponding
association events with explicit modeling and probabilistic incorporation
of object existence, observability, and detectability

• Realization of a Track-Before-Detect track management
on a solid probabilistic footing
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The effectiveness of the proposed approach is demonstrated on a prototypical im-
plementation in the context of a stereo-video based automotive side pre-crash ap-
plication. Besides, parts of this approach have been successfully used in such fields
as Wide Area Motion Imagery analysis and maritime surveillance applications.
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Kurzfassung

Das Ziel der Objektverfolgung ist eine durchgängige Lokalisierung von Objekten
(Personen, Fahrzeugen, Flugzeugen, Schiffen etc.) durch Verarbeitung der Beob-
achtungen von Sensoren wie z.B. Radar, Lidar, Ultraschall oder Videokameras.
Diese Aufgabe kann in vier Unteraufgaben unterteilt werden: Objektdetektion,
Generierung von Messungen, Datenassoziation und dynamische Zustandsschät-
zung (Filterung). Die Objektdetektion beschäftigt sich mit der Verarbeitung von
Rohdaten und Generierung von Objekthypothesen (Detektionen) mit Hilfe von
Mustererkennungsmethoden wie z.B. Schwellwert-Bildung, Vordergrund-Hinter-
grund-Segmentierung, Ballungsanalyse, Bewegungsdetektion etc. Innerhalb der
zweiten Teilaufgabe werden aus den erhaltenen Detektionen charakteristische
Merkmale (Messungen) wie Objektgröße und Position extrahiert. Die Datenas-
soziation ist für eine korrekte Interpretation der erhaltenen Messungen verant-
wortlich, d.h. für die Erstellung einer rechnerinternen Repräsentation der Objekte
(Tracks), Zuordnung der Sensormessungen zu den existierenden Tracks und Lö-
schung überflüssiger Tracks. Die Aufgabe der Zustandsschätzung besteht in der
Schätzung des aktuellen dynamischen Zustandes der Tracks (z.B. Positionen und
Geschwindigkeiten) ausgehend von einer Reihe von zugeordneten (verrauschten)
Messungen.

Die meisten klassischen Objektverfolgungsansätze gehen von der Annahme aus,
dass eine Detektion jeweils einem Objekt entspricht und dass die entsprechende
Messung mittels eines Sensormessmodells mit additivem Rauschanteil modelliert
werden kann. Diese Annahme ist jedoch oftmals verletzt. Insbesondere ist dies
der Fall bei Anwendungen zur Verfolgung von ausgedehnten Objekten, die ih-
re Detektionen durch eine Vordergrund-Hintergrund-Segmentierung oder durch
Ballungsanalyse einzelner Messpunkte erhalten und sich auf diese stützen müs-
sen, ohne dabei Vorwissen über das Objektaussehen verwenden zu können. In
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solchen Anwendungen kann es vorkommen, dass aufgrund sensorischer und al-
gorithmischer Einschränkungen sowie aufgrund von Verdeckungseffekten Objek-
te unvollständig, aufgeteilt in mehrere Segmente oder überhaupt nicht detektiert
werden. Außerdem können mehrere Objekte als ein einziges Segment detektiert
werden. Stördaten können zu fälschlich aufgeweiteten oder gänzlich stördaten-
basierten Detektionen (Phantome) führen. In Kombination mit der Unsicherheit
über die Existenz und die Anzahl der Objekte in der Szene sowie deren Sichtbar-
keit führt dies zu Mehrdeutigkeiten bei der Datenassoziation, die oft grobe Fehler
bei der Objektverfolgung bewirken.

Im Gegensatz zu Radar oder Lidar bieten Videosensoren ein großes Potential für
die Wiedererkennung von Objekten und deren Teilen. In dieser Arbeit wird die
Wiedererkennung und Verfolgung von einzelnen Bildmerkmalspunkten ausge-
nutzt, um ein neuartiges Konzept zur Datenassoziation und Objektverfolgung zu
realisieren, das für eine Stereo-Videokamera die obengenannten Probleme mit-
tels einer probabilistischen Entscheidung auf eine global optimale Weise auflö-
sen kann. Hierfür werden verschiedene Objektkonstellationen betrachtet und die
damit erzielbaren Datenassoziationsereignisse (Joint Events) gebildet, wobei Ob-
jektexistenz, Verdeckungen, Detektierbarkeit und Stördateneinflüsse modelliert
und durchWahrscheinlichkeitsverteilungen repräsentiert werden. Durch die Ein-
führung eines probabilistischen Punkt-zu-Track Zuordnungsschemas sowie einer
gitterbasierten Objektrepräsentation wird eine merkmalsbasierte Rekonstruktion
von Objektmessungen ermöglicht und dadurch auch im Fall von gestörten Detek-
tionen eine korrekte Datenassoziation und eine Aktualisierung der Tracks erlaubt,
was zu einer signifikanten Verbesserung der Objektverfolgungsleistung führt.

Im Einzelnen weist diese Arbeit folgende Neuerungen gegenüber dem Stand der
Technik auf:

• Einführung eines probabilistischen Punkt-zu-Track-Zuordnungsschemas
zur Herstellung einer Beziehung zwischen den einzelnen verfolgten
Merkmalspunkten und den verfolgten Objekten,

• Differenzierung zwischen Detektion und Messung im Kontext der
Objektverfolgung,
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• Merkmalsbasierte Datenassoziation, die Detektionen anstelle von
Messungen verwendet,

• Ermöglichung einer merkmalsbasierten Rekonstruktion der
Objektdynamik bei gestörten Detektionen,

• Einführung einer lokalen gitterbasierten Objektrepräsentation,
dadurch

– detaillierte Modellierung von Objektbeobachtbarkeit,
– Rekonstruktion der Objektausdehnung im Falle von

Verdeckungen,

• Betrachtung verschiedener Objektkonstellationen und der dabei
erzielbaren Assoziationsereignisse, wobei Objektexistenz,
Verdeckungen, Detektierbarkeit und Stördateneinflüsse modelliert
und durch Wahrscheinlichkeitsverteilungen berücksichtigt werden

• Realisierung einer Track-Before-Detect Trackverwaltung, die auf
einer soliden probabilistischen Basis beruht.

Die Effizienz des Verfahrens wird anhand einer prototypischen Implementierung
im Rahmen eines Stereo-Video-basierten Pre-Crash-Systems für Automobile de-
monstriert. Teile des vorgestellten Ansatzes wurden bereits erfolgreich in anderen
Anwendungsbereichen angewendet, wie z.B. bei Analyse von Wide Area Motion
Imagery Daten sowie in maritimen Überwachungsanwendungen.
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Notation

This chapter introduces the notation and symbols which are used in this thesis.

General notation

Scalars italic Roman and Greek lowercase letters 𝑥, 𝛼

Sets calligraphic Roman uppercase letters
bold Greek uppercase letters

𝒟,
𝚯

Vectors bold Roman lowercase letters 𝐱

Matrices bold Roman uppercase letters 𝐅

State spaces bold calligraphic Roman uppercase letters 𝓧

Random variables italic Roman uppercase letters 𝐸

Multi-dimensional
random variables

bold italic Roman uppercase letters 𝑬

In multidimensional sets of elements related to time series, the first index
denotes time.

Distributions

𝒩 Gaussian normal distribution

𝜒2𝑛 n-dimensional chi-square distribution
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Notation

Numbers and indexing

ℕ natural numbers

ℕ0 natural numbers including zero (non-negative integers)

𝑘, 𝑡 discrete points in time

𝑖, 𝑗, ℓ, 𝑞 indexing for objects, measurements and points

𝑚, 𝑛 number of detections/measurements, number of tracked objects

Geometry (coordinates, vehicle,
and camera modeling)

𝑥, 𝑦, 𝑧 world coordinates

𝑢, 𝑣 image coordinates

𝑏 stereo base line

𝑓 focal length

Δ𝑢 displacement in the image, disparity

𝐝 displacement vector

𝑑(⋅) distortion function

𝜅1, 𝜅2 radial distortion parameters

𝜌1, 𝜌2 tangential distortion parameters

𝑙, 𝑤, ℎ length, width, height

𝑟 radius

𝐴 area

𝑉 volume

𝑣 velocity

𝑎 acceleration
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𝛼 steering angle

𝜑 orientation angle

̇𝜑 yaw rate

𝐩 point in 2D and 3D space

𝐩𝑞 𝑞th point

𝐩𝑘,𝑞 𝑞th point at time k

𝐨C camera projection center

𝐜 principle point

�̌� point in homogeneous coordinates

𝐑 rotation matrix

𝐭 translation vector

𝐂 camera matrix (containing intrinsic camera parameters)

𝐄 extrinsic camera matrix

Object state modeling and probabilities

𝓧 state space

𝓩 measurement space

𝑿𝑘 object state at time 𝑘 (random variable)

𝒁𝑘 measurement at time 𝑘 (random variable)

𝔼[𝑿𝑘] expectation value

𝐱 object state vector

𝐱𝑘 object state at time 𝑘

�̂�−𝑘 predicted object state at time 𝑘 (a-priori estimation of 𝐱𝑘)

�̂�𝑘 updated object state at time 𝑘 (a-posteriori estimation of 𝐱𝑘)
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�̂�(𝑖)𝑘 a-posteriori estimation of 𝐱𝑘 after 𝑖th iteration

𝐱𝑘,𝑖 state of the 𝑖th track at at time 𝑘

𝒟 detection set

𝒟𝑘 set of detections at time 𝑘

𝒟1∶𝑘 set of detections that have been obtained from the
beginning of the observation and up to the time step 𝑘

𝑑𝑘,𝑗 𝑗th detection at time 𝑘

𝒵 measurement set

𝒵𝑘 set of measurements at time 𝑘

𝒵𝐱𝑘 set of measurements falling into the gate of the track 𝐱 at time 𝑘

𝒵1∶𝑘 set of measurements that have been obtained from the
beginning of the observation and up to the time step 𝑘

𝐳 measurement vector

𝑛𝐳 number of dimensions of the measurement vector

̂𝐳𝐱𝑘 predicted measurement for track 𝐱 at time 𝑘

𝐳𝑘,𝑗 𝑗th measurement at time 𝑘

̃𝐳 innovation (difference between predicted and obtained
measurement)

𝐏 covariance matrix

𝐏𝑿𝑘𝑿𝑘 state covariance matrix

𝐏𝒁𝑘𝒁𝑘 measurement covariance matrix

𝐏 ̃𝒁𝑘 ̃𝒁𝑘 state covariance matrix calculated under the assumption that
the innovation is performed with the correct measurement

�̃�𝑘 matrix incorporating the measurement association errors

𝐮𝑘 vector with control parameters

XVIII



Notation

𝑾𝑘 system noise (random variable)

𝑽𝑘 measurement noise (random variable)

𝐐𝑘 system noise covariance matrix

𝐑𝑘 measurement noise covariance matrix

𝑓(𝑿𝑘 ,𝐮𝑘 ,𝑾𝑘) system evolution function (system model)

ℎ(𝑿𝑘 ,𝑽𝑘) measurement model

𝐅 system matrix of the Kalman Filter

𝐆 control matrix of the Kalman Filter

𝐇 measurement matrix of the Kalman Filter

𝐊𝑘 Kalman gain at time 𝑘

𝑃𝑘|𝑘−1 a-priori probability

𝑃𝑘|𝑘 a-posteriori probability

𝑝(𝐱𝑘) probability density function (pdf)

𝑃(𝐱𝑘) probability mass function (pmf)

𝑃(𝐱𝑘+1|𝐱𝑘 , …) transition probability

𝑝(𝐱𝑘+1|𝐱𝑘 , …) transition density

𝑃(𝐳|𝐱) emission probability

𝑝(𝐳|𝐱) emission density

𝑓𝒵𝐱𝑘 probability density function of predicted
measurement position of the track 𝐱 at time 𝑘

𝑐 cell

𝑐𝐱𝑖𝑟 𝑟th cell of the 𝑖th object

𝑐𝐱𝑖𝑘,𝑟 𝑟th cell of the 𝑖th object at time 𝑘
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Notation

Object existence and observability,
data association

∃ existent

∄ not existent

⊃ observable

⊅ not observable (occluded)

∅ no detection due to sensor failure

b⃝ birth source

c⃝ clutter source

𝐱0 unknown object: aggregation of the clutter source c⃝
and birth source b⃝

𝑑0 missed detection: aggregation of ∅ and ⊅

𝐳0 missing measurement due to missed detections

𝑉𝐱
𝑘 validation gate: volume around predicted measurement

of the track 𝐱 at time 𝑘

Γ𝐱𝑘 gating region of the track 𝐱 at time 𝑘

𝛾 gating threshold

𝑃𝐺 gating probability

𝑃𝐷 detection probability

𝜇 probability mass function for the number of
clutter-based measurements

𝜆 mean clutter density

𝑖 ≺ {𝑗} split detection event for the track 𝐱𝑖 leading to
multiple detections

{𝑖} ≻ 𝑗 merged detection for the set of tracks {𝐱𝑖}
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Notation

𝜃𝐱𝑖↦𝑑𝑗 association between 𝑖th track and 𝑗th detection

𝜃𝐱𝑖↦𝐳𝑗 association between 𝑖th track and 𝑗th measurement

𝛽 association weight

𝛽𝐱𝑖↦𝐳𝑗 association weight between 𝑖th track and 𝑗th measurement

𝑡𝑗 index of the track associated to the 𝑗th detection

𝒯 ordered set of possibly repeating track numbers including 0

Θ joint association event

𝚯 set of feasible joint association events

𝚯𝐱𝑖↦∃
𝑘 set of joint association events Θ that assume existence

of the track 𝐱𝑖 at time 𝑘

𝚯𝐱𝑖↦𝑑𝑗
𝑘 set of joint association events Θ that assume that

at time 𝑘 the 𝑗th detection is evoked by the 𝑖th track

Ω binary validation matrix with elements [𝜔𝑗𝑖]

𝜔𝑗𝑖 element of the binary validation matrix Ω

𝜗𝑖(Θ) binary indicator: indicates whether in the joint association
event Θ the 𝑖th track has been assigned a detection

𝜏𝑗(Θ) binary indicator: indicates whether in the joint association
event Θ the 𝑗th detection has been assigned to a track

𝜙(Θ) number of clutter-based measurements in the joint event Θ

𝐸𝑘,𝑖(Θ) binary random variable defining existence of the track 𝐱𝑖
within the joint association event Θ at time 𝑘

𝐵𝑘,𝑗(Θ) binary random variable defining birth of a track from the
𝑗th detection within the joint association event Θ at time 𝑘

𝑂𝑘,𝑖(Θ) binary random variable defining missed detection for the
track 𝐱𝑖 within the joint event Θ at time 𝑘 due to an occlusion
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Notation

𝑆𝑘,𝑖↦{𝑗}(Θ) binary random variable defining split detection for the
track 𝐱𝑖 within the joint event Θ at time 𝑘

𝑀𝑘,{𝑖}↦𝑗(Θ) binary random variable defining merged detection for the
set {𝑖} of tracks 𝐱𝑖 within the joint event Θ at time 𝑘

𝑁𝑘,𝑖(Θ) binary random variable defining missed detection for the
track 𝐱𝑖 within the joint event Θ at time 𝑘 due to a sensor failure

𝐶𝑘,𝑗(Θ) random variable defining clutter-based origination of the
𝑗th detection within the joint event Θ at time 𝑘

𝑬(Θ) multi-dimensional random variable defining existence of tracks
within the joint event Θ

𝑩(Θ) multi-dimensional random variable defining birth of tracks
within the joint event Θ

𝑶(Θ) multi-dimensional random variable defining occlusion of tracks
within the joint event Θ

𝑺(Θ) multi-dimensional random variable defining split detections
within the joint event Θ

𝑴(Θ) multi-dimensional random variable defining merged detections
within the joint event Θ

𝑵(Θ) multi-dimensional random variable defining non-detection
of tracks within the joint event Θ

𝑪(Θ) multi-dimensional random variable defining clutter-based
origination of tracks within the joint event Θ

𝑀A appearance mask

𝑀P appearance probability mask

𝑀T transparency probability mask

𝑀⊃ observability probability mask

𝑀⊅ occlusion probability mask
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1 Introduction

The increased need for mobility over the last several decades has led to a grow-
ing traffic density. The rising number of fatalities and injuries due to preventable
causes related to human error and driver fatigue has become a major public health
concern. Efforts of auto-manufacturers and policy makers have led to the devel-
opment of manyAdvanced Driver Assistance Systems (ADAS) that improve the
safety of passengers and reduce human error by assisting drivers and, ultimately,
replacing them both in regular driving situations as well as in critical situations.
Examples of such systems are anti-lock braking systems, lane departure warn-
ing and lane keeping systems, adaptive cruise control systems, and emergency
braking assistants. With recent technological improvements the conversation has
shifted to autopilot applications and fully autonomous vehicles, completely im-
mune to human error as demonstrated in many projects, such as DARPA Urban
Challenge [Bue09] and the Google self-driving car [Gib29]. However, with the
elimination of human error, the implications of system error has become more
severe and thus the importance of the safety systems robustness will only grow.

A vital component of many driver assistance systems is environment perception.
All ADAS systems use sensors in order to detect a critical situation and to trigger
an appropriate reaction. The task of the environment perception system is to scan
the vehicle’s surroundings by means of sensors and to extract appropriate infor-
mation about the environment elements, traffic participants and their behavior
out of the acquired data (measurements). For example, depth data from a stereo
camera can be used to gain information about the course of the road as well as
position and size of other road users. An important task in the context of environ-
ment perception is the detection and tracking of objects. Here and in the following
the term “object tracking” does not only mean a classical highlighting of objects
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1 Introduction

in the consecutive images, i.e., a temporal concatenation of detections (as it is of-
ten done in surveillance tasks), but additionally an object state estimation in 3D
space which allows for a prediction of the object motion and thus e.g., for a colli-
sion prediction. In this case, object tracking consists of three main components:
extraction of the relevant object parameters out of the detections (measurement
generation), data association (object re-identification), and state estimation (filter-
ing) based on the associated measurements. A consistent internal representation
of the tracked objects (tracks) is maintained by means of track management, an
additional component that is responsible for the creation of new and deletion of
obsolete tracks.

Both sensor measurement process and object detection process, as well as the
following processing stages that have to derive a scene and situation description
out of the detections have underlying uncertainties. For example, in the case of
a stereo camera there is an uncertainty of the depth measurement due to sensor
noise and quantization effects which strongly increases with object range. But
also the object texture has a great impact on formation and quality of detections.
Ambiguity errors in case of periodical patterns lead to gross depth measurement
errors (outliers). Spatial concentration of such outliers (“clutter”) may under cer-
tain circumstances lead to detection of nonexistent objects (“false positives”) and
cause generation of phantom tracks. Concentration of outliers in the interspace
of two closely spaced objects may lead to merged detections.

The lack of texture also poses a great problem to stereo vision. In such a case most
algorithms are unable to find unambiguous correspondences between the pixels of
the left and right images, which makes a correct depth measurement impossible.
This leads to holes in the depth data and consecutively to incomplete, split or even
missing detections. A fatal accident with the autopilot equipped Tesla car in May
2016 has clearly demonstrated the danger of such effects [Bou19].

Another uncertainty in the context of detection formation is object observability.
Aside from the already mentioned problem of poor texturing, the mutual position
of the camera and objects in the scene may be the reason for incomplete, split,
and missed detections. In particular, this might happen when a foreground object
occludes background objects or when an object enters or leaves the field of view
of the camera.
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Most state-of-the-art object tracking algorithmsmake the assumption that there is
a one-to-one correspondence between detections and tracks, i.e., that a detection
fully describes a tracked object. In this case, object tracking may be performed by
filtering the centroids of associated detections. However, in general this assump-
tion is untenable due to the aforementioned effects. In many applications there
is no a-priori knowledge about the existence and number of objects in the field of
view of the sensors, as well as about their dimensions and dynamics. Therefore,
there is often no full evidence about the realness and integrity of the obtained
detections. Maintaining the centroid filtering strategy for object tracking in case
of corrupted detections often leads to severe corruption of the results.

A correct object state estimation is essential for properly fulfilling many vehicle
environment perception tasks. Thus, one needs a possibility to perform data as-
sociation and track updates even in case of incomplete and corrupt detections.
This thesis introduces a concept which offers such a possibility and allows for
a robust handling of the aforementioned effects. The concept is called Feature-
Based Probabilistic Data Association and Tracking Algorithm (FBPDATA) and is
a combination of the following subconcepts:

• World model with a mechanism for propagation of uncertainties
regarding object existence, dynamics, and observability.

• Detailed object extent representation for refined occlusion modeling
and propagation.

• Detection-by-tracking instead of tracking-by-detection paradigm.
Measurements are derived (“reconstructed”) from detections utilizing
low-level information gained by tracking dedicated feature points.

• Affiliation of the tracked feature points to a certain object is modeled
by means of affiliation probability which is updated each frame.

• Point-to-track affiliations are utilized for both data association
and state estimation procedures.

The proposed concept will be demonstrated by means of an implementation in the
context of a driver assistance system for side collision detection. It has been im-
plemented as a module in a stereo-video based object tracking framework which
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1 Introduction

had been developed by the author as a part of a novel integrated lateral pre-crash
safety system in the course of the EU funded project APROSYS [APR10].

The remainder of this chapter will give an overview of the context of this thesis. In
Section 1.1 we provide a tabular taxonomy of the lateral driver support systems.
and list several approaches to video-based object detection and tracking that have
been developed specifically for side-looking systems in the 90s and early 2000s –
prior to and during the execution of the APROSYS project. Section 1.2 provides a
short overview and background knowledge regarding the APROSYS project and
particularly subproject SP6 that has delivered the context for this research. Sec-
tion 1.3 declares the main goals of the video system design and introduces the
implemented system framework. Section 1.4 summarizes the challenges of object
tracking and defines the main focus of the thesis. Finally, Section 1.5 gives an
overview of the remainder of the thesis.

1.1 Lateral Advanced Driver Assistance Systems
and video-based object detection and
tracking for lateral ADAS

Depending on the car automation level, lateral driver support functions require
performing various perception tasks in different areas around the car. First sys-
tems aimed at supporting the driver in the lane keeping and lane changing tasks
(lane departure warning systems and blind spot warning systems). The next gen-
eration aimed at assisting the driver in parking and overtaking. Today the trend
goes towards fully-automated driving, making lateral perception and lateral con-
trol systems an inevitable part of the ADAS architecture. Table 1.1 gives an over-
view of the different categorization criteria for lateral driver support systems. The
categories of the video-based environment perception system developed by the
author within the APROSYS subproject SP6, which provide the context for this
thesis, are highlighted in bold.

While lane keeping tasks can be solved using front-looking sensors, other tasks
require side-looking sensors which deliver information about presence of objects
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1.1 Lateral Advanced Driver Assistance Systems

in the adjacent lanes (e.g., for blind spot monitoring), their range (e.g., for lateral
collision detection), extent (e.g., for parking lot measurement), and dynamics (lane
change assistance, pre-crash applications, autonomous driving).

Driver assistance type informing / warning / control intervention /
fully automatic control (autonomous driving)

Collision avoidance vs.
impact mitigation

active safety / passive safety / integrated safety

Application area highway / urban / off-road
Field of view side / side-front / side-back / blind spot
Perception task lane departure detection / lateral and rear area

monitoring (including blind spot hazard
detection) / lateral collision detection / parking
lot measuring

Problem to be solved detection / tracking / simultaneous localization
and mapping (SLAM) / classification / fusion /
situation + risk assessment

Sensors used mono camera / stereo camera / omnidirectional
camera / time of flight camera / radar / lidar /
laser scanner / sonar / multi-sensor

Table 1.1: Categorization of driver support systems. The categories of the video-based
environment perception system developed by the author within the APROSYS
subproject SP6, which provide the context for this thesis, are highlighted in
bold.

In the literature, a bunch of approaches were proposed for performing each of
these tasks utilizing information from different sensors, such as radar, lidar, laser
scanner, sonar, as well as omnidirectional and classical mono and stereo video
cameras [Tid07]. Many current state-of-the-art approaches include Car-To-Car
communication in order to better coordinate groups of vehicles and perform co-
operative maneuvers [Bat09, Fre11, Wat12]. In the following we focus on vision-
based sensors and the task of object detection and tracking for side-looking sys-
tems. An extended overview of related work and state-of-the-art regarding object
tracking is given later, in Section 3.2.
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The first cars with lateral perception were developed in the course of the PROM-
ETEUS project [Wil88]. While the VaMoRs-P vehicle [Dic94] had only front and
rear looking cameras and had to “keep inmind” overtaking and overtaken vehicles
after they had left the field of view of those cameras, the VITA2 vehicle [Ulm94]
used two arrays of three cameras on each vehicle side to monitor the neighboring
lanes. Optical flow in combination with inverse perspective mapping was used
for detection of hazardous objects in adjacent lanes [Bra94].

In 2002, Lakshmanan et al. presented an approach for side collision probability
estimation using optical flow and time-to-collision calculation [Lak02]. A method
for computing the so called Collision Threat Index (CTI), which could allow side
collision warning, was described there, although neither theoretical nor practical
consideration of system / method boundaries were made.

In 2003, detection of overtaking vehicles based on optical flow classification has
been proposed in [Día03, Día08] (ECOVISION project). A bio-inspired classifica-
tion of optical flow patterns has been used for discrimination of the static back-
ground and approaching overtaking vehicles.

In 2004, Achler and Trivedi proposed vehicle detection based on wheel detection
using 2D filterbanks [Ach04b, Ach04a]. This approach can identify vehicles driven
in parallel to the sensor-carrying vehicle.

In 2004 and 2005 Gandhi & Trivedi demonstrated a system for performing vehicle
surrounding analysis that was capable of detecting objects in adjacent lanes using
an omnidirectional camera which was mounted on the roof of the vehicle [Gan04,
Gan05]. In 2007, this approach was enhanced to using two omnidirectional cam-
eras [Gan07b].

In 2005, an approach for overtaking vehicle detection using dynamic and quasi-
static background modeling was presented in [Wan05]. The authors utilized ho-
mogeneous sparse optical flow and eigenspace modeling to model background as
consisting of dynamic and quasi-static regions. Dynamic background regions are
regions with rich texture allowing good optical flow estimation while quasi-static
regions are regions with lacking texture such as homogeneous road regions etc.
and can be modeled using block-based eigenspace approach. After subtraction
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1.2 Research context: A novel automotive integrated pre-crash safety system

of the dynamic and quasi-static background regions, hypotheses generation and
tracking can be performed to detect overtaking vehicles in the image.

The “LATERAL SAFE”, a subproject of the EU funded project PReVENT, which has
been carried out from 2004 to 2008, addressed problems of lateral/rear area related
accidents [Amd06, Amd08]. The main focus was laid on the blind spot areas and
applications that enhance driver’s perception and reduce the risk of unintended
road departures and maneuver-related collisions during lane changes and merges.

In 2006, utilization of the optical flow and the concept of Focus of Expansion (FOE)
have been proposed in [Met06] for detecting dangerous objects and computing
the time to collision (TTC) for perpendicularly approaching objects. In 2007, the
concept of FOE was utilized for the blind spot detection application in [Son07].

Utilization of the Structure-from-Motion (SfM) concept for side-looking cameras
in the context of the lateral safety systems has been tackled in [Woo07] and
[Ung11] in 2007 and 2011 respectively. A system based on optical flow has been
presented in [Mic11].

1.2 Research context: A novel automotive
integrated pre-crash safety system
developed within APROSYS SP6

The stereo-video based object tracking framework for side collision detection,
which provides the context for this thesis, has been developed by the author dur-
ing his work on the subproject 6 (SP6) of the EU funded project APROSYS. APRO-
SYS (which stands for “Advanced PROtection SYStems”) was a part of the 6th
framework program (FP6) of the European Commission. It aimed at improving
passive safety for European road users “in all relevant accident types and acci-
dent severities”. The subproject SP6 of APROSYS was titled “Intelligent Safety
Systems”. It was one of the first projects that addressed the issue of closing the
gap between active and passive safety systems. Active safety systems aim at
preventing accidents by issuing a warning to the driver, helping him or her better
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control the situation or even by performing autonomous maneuvers such as brak-
ing or steering when a critical situation emerges. Examples of active safety sys-
tems are anti-lock braking system (ABS), lane departure warning system (LDWS),
Emergency Brake Assist (EBA), etc. In contrast, passive safety measures target
at mitigation of accident severity with respect to passenger injuries and reduction
of fatalities. Typical passive safety systems are safety belts and airbags.

1.2.1 Goal of APROSYS SP6: Feasibility study of an
integrated safety system

Active safety systems operate prior to an accident whereas passive safety systems
are activated during the accident progression. The goal of SP6 was a feasibility
study of an integrated safety system, i.e., a system which would combine both
aforementioned concepts. In the course of the project it has been shown that
there was a great potential for such a system, especially in a side collision sce-
nario [Tan08b]. Figure 1.1 shows top view snapshots of Euro NCAP crash tests
in two typical side collision scenarios: pole impact and barrier impact. As one
can imagine, doors area is the least protected zone of a car. Due to the very thin
crumple zone at the vehicle side, energy absorption by classical passive safety el-
ements is often insufficient, which leads to severe injuries of the car passengers.
A remedy can be provided by additional proactive measures of passive safety that
are able to better protect passengers but need more activation time and action
space. This can be achieved, if one could detect an imminent collision in advance
using methods of active safety systems.

These thoughts led to the development of the novel integrated side pre-crash
safety system concept that has been designed and prototypically implemented
within the scope of APROSYS SP6. The developed system consists of two parts –
an environment perception part (sensing system) and an active part (actuators).
In case of an imminent collision the sensing system would trigger the actuators.
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1.2 Research context: A novel automotive integrated pre-crash safety system

(a) Top view snapshot of
a Euro NCAP pole
impact crash test.

(b) Top view snapshot of
a Euro NCAP crash
test with a mobile
deformable barrier
(MDB).

(c) Snapshot of the
vehicle interior during
the barrier impact.

Figure 1.1: Snapshots of Euro NCAP crash tests with a Chrysler Neon car in two typical
side collision scenarios: pole impact and barrier impact. Source: APROSYS
SP6 presentation video. Original crash test videos were provided by Cidaut.

1.2.2 Actuator concepts

The working principle of the actuators should aim to modify the car structure in
a way that would facilitate better energy absorption and reduction of intrusion
depth. Besides, the actuator functionality should be reversible for the case of false
alarms. For this purpose, several actuator concepts have been investigated. The
idea of the first one which is shown in Figure 1.2 (a) was based on firing additional
bolts between the doors and the car body. This would better connect the doors to
the car body and prevent the doors from gaping.

The second concept is aimed at reinforcement of the doors and energy dissipation
by means of an active “friction beam” devised as a link chain with adaptive stiff-
ness. Different layers of the chain are bolted together by means of piezoceramic
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actuators as shown in Figure 1.2 (b). The energy absorption is achieved through
friction instead of bending. Depending on the accident type the bending stiffness
of the “beam” can be dynamically controlled before and/or during the crash by
changing the friction coefficients of the connecting elements.

(a) (b)

Figure 1.2: Possible location of the door locking actuators (a) and possible placement of a
friction beam actuator (b). Source: [Sei05]

After performing crash simulations, both concepts had to be abandoned since it
turned out that reinforcing and locking the doors would not solve the main prob-
lem, namely caving in of the center pillar (B-pillar).

The third concept proposes a structural door-seat coupling and the creation of a
continuous connection from the outer door hull on the struck car side to the stiff
car body regions on the unstruck side. The actuator should close all existing gaps
between the outer sheet metal and the seat and redirect the loads to uncritical
regions on the unstruck side, namely to the region, where the rocker meets the
crash box and the floor. In normal driving conditions, the space between the seats
and the doors as well as inside the door boxes is needed for the comfort controls.
However, in case of an imminent accident, this space can be utilized for the pur-
poses of safety. Simulations have shown that the new load path would unload the
B-pillar from the first contact phase on and considerably reduce intrusion depth.
Hence, the last concept has been selected for the prototypical implementation.
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1.2 Research context: A novel automotive integrated pre-crash safety system

The working principle of the implemented actuator concept is depicted in Fig-
ure 1.3 and Figure 1.4. It consists of two active parts. The first one is a rotating
door beam which is located in the door. In Figure 1.3 it is depicted as an orange
block. It must stand upright during normal driving operation not to hinder the
traveling of the glass. When triggered, it rotates into a horizontal position, thus
filling the complete door box. The second part is a tube actuator. It is transversely
integrated into the seat, just below the passenger’s knees. In Figure 1.3 it is de-
picted in green.

Figure 1.3: Working principle of the actuator with a structural door-seat coupling. Source:
APROSYS SP6 presentation video.

In normal driving conditions, the space between the seat and the door must be
free to allow the normal comfort functions. When triggered, a bolt pops out to
meet the rotating door beam. As a result, all existing gaps between the outer sheet
metal and the seat are closed. In this way, the actuators fulfill their safety function
to occupy space which otherwise is needed for comfort applications.

Figure 1.4 (b) shows the prototypical implementation that has been evaluated in
simulations and in real crash tests. The new load path is drawn in red. A possible
implementation in future cars is illustrated in Figure 1.4 (a). As one may see in
Figure 1.5, implementation of this concept led to a significant reduction of the
intrusion depth in critical regions of the passenger cell, namely at the B-pillar and
in the passenger seat area.
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Other concepts for reducing the impact of side collisions on car passengers
(both reversible and irreversible) are conceivable. They include (seat) belt pre-
tensioning, inflating the air chambers in the seat’s side bolsters of the backrest
[Ric15] and side airbags (which have proven to reduce the collision force by 30%)
[Bob16].

(a) (b)

Figure 1.4: (a): Possible actuator implementation. (b): Implemented prototypical realiza-
tion for the driver side. The new load path is depicted in red. Source: APROSYS
SP6 presentation video.

(a) (b)

Figure 1.5: Effect of the actuator integration: simulated intrusion reduction at the B-pillar
(a) and in the passenger seat area (b) in a car with deployed actuator (red) com-
pared to a reference car without any modifications (blue). Source: [Tan08b].
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For the system developed within the APROSYS SP6, the actuator system has to
be triggered 200ms in advance in order to react in time [Tan06]. This means that
the sensing system should be able to provide an activation decision at least 200ms
before the impact.

1.2.3 Sensing system

The sensing system incorporates a stereo-video subsystem and a radar subsystem.
Radar sensors provide reliable information about the radial distance and velocity
of objects. However, their large angular uncertainty and the limited information
about the measured radar reflex points do not allow for a sufficiently reliable clas-
sification. In contrast, video sensors allow for object detection with high angular
resolution but with a rather high depth uncertainty. Hence, in order to increase
the overall accuracy and reduce the number of false alarms, the output of both
subsystems is combined within a fusion module. Resulting object hypotheses are
passed to the subsequent risk assessment module. This module evaluates possible
driving maneuvers of both ego-vehicle and potential bullet vehicles and estimates
the probability of a collision. In case of an unavoidable collision the risk assess-
ment module fires the actuators.

Figure 1.6 (a) shows placement of the video and radar sensors. Figure 1.6 (b) de-
picts the respective fields of view (FoV).

(a) (b)

Figure 1.6: (a) Placement of the sensors in the experimental vehicle. (b) Schematic illus-
tration of the fields of view of both sensor systems (radar: blue, video: red).
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Figure 1.7 shows the block diagram of the overall collision detection system. The
implementation of the radar subsystem (drawn in cyan), the data fusion module
(drawn in orange), and the risk assessment module (drawn in magenta) has been
carried out at Continental AG (formerly Siemens VDO Automotive AG). The de-
velopment of the video processing system (drawn in green) has been conducted by
the Fraunhofer Institute of Optronics, System Technologies and Image Exploita-
tion (Fraunhofer IOSB, formerly Fraunhofer IITB) in cooperation with Vision and
Fusion Lab (Lehrstuhl für Interaktive Echtzeitsysteme) at Karlsruhe Institute of
Technology (KIT). It was led by the author of this thesis.

Camera Camera Vehicle CAN

CAN ID Filter

Data Fusion

Risk assessment

Actuator

Radar Radar

Video Processing Radar Processing

Figure 1.7: Block diagram of the APROSYS SP6 collision detection system. The sensing
system consists of four blocks: video subsystem (drawn in green), radar sub-
system (drawn in cyan), data fusion module (drawn in orange) and risk assess-
ment module (drawn in magenta).

The following section gives a motivation for the chosen system concept of the
video processing system (the green part) and provides basic details about the im-
plemented stereo-video based object detection and tracking framework.

It is worth saying, that the research done within the APROSYS SP6 project has
lead to the development of a side pre-crash safety system which can be found
in today’s cars [Ric15, Dai16]. The contemporary system “PRE-SAFE® Impulse
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1.3 Video processing framework

side” available in recent Mercedes-Benz models is, however, based solely on radar
sensors. In case of an imminent side collision it undertakes measures to pull the
occupant away from the acute danger area. This is done by inflating air chambers
in the seat’s side bolsters of the backrest. The generated side impulse moves the
passenger’s head and upper body towards the center of the vehicle.

The growing demand for the 360° vehicle’s environment perception, which is
needed for highly automated and autonomous driving, in combination with the
significant cost reduction of video sensors might lead to reconsideration of using
side-looking video sensors in future cars.

1.3 Video processing framework

The goal of the video processing framework is environment perception in terms of
robust and reliable real-time detection and tracking of relevant objects (moving
vehicles but also stationary objects like trees and poles). To achieve this goal,
following subtasks had to be solved:

• detection of relevant signatures in the sensor data,

• extraction of object parameters,

• data association (re-identification),

• dynamic state estimation, and

• track management.

Generally, there exist several possibilities for performing object detection from
video images. In the case of a stationary camera (which is mostly the case in sur-
veillance applications) detections are often obtained by means of a simple change
detection between consecutive video images (2-frame differencing). Incorporat-
ing additional background and motion estimators increase robustness of such ap-
proaches. The task becomes much more complicated in case of a moving sensor
platform. In this case, additional constraints have to be considered in order to
separate foreground objects from the background. A good overview of various
image-based object detection methods used in the automotive context is given in
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1 Introduction

[Sun06, Siv13b]. Figure 1.8 visualizes different possible data processing paths that
can be taken for object detection when using video cameras.

Image sequence

Feature extraction

Features

Pattern recognition

Characteristic
patterns

Range estimation

Depth map

Object detection:
segmentation,
classification

Object hypotheses
in image / in space

Image sequence

Feature extraction

Features

Feature track-
ing (OF)

Optical flow field

Figure 1.8: Possible data processing paths for object detection from image sequences.

The left path aims at object detection by means of pattern recognition methods
[Kal98, Sun02, Ach04b, Siv09, Ryb10, Ohn15] or model-based vehicle detection
[Kol97]. The right pathmakes use of perceived object motion in the image [Mey94,
Krü95, Kol96, Lak02, Día03, Dem04, Wan05, Met06]. Multi-ocular arrangements
allow for a computation of the range data, which makes it possible to generate
object hypotheses directly in the 3D space [Zha98, Fra00, Kae02, Ned05, Cha05,
Tou06]. Fusion of range and motion information is also possible both at the low-
est level of image pixels and at the high level of object hypotheses [Dan02, Dan05,
Fra05a, Gri09, Gri10, Siv11]. Many approaches, especially those developed for
front-looking applications, use prior knowledge about the appearance of the ve-
hicles, their relative position and / or motion with respect to the ego vehicle and
tracked road markings (lanes) [Büc03, Siv13a]. Often they utilize such properties
as symmetry, shadows, expectedmotion direction and typical appearance features
of the vehicles that allow to greatly simplify detection algorithms [Zie92, Tou06,
Dic94, Bet96, Han00].
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1.3 Video processing framework

However, in contrast to many forward looking driver assistance systems appli-
cations, in case of side-looking cameras, the task of object detection is extremely
challenging since there is almost no exploitable a-priori information about the
visible environment and the relevant objects. No additional references, such as
tracked lanes and position of the road users relative to those lanes can be as-
sumed. As illustrated in Figure 1.9, no restrictions about visibility of the road and
objects, their range, appearance angle, orientation, velocity, and motion direction
can be made. The same is true for object appearance signatures, such as symme-
try, shadows, edge patterns, and texture. Since monochrome cameras have been
used, the color information was also not available. This is aggravated by the fact
that many different object classes with arbitrary position, orientation, and motion
relative to the ego-vehicle have to be taken into consideration.

Figure 1.9: Examples of input images of a side-looking camera.

All this, in conjunction with rapidly changing scene and extensive occlusions (in-
troduced by both restricted sensor field of view and foreground objects) make
model-based and appearance-based object detection approaches unsuitable for a
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real-time application in this context. Thus, for the realization of a robust and re-
liable video-based object detection and tracking, a generic approach had to be
developed [Gri07]. Only very few assumptions could be adopted. One of them
is the so called “flat world assumption” meaning that visible world view could be
described by means of a ground plane and all objects are situated on this plane.
The second assumption is the rigidity of objects of interest. These considerations
led to development of the stereo-video based object detection and tracking system
described below. A rough schematic diagram of the resulting data processing is
shown in Figure 1.10.

Stereo image video sequence Vehicle data

Correspondence search
L ↔ R

Correspondence search
𝑘 ↔ 𝑘 − 1

Ego-motion estimation

3D reconstruction Optical flow

Point tracking in 3D

Ground plane estimation, elimination of ground points

Clustering of point clouds, object detection

Object tracking:
Compensation of the ego-motion
Prediction of objects’ new states

Association between point clouds and existing tracks
Building of compatible measurements

Estimation of the new object parameters

Figure 1.10: Overall framework for visual object detection and tracking.

Finding corresponding pixels between two stereo images allows for estimation of
their range as it will be shown in Section 5.5. Known position and orientation
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1.3 Video processing framework

of the cameras with respect to the world coordinate system allow for the recon-
struction of the corresponding 3D coordinates. Tracking image points between
consecutive images of a video sequence (Optical Flow) provides the possibility to
determine their 3-dimensional velocity (this approach is known as “6D-Vision”
[Fra05a]). After estimation of the ground plane and elimination of the ground
points, remaining points may be clustered into point clouds as shown in Fig-
ures 1.11 and 1.12. Those point clouds give detections for the subsequent object
tracking.

Segmentation (Clustering) 
d1 

d2 

Points Detections 

d3 

Figure 1.11: Clustering principle

(a) Original camera image. (b) Clustered point clouds (top view). Red
and purple lines visualize the field of
view (FoV) of both cameras which are
mounted on the left side of the vehicle
under test (VUT, visualized by the
black rectangle).

Figure 1.12: Object detections obtained by clustering 3d points.

For acceleration of the point clustering, the assumption can be made that one of
the dimensions (height of the points above ground) is irrelevant for separation
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1 Introduction

of the point clouds of different objects. Massive object parts that are hanging
above ground, such as bridges, tree crowns, etc. are assumed to be taken out of
the consideration by preceding preprocessing steps, such as building of regions of
interest (ROIs) in the images, removal of too high points, etc. Hence, it is enough
to consider the projection of the points onto the ground plane. This reduces the
number of dimensions to be considered from three to two. If point velocity is used
as an additional clustering parameter, the number of dimensions becomes four.

The next steps comprise building and maintaining object hypotheses as well as es-
timation of object parameters, such as position, extent, motion direction, velocity,
etc. (object tracking). This requires estimation of the new state of tracked objects
taking into account the ego-motion between two video frames (dynamic state pre-
diction), extraction of object parameters out of obtained point clouds (measure-
ment generation), association of the obtained point clouds with existing tracks
(data association), and parameters update for all tracked objects (dynamic state
update).

The output of the resulting video processing for a collision scenario is shown in
Figure 1.13. 3-dimensional point clouds that have been obtained by means of
stereo processing are visualized by means of colored dots. Their depth is visu-
alized in the camera image by means of vertical lines to the estimated ground
(Figure 1.13 (a)). In the top view (Figure 1.13 (b)), the estimated relative object
velocity is visualized by a thick red line.
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1.4 Focus: Improvement of object tracking in case of corrupted detections

(a) Visualization of video processing results
in the original camera image.

(b) Visulaization of video processing
results in the top view.

Figure 1.13: Visualization of the video processing results in a side collision scenario.

1.4 Focus: Improvement of object tracking
in case of corrupted detections

As mentioned at the beginning of the chapter, the problem of uncertainties, es-
pecially of those related to corrupted detections poses a serious challenge to the
tracking process. After development of the above-mentioned stereo-video based
object detection and implementation of a classical object tracking scheme (which
is described in detail in the following chapters), the author had to realize that, al-
though working quite well in crash tests and “clean” scenarios, the tracking had
troubles coping with corrupted detections in case of noisy data and occlusions.
The well-known weaknesses of the stereo correspondence search algorithms in
areas with regular patterns and in homogeneous image areas lead to missing or
erroneous range estimation for some image pixels and regions. This resulted in
incomplete, falsely augmented, merged, clutter-based, and split detections. An-
other problem posed incomplete and split detections due to partial occlusions of
background objects by both objects in the foreground and by field of view bor-
ders of the sensors. Incorporation of measurements obtained from such detections
led to biased tracking results, track losses, or instantiation of phantom tracks.
This, in turn, could result in failure of the overall system due to missed or false
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1 Introduction

alarms. Thus, the main focus of this work was laid on the development of a ro-
bust video-based object tracking system which has the potential to cope with the
above-mentioned effects.

1.5 Outline of the thesis

The thesis is structured as follows: Chapter 2 introduces theoretical groundwork
of object tracking and provides a formal solution derivation for the state estima-
tion and data association problems. Chapter 3 provides a detailed problem state-
ment regarding corrupted detections and gives an overview of the related work
and alternative approaches. A novel solution concept for handling corrupted de-
tections is presented in Chapter 4. Chapter 5 gives details about the video-based
object detection and tracking framework which has been introduced in Section
1.3. It provides basic knowledge that is required for understanding each process-
ing step and discusses implementation details of the proposed concept. Chapter
6 deals with evaluation aspects, discusses the achieved results and possible im-
provements. Finally, a short summary and an outlook is given in Chapter 7.
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2 Basics of object tracking

This chapter introduces the basic concepts that will be used in the rest of the thesis.
Section 2.1 gives a short introduction to the Multi-Object-Tracking task and its
subtasks, Section 2.2 deals with the basics of dynamic state estimation problem,
and Section 2.3 provides probabilistic groundwork for solving the data association
problem. Subsections 2.2.1, 2.3.3, 2.3.4, and 2.3.6 are key to understanding the
formal derivation in Section 4.2.

2.1 Introduction to object tracking

The aim of object tracking is continuous localization of objects (cars, people, air-
planes, ships, etc.) in an environment by processing data of sensors such as sonars,
radars, lidars, or video cameras. In general, the problem of (automatic) object
tracking is divided into four subtasks:

• object detection,

• data association (re-identification),

• dynamic state estimation (filtering), and

• track management.

The first subtask comprises processing of the raw sensor data and building object
hypotheses in the sensor data by means of pattern recognition methods such as
thresholding, background-foreground segmentation, motion detection, etc. The
second subtask is responsible for the correct interpretation of the collected obser-
vations, i.e., assignment of sensor measurements to the tracked objects (tracks).
The third subtask deals with estimation of the dynamic state of the objects (e.g.,
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2 Basics of object tracking

kinematics) from a sequence of (noisy) measurements. Finally, the forth subtask is
responsible for a consistent internal representation of the tracked objects, which
includes instantiation of new and deletion of obsolete tracks. Usually, detections
and measurements are used as synonyms. However, in the following we have
to make a distinction between those two terms since it will be crucial for the
proposed concept. The term “detection” will be used to describe object represen-
tation in the raw sensor data obtained by means of a detection process, i.e., blobs
in the image or point clouds in a 3D space obtained by means of background-
foreground segmentation, motion analysis, etc. The term “measurement” will be
used to describe the vector of descriptive features such as position and size that
can be extracted from the obtained detections. Thus, we will define five instead
of four subtasks of object tracking, namely

• object detection,

• generation of measurements,

• data association (re-identification),

• dynamic state estimation (filtering), and

• track management.

An illustration of the resulting object tracking scheme is given in Figure 2.1.

The major focus of this thesis is on the second half of this data processing chain,
i.e., on measurement generation, data association and dynamic state estimation
(red rectangle). Object detections are considered to be given by a preceding ob-
ject detection algorithm and to be specified as conglomeration of points in the
image or in the 3D space (blobs in the image, 3D point clouds). In most tracking
applications, the measurement generation process is implemented by extracting
the desired measurement parameters directly from the bounding boxes of the ob-
tained detections. These are fed into the data association and dynamic state es-
timation algorithms. In this thesis we will question this strategy and propose an
alternative approach which will take into account the possibility of getting cor-
rupted detections.

24



2.1 Introduction to object tracking

Frame 𝑘Frame 𝑘 − 1 Frame 𝑘 + 1

environment, objects
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raw sensor data

object detection

detections

measurement generation
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data association, track maintenance

tracks, associated measurements

dynamic state estimation

current object representation

environment, objects

sensing

raw sensor data

object detection

detections

measurement generation
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current object representation

environment, objects

sensing

raw sensor data

object detection

detections
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tracks, associated measurements

dynamic state estimation

current object representation

Figure 2.1: Object tracking scheme.
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2 Basics of object tracking

2.2 Dynamic state estimation

Each measurement process contains sources of noise. Thus, obtained measure-
ments may differ from the expected values. The aim of a dynamic state estimator
is the determination of the real value of an unknown system state from the ob-
tained (noisy) measurements. This is done by the so-called filtering algorithms
that aim at minimization of the noise effects. There exists a variety of such meth-
ods. Most of the modern tracking systems use statistical filters that are based
on the Bayesian approach. They model the system state and the noise as ran-
dom variables and estimate their statistics using certain assumptions about their
nature.

Applications with real-time requirements often cannot consider the entire mea-
surement history for achieving the best estimation result. Thus, they proceed
recursively using only the last estimated system state and the current measure-
ments. The underlying assumption is that all previous measurements are incor-
porated in the estimated state and are not required to be processed again in each
time step.

A system state 𝐱𝑘 at discrete time point 𝑘 is modeled as a realization of a random
variable 𝑿 in the state space 𝓧. A state estimator represents the system state by
means of a probability density function (pdf) 𝑝(𝐱𝑘) in case of continuous state
space and by means of a probability mass function (pmf) 𝑃(𝐱𝑘) in case of a
discrete state space. The system state between two discrete points in time 𝑘 and
𝑘 + 1 is assumed to behave according to a known system evolution function 𝑓
(system model):

𝑿𝑘+1 = 𝑓(𝑿𝑘 , 𝐮𝑘 , 𝑾𝑘) , (2.1)

where 𝐮𝑘 represents the (known) system control parameters and 𝑾𝑘 represents
the stochastic component which cannot be modeled analytically (system noise).
The underlying assumption here is that the system is memoryless in the sense that
a system state 𝐱𝑘+1 at time step 𝑘+1 depends only on the current state 𝐱𝑘 , current
control parameters 𝐮𝑘 and noise 𝑾𝑘 and does not depend on the previous states
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2.2 Dynamic state estimation

𝐱1, …, 𝐱𝑘−1 (Markov property):

𝑃(𝐱𝑘+1|𝐱1, … , 𝐱𝑘 , 𝐮1, … , 𝐮𝑘) = 𝑃(𝐱𝑘+1|𝐱𝑘 , 𝐮𝑘) for the discrete case, (2.2)
𝑝(𝐱𝑘+1|𝐱1, … , 𝐱𝑘 , 𝐮1, … , 𝐮𝑘) = 𝑝(𝐱𝑘+1|𝐱𝑘 , 𝐮𝑘) for the continuous case. (2.3)

This allows to model system evolution as a Markov process and to use recursive
formula for state estimation using only the last estimated system state and the cur-
rent measurements. The probability 𝑃(𝐱𝑘+1|𝐱𝑘 , …) in case of discrete state space is
called transition probability and 𝑝(𝐱𝑘+1|𝐱𝑘 , …) in case of continuous state space
transition density.

The observations 𝐳𝑘 are modeled as a realization of a random variable 𝒁 in the
measurement space𝓩. The measurement process is modeled by means of amea-
surement model ℎ(𝑿𝑘 , 𝑽𝑘):

𝒁𝑘 = ℎ(𝑿𝑘 , 𝑽𝑘) , (2.4)

where 𝑽𝑘 represents the stochastic component of the measurement process (mea-
surement noise). The probability 𝑃(𝐳|𝐱) for getting an observation 𝐳 given a system
state 𝐱 is called emission probability. In the case of a continuous observation
space it becomes the emission density 𝑝(𝐳|𝐱).

If the system state can not be observed directly, one speaks of theHiddenMarkov
Model (HMM). The relation between system states and observations of a Hidden
Markov Model for the case of discrete states is shown in Figure 2.2.

The state estimation is done using the so-called Predictor-Corrector cycle, which
consist of two steps:

Prediction of the probability density functions of the new system state and
expected measurements based on the latest state estimate by using the
system model and the measurement model.

Correction of the estimated system state and adaptation of both models based
on the actually obtained measurements. It is also called Innovation, Up-
date, or Filtering.
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𝐱1

𝐱2

𝐱3
𝐱4

𝐱5

𝐳1 𝐳2

𝐳3
𝐳4

𝐳5

𝓧

𝓩

Figure 2.2: Relation between system states and observations in a Hidden Markov Model.
Here, the subscripts of the states 𝐱 and observations 𝐳 are used not for indi-
cating the time index 𝑘 but serve for enumeration of both sets. Possible state
transitions are represented by blue arrows, emission probabilities are indicated
as purple arrows. For the sake of simplification, the arrows are not labeledwith
the respective transition probabilities 𝑃(𝐱𝑘+1,𝑗 |𝐱𝑘,𝑖) and the emission probabil-
ities 𝑃(𝐳𝑘,𝑗 |𝐱𝑘,𝑖).

The basic principle of a recursive statistical filter is shown in Figure 2.3. The filter
works recursively in a predictor-corrector cycle starting with an initial system
state estimate �̂�1. Given a state estimation at time step 𝑘−1 the filter propagates it
in the time using the system model 𝑓(𝑿𝑘 , 𝐮𝑘 , 𝑾𝑘). In this way, an a-priori estimate
of the current system state �̂�−𝑘 is obtained. Then, the measurement model ℎ(𝑿𝑘 , 𝑽𝑘)
is used for estimating the expected measurement ̂𝐳𝑘 . After having obtained the
actual measurement 𝐳𝑘 , a correction step is performed, in which both the current
state and the uncertainties of the both models are updated based on the difference
(residuals) between the predicted and actually obtained measurements.
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Figure 2.3: Illustration of the dependencies between the observed system and the filtering
process of a statistical filter. The filter recursively estimates the unknown sys-
tem state 𝑿𝑘 from the measurement 𝒁𝑘 and estimated state �̂�𝑘−1 using the sys-
tem model 𝑿𝑘+1 = 𝑓(𝑿𝑘 , 𝐮𝑘 , 𝑾𝑘) and the measurement model 𝒁𝑘 = ℎ(𝑿𝑘 , 𝑽𝑘).

One of the simplest statistical dynamic state estimators is theKalman Filter (KF)
introduced by R. E. Kalman in 1960 [Kal60]. It assumes Gaussian distributions of
both the state and the noise variables and provides equations for propagation of
those distributions using linear system and measurement models. For the case of
𝑾𝑘 and 𝑽𝑘 being uncorrelated and having white Gaussian distribution with zero
mean, the Kalman Filter is an optimal estimator in the sense of the least square
errors and Bayesian filtering.

A Gaussian distribution can be represented by the two first moments (mean and
covariance matrix) and is easily propagated through a linear system resulting in
another Gaussian distribution. In case of non-linearities in at least one of the both
models, this is not the case anymore. For coping with this problem, two different
approaches have been proposed. The first one aims at approximation of the non-
linear function by using the Taylor series expansion around the mean of the Gaus-
sian distribution (Extended Kalman Filter (EKF), Iterative Extended Kalman
Filter (IEKF )). The second approach aims at approximation of the distribution
by means of a set of points that can be propagated through the non-linear func-
tions and serve for determination of the new distribution parameters (Unscented
Kalman Filter (UKF), Central Difference Kalman Filter (CDKF), etc.). A gen-
eralization of this approach leads to the family of the Sequential Monte Carlo
Methods (SMCM), also known as Particle Filters (PF).
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2 Basics of object tracking

An overview of different dynamic state estimators can be found in [Bar93, Bro98,
Sim06]. The following subsections present the basics of the linear Kalman Filter,
Extended Kalman Filter and Iterative Extended Kalman Filter since they will be
used in the following chapters.

2.2.1 Linear Kalman Filter

In the case of the linear Kalman Filter, a system model and a measurement model
are given as linear equations

𝑿𝑘 = 𝐅𝑿𝑘−1 + 𝐆𝐮𝑘 +𝑾𝑘 (state equation) (2.5)

and

𝒁𝑘 = 𝐇𝑿𝑘 + 𝑽𝑘 (measurement equation) (2.6)

with 𝐅, 𝐆 and𝐇 being the systemmatrix, the control matrix, and themeasurement
matrix, respectively, and

𝑿𝑘 ∼ 𝒩(�̂�𝑘 , 𝐏𝑿𝑘𝑿𝑘 ) (2.7)

with

𝐏𝑿𝑘𝑿𝑘 ∶= Cov(𝑿𝑘 , 𝑿𝑘) = 𝔼[(𝑿𝑘 − 𝔼[𝑿𝑘])(𝑿𝑘 − 𝔼[𝑿𝑘])𝑇]

= 𝔼[(𝑿𝑘 − �̂�𝑘)(𝑿𝑘 − �̂�𝑘)𝑇] . (2.8)

The noise components 𝑾 and 𝑽 are assumed to be uncorrelated with each other
and with the initial state 𝑿0 and to be distributed according to white Gaussian
distribution with zero mean and known covariance matrices 𝐐𝑘 and 𝐑𝑘 :

𝑾𝑘 ∼ 𝒩(𝟎, 𝐐𝑘) , (2.9)
𝑽𝑘 ∼ 𝒩(𝟎, 𝐑𝑘) , (2.10)
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with

𝐏𝑾𝑘𝑾𝑡
∶= Cov(𝑾𝑘 , 𝑾𝑡) = 𝔼[𝑾𝑘𝑾𝑇

𝑡 ] = {
𝐐𝑘 for 𝑡 = 𝑘
𝟎 for 𝑡 ≠ 𝑘 ,

(2.11)

𝐏𝑽𝑘𝑽𝑡 ∶= Cov(𝑽𝑘 , 𝑽𝑡) = 𝔼[𝑽𝑘𝑽𝑇
𝑡 ] = {

𝐑𝑘 for 𝑡 = 𝑘
𝟎 for 𝑡 ≠ 𝑘 ,

(2.12)

𝐏𝑾𝑘𝑽𝑡 ∶= Cov(𝑾𝑘 , 𝑽𝑡) = 𝔼[𝑾𝑘𝑽𝑇
𝑡 ] = 𝟎 for all 𝑡 and 𝑘 , (2.13)

𝐏𝑿0𝑾𝑡
∶= Cov(𝑿0, 𝑾𝑡) = 𝔼[𝑿0𝑾𝑇

𝑡 ] = 𝟎 for all 𝑡 , (2.14)
𝐏𝑿0𝑽𝑡 ∶= Cov(𝑿0, 𝑽𝑡) = 𝔼[𝑿0𝑽𝑇

𝑡 ] = 𝟎 for all 𝑡 . (2.15)

There is no possibility to influence the observed system in the considered appli-
cation. Hence, the control parameter vector 𝐮 will be omitted in the following.

Asmentioned above, the Kalman Filter gives estimates of the two first moments �̂�𝑘
and 𝐏𝑿𝑘𝑿𝑘 of the distribution of the true state 𝐱𝑘 . The a-priori estimates, which are
obtained during the prediction step and do not account for the current measure-
ment are denoted by �̂�−𝑘 (state prediction) and 𝐏𝑿−𝑘𝑿−𝑘 (state covariance prediction):

�̂�−𝑘 = 𝔼[𝑿𝑘|𝐳1∶𝑘−1] (2.16)
𝐏𝑿−𝑘𝑿−𝑘 = 𝔼[(𝑿𝑘 − �̂�−𝑘 )(𝑿𝑘 − �̂�−𝑘 )𝑇] . (2.17)

Hereby, 𝐳1∶𝑘−1 denotes the set of all observations obtained up to time step 𝑘 − 1.

The correction step incorporates the current measurement into the estimation and
obtains the a-posteriori estimates

�̂�𝑘 = 𝔼[𝑿𝑘|𝐳1∶𝑘] (2.18)
𝐏𝑿𝑘𝑿𝑘 = 𝔼[(𝑿𝑘 − �̂�𝑘)(𝑿𝑘 − �̂�𝑘)𝑇] . (2.19)

The Kalman Filter is initialized at time step 𝑘 = 1 with an initial state estimate �̂�1
and a covariance matrix 𝐏𝑿1𝑿1 . The recursive expression for the calculation of the
a-priori estimates �̂�−𝑘 and 𝐏𝑿−𝑘𝑿−𝑘 at time step 𝑘 from the a-posteriori estimates �̂�𝑘−1
and 𝐏𝑿𝑘−1𝑿𝑘−1 at the previous time step 𝑘 − 1 (prediction) is derived by using the
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state equation (2.5) in the expectation computation:

�̂�−𝑘 = 𝔼[𝑿𝑘|𝐳1∶𝑘−1]

= 𝔼[𝐅𝑿𝑘−1 +𝑾𝑘−1|𝐳1∶𝑘−1]

= 𝔼[𝐅𝑿𝑘−1|𝐳1∶𝑘−1] + 𝔼[𝑾𝑘−1|𝐳1∶𝑘−1]

= 𝐅𝔼[𝑿𝑘−1|𝐳1∶𝑘−1] + 𝟎

= 𝐅�̂�𝑘−1 (2.20)

and

𝐏𝑿−𝑘𝑿−𝑘 =𝔼[(𝑿𝑘 − �̂�−𝑘 )(𝑿𝑘 − �̂�−𝑘 )𝑇]

=𝔼[(𝐅𝑿𝑘−1 +𝑾𝑘−1 − 𝐅�̂�𝑘−1)(𝐅𝑿𝑘−1 +𝑾𝑘−1 − 𝐅�̂�𝑘−1)𝑇]

=𝔼[(𝐅(𝑿𝑘−1 − �̂�𝑘−1) + 𝑾𝑘−1)(𝐅(𝑿𝑘−1 − �̂�𝑘−1) + 𝑾𝑘−1)
𝑇]

=𝔼[𝐅(𝑿𝑘−1 − �̂�𝑘−1)(𝑿𝑘−1 − �̂�𝑘−1)𝑇𝐅𝑇]

+ 𝔼[𝐅(𝑿𝑘−1 − �̂�𝑘−1)𝑾𝑇
𝑘−1] + 𝔼[𝑾𝑘−1(𝑿𝑘−1 − �̂�𝑘−1)𝑇𝐅𝑇]

+ 𝔼[𝑾𝑘−1𝑾𝑇
𝑘−1]

=𝐅𝔼[(𝑿𝑘−1 − �̂�𝑘−1)(𝑿𝑘−1 − �̂�𝑘−1)𝑇]𝐅𝑇 + 𝟎 + 𝟎 + 𝐐𝑘

=𝐅𝐏𝑿𝑘−1𝑿𝑘−1𝐅
𝑇 + 𝐐𝑘 . (2.21)

In equation (2.21), 𝐐𝑘 represents the unpredictable noise component. The uncer-
tainty 𝐏𝑿−𝑘𝑿−𝑘 of the state grows in each time step by this expression. The counter-
action is achieved by integrating new information about the system state that is
contained in the newmeasurements. This is done in the correction step (update):

�̂�𝑘 = (𝐈 − 𝐊𝑘𝐇) ⋅ �̂�−𝑘 + 𝐊𝑘 ⋅ 𝐳𝑘
= �̂�−𝑘 + 𝐊𝑘 ⋅ (𝐳𝑘 − 𝐇�̂�−𝑘 )

= �̂�−𝑘 + 𝐊𝑘 ⋅ (𝐳𝑘 − ̂𝐳𝑘)

= �̂�−𝑘 + 𝐊𝑘 ⋅ ̃𝐳𝑘 , (2.22)

32



2.2 Dynamic state estimation

and

𝐏𝑿𝑘𝑿𝑘 = 𝔼[(𝑿𝑘 − �̂�𝑘)(𝑿𝑘 − �̂�𝑘)𝑇]

= 𝐏𝑿−𝑘𝑿−𝑘 + 𝐊𝑘𝐏 ̃𝒁𝑘 ̃𝒁𝑘𝐊
𝑇
𝑘

= 𝐏𝑿−𝑘𝑿−𝑘 + 𝐊𝑘𝐇𝐏𝑿−𝑘𝑿−𝑘 (2.23)

using innovation ̃𝐳𝑘 (also called residuum) – a difference between the actually
obtained measurement 𝐳𝑘 and the predicted measurement ̂𝐳𝑘

̃𝐳𝑘 ∶ = 𝐳𝑘 − ̂𝐳𝑘
= 𝐳𝑘 − 𝐇�̂�−𝑘 (2.24)

and Kalman gain 𝐊𝑘

𝐊𝑘 = 𝐏𝑿−𝑘𝑿−𝑘𝐇
𝑇𝐏−1̃𝒁𝑘 ̃𝒁𝑘

= 𝐏𝑿−𝑘𝑿−𝑘𝐇
𝑇(𝐇𝐏𝑿−𝑘𝑿−𝑘𝐇

𝑇 + 𝐑𝑘)−1 (2.25)

where the innovation covariance 𝐏 ̃𝒁𝑘 ̃𝒁𝑘 is derived as follows:

𝐏 ̃𝒁𝑘 ̃𝒁𝑘 =𝔼[�̃�𝑘�̃�
𝑇
𝑘 ]

=𝔼[((𝒁𝑘 − ̂𝐳𝑘) − 𝟎)((𝒁𝑘 − ̂𝐳𝑘) − 𝟎)𝑇]

=𝔼[(𝒁𝑘 − ̂𝐳𝑘)(𝒁𝑘 − ̂𝐳𝑘)𝑇]

(=𝐏𝒁𝑘𝒁𝑘 )

=𝔼[(𝐇𝑿𝑘 + 𝑽𝑘 − 𝐇�̂�𝑘)(𝐇𝑿𝑘 + 𝑽𝑘 − 𝐇�̂�𝑘)𝑇]

=𝔼[(𝐇(𝑿𝑘 − �̂�𝑘) + 𝑽𝑘)(𝐇(𝑿𝑘 − �̂�𝑘) + 𝑽𝑘)𝑇]

=𝔼[𝐇(𝑿𝑘 − �̂�𝑘)(𝑿𝑘 − �̂�𝑘)𝑇𝐇𝑇] + 𝔼[𝐇(𝑿𝑘 − �̂�𝑘)𝑽𝑇
𝑘 ]

+ 𝔼[𝑽𝑘(𝑿𝑘 − �̂�𝑘)𝑇𝐇𝑇] + 𝔼[𝑽𝑘𝑽𝑇
𝑘 ]

=𝐇𝔼[(𝑿𝑘 − �̂�𝑘)(𝑿𝑘 − �̂�𝑘)𝑇 ]𝐇𝑇 + 𝐇𝔼[(𝑿𝑘 − �̂�𝑘)𝑽𝑇
𝑘 ]

+ 𝔼[𝑽𝑘(𝑿𝑘 − �̂�𝑘)𝑇]𝐇𝑇 + 𝔼[𝑽𝑘𝑽𝑇
𝑘 ]

=𝐇𝐏𝑿𝑘𝑿𝑘𝐇
𝑇 + 𝐑𝑘 . (2.26)
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2.2.2 Extended Kalman Filter

In the case of non-linearities in the system and measurement models, the state
and measurement equation are given by

𝑿𝑘 = 𝑓(𝑿𝑘−1, 𝑾𝑘) , (2.27)
𝒁𝑘 = ℎ(𝑿𝑘 , 𝑽𝑘) . (2.28)

In most cases an additive noise model is assumed so that

𝑿𝑘 = 𝑓(𝑿𝑘−1) + 𝑾𝑘 (state equation) , (2.29)
𝒁𝑘 = ℎ(𝑿𝑘) + 𝑽𝑘 (measurement equation) . (2.30)

The Extended Kalman Filter approximates the non-linear functions 𝑓 and ℎ using
Taylor series expansion around the current mean estimate. Truncation of the
Taylor series to the first order leads to a linear expression, which can be used to
propagate the Gaussian distribution as in the linear case. The a-priori estimate for
the system state and expected measurement can be obtained directly using both
nonlinear functions. When propagating state covariance and computing Kalman
gain, Jacobians 𝐅𝑘−1, 𝐇𝑘 , 𝐖𝑘 , and 𝐕𝑘 are used:

Prediction:

�̂�−𝑘 = 𝑓(�̂�𝑘) (2.31)
𝐏𝑿−𝑘𝑿−𝑘 = 𝐅𝑘−1𝐏𝑿𝑘−1𝑿𝑘−1𝐅

𝑇
𝑘−1 + 𝐐𝑘 (2.32)

= 𝐅𝑘−1𝐏𝑿𝑘−1𝑿𝑘−1𝐅
𝑇
𝑘−1 +𝐖𝑘𝐐𝑘−1𝐖𝑇

𝑘 (2.33)

Correction:

�̂�𝑘 = �̂�−𝑘 + 𝐊𝑘 ⋅ (𝐳𝑘 − ℎ(�̂�−𝑘 ))

= �̂�−𝑘 + 𝐊𝑘 ⋅ ̃𝐳𝑘 (2.34)
𝐏𝑿𝑘𝑿𝑘 = (𝐈 − 𝐊𝑘𝐇𝑘)𝐏𝑿−𝑘𝑿−𝑘 (2.35)
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with innovation ̃𝐳𝑘 being

̃𝐳𝑘 = 𝐳𝑘 − ̂𝐳𝑘 = 𝐳𝑘 − ℎ(�̂�−𝑘 ) , (2.36)

Kalman gain 𝐊𝑘 being

𝐊𝑘 = 𝐏𝑿−𝑘𝑿−𝑘𝐇
𝑇
𝑘𝐏−1̃𝒁𝑘 ̃𝒁𝑘 , (2.37)

with innovation covariance

𝐏 ̃𝒁𝑘 ̃𝒁𝑘 = 𝐇𝑘𝐏𝑿−𝑘𝑿−𝑘𝐇
𝑇
𝑘 + 𝐑𝑘

= 𝐇𝑘𝐏𝑿−𝑘𝑿−𝑘𝐇
𝑇
𝑘 + 𝐕𝑘𝐑𝑘−1𝐕𝑇

𝑘 , (2.38)

The Jacobians 𝐅𝑘−1, 𝐇𝑘 , 𝐖𝑘 , and 𝐕𝑘 are computed as

𝐅𝑘−1 =
d𝑓
d𝐱

|||�̂�𝑘−1
, 𝐇𝑘 =

dℎ
d𝐱

|||�̂�−𝑘
, 𝐖𝑘 =

d𝑓
d𝐰

|||�̂�−𝑘
, and 𝐕𝑘 =

d𝑓
d𝐯

|||�̂�−𝑘
. (2.39)

2.2.3 Iterative Extended Kalman Filter

The Extended Kalman Filter linearizes the measurement function around the a-
priori state estimate �̂�−𝑘 , although a better state estimate is given after the inte-
gration of the current measurement. Linearization around the a-posteriori state
estimate �̂�𝑘 may improve the estimation. This is exploited in the iterative version
of the EKF, the Iterative Extended Kalman Filter (IEKF). IEKF iteratively repeats
the correction step with the recalculated linearization of the measurement model
until a termination constraint is fulfilled. For ensuring non-recurrent integration
of the measurement 𝐳𝑘 during the iterations, a correction term 𝐇(𝑖)

𝑘 (�̂�−𝑘 − �̂�(𝑖)𝑘 ) is
used in each iteration 𝑖:

�̂�(𝑖+1)𝑘 = �̂�−𝑘 + 𝐊(𝑖)
𝑘 (𝐳𝑘 − ℎ(�̂�(𝑖)𝑘 ) − 𝐇(𝑖)

𝑘 (�̂�−𝑘 − �̂�(𝑖)𝑘 )) (2.40)
𝐊(𝑖)
𝑘 = 𝐏𝑿−𝑘𝑿−𝑘 (𝐇

(𝑖)
𝑘 )𝑇(𝐏(𝑖)̃𝒁𝑘 ̃𝒁𝑘 )

−1 (2.41)
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with

𝐇(𝑖)
𝑘 = dℎ

d𝐱
|||�̂�(𝑖)𝑘

(2.42)

and start value �̂�(1)𝑘 = �̂�−𝑘 .

2.2.4 Interacting Multiple Models

The Interacting Multiple Model (IMM) filter allows to simultaneously use dif-
ferent system models. The overall resulting state estimation is obtained from
the weighted output of estimators with different underlying models, where the
weights depend on how well each model explains the observations. A good over-
view is provided in [Bla99].

For a car tracking application, several approaches can be imagined: One approach
is to combine different motion models (e.g., combination of a constant heading
model with a constant yaw rate model). This scenario is helpful for tracking heav-
ily maneuvering targets. In most real world scenarios of side-looking tracking
systems, the benefit of such utilization is rather questionable due to a short object
observation period.

Another approach is to combine the same underlying motion model with different
initialization parameters, e.g., different initial values for object speed and its ori-
entation. This allows for a faster convergence of the filter on a reasonably accurate
value.

2.2.5 Sequential Monte Carlo Filter

Sequential Monte Carlo filter (SMC) is another effective implementation of a
Bayesian filter that is becoming more and more popular in recent time [Aru02].
It is also known under other names, such as particle filter, sequential sampling-
importance resampling filter, bootstrap filter, condensation tracker, interacting
particle approximation, or survival of the fittest.
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The aim of SMCmethods is to estimate the current, but unknown probability den-
sity in state space in order to derive statements about the most probable system
state. A cloud of so-called particles are generated each consisting of a weight and
a point in state space. The cloud in total is supposed to represent the probability
density in the initial state (bootstrap). Each of the particles will be assigned one or
several solution paths using a stochastic model of system dynamics. Depending
on the difference of the solution path and the actual measurements, the particle
weights can be adjusted and a better estimation of the evolution of the probability
density in the state space is obtained sequentially. Thus, even the initial compo-
sition of the cloud can be adjusted to obtain better results (re-bootstrap). the time
propagation of the system is influenced by a stochastic process, this is a Monte-
Carlo simulation. The translation of a weighted particle cloud to a probability
density can be achieved by means of non-parametrized density estimation. The
advantages of SMC filters are that:

• They estimate the complete unknown a-posteriori probability density
and are applicable also for non-Gaussian densities.

• The distributions obtained can be multi-modal, i.e., they can have more
than one maximum.

• System and measurement dynamics are allowed to be non-linear.

• The simulation of the individual particles can be easily adapted for
parallel computation.

However, SMC filters require much more computational power than Kalman fil-
ters, which dominates over the advantages in time-critical systems. Thus, in the
following a Kalman filter based approaches are considered for object state esti-
mation.

2.3 Data association

In order to correctly perform the update step, statistical state estimators such as
the Kalman Filter assume a correct assignment of measurements (detections) to
tracks. A correct assignment means that in each time step each track is associated
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2 Basics of object tracking

with a single measurement that has been originated from the corresponding ob-
ject. The problem of assigning measurements to the existing tracks is called the
data association problem. Data association is not always a trivial process. Given
multiple active tracks and multiple detections, there are often several assignment
possibilities being more or less probable. Figure 2.4 illustrates the data association
ambiguity in case of three objects and four detections.

?

?
? ?

?

?

Figure 2.4: Illustration of a possible data association ambiguity in case of three tracks and
four detections. The three expected detections are visualized by blue circles,
the actually obtained – by red triangles.

Additional uncertainties are introduced due to the fact that a detection may not
only be evoked by a real object but may also emerge due to concentration of noise
in the data (clutter), or may be missing due to weaknesses of the sensors or of
the subsequent data processing algorithms. And finally, in some systems an ob-
ject may evoke multiple detections and several objects may give a joint detection.
This makes unambiguous assignments difficult or even impossible. This is even
worse in the case of extended objects since object observability represents another
source of uncertainty. Partial and full occlusions result in incomplete and missing
detections and make data association even more challenging.

There exists a number of algorithms for solving the data association problem
in multi-object tracking applications that can be described as single scan algo-
rithms (also referred to as Single Hypotheses Tracking (SHT)) and multiscan
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algorithms (also referred to asMulti-Hypotheses Tracking (MHT)). While sin-
gle scan algorithms consider only data of the current frame (scan), multiscan algo-
rithms simultaneously evaluate multiple hypotheses maintaining them through-
out several frames in anticipation that the new data will allow to resolve emerging
conflicts [Rei79, Cox96]. In practice, single scan algorithms are often preferred
due to their simplicity and low computational cost. In the following, algorithms
assuming that the number of tracks is known and a detection corresponds to a
single track and vice versa will be presented.

2.3.1 Nearest Neighbor algorithms

One of the simplest data association algorithms is the Nearest Neighbor algo-
rithm (NN). It is a typical single scan algorithm since it considers only mea-
surements belonging to the current data frame (scan). The NN algorithm con-
siders only one data association hypothesis, assigning the closest detection for
each track. As illustrated in Figure 2.5 (a), in multi-object tracking scenarios, the
NN algorithm is not optimal since it might assign a single detection to multiple
tracks despite the presence of other detections. There exists an iterative version
of the NN algorithm which prohibits multiple selections. It sequentially chooses
track-detection pairs with the closest distance and excludes them from further
consideration. This algorithm is suboptimal too, since it minimizes the track-to-
detection distances sequentially and thus may miss the global minimum as shown
in Figure 2.5 (b). This problem can be solved by the Global Nearest Neighbor al-
gorithm (GNN) which searches for the globally optimal solution with respect to
track-to-detection distances (Figure 2.5 (c)).

Nearest Neighbor algorithms make a hard decision by minimizing distances be-
tween the predicted and actually obtained measurements. This decision might be
optimal with respect to the distances in the current frame, however it may be sub-
optimal with respect to the whole measurement sequence. Especially in applica-
tions where missed detections or obtaining clutter-based detections are possible, a
hard decision made by the Global Nearest Neighbor algorithm in one frame may
lead to severe tracking errors in consecutive frames. This problem was studied
thoroughly in the radar tracking literature and led to development of statistical
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methods based on the idea of the Probabilistic Data Association (PDA) [Bar75,
Bar78]. The next 5 sections discuss the main ideas and give detailed derivations
of PDA algorithm and its derivatives IPDA, JPDA, and JIPDA, since they build the
basis for the data association and tracking methods proposed in this thesis.

(a) Association produced
by the simple Nearest
Neighbor algorithm

(b) Association produced
by the iterative
Nearest Neighbor
algorithm

(c) Association produced
by the Global Nearest
Neighbor algorithm

Figure 2.5: Illustration of Nearest Neighbor data association.

2.3.2 Main idea of PDA-based methods

The main idea of the Probabilistic Data Association algorithm and its derivatives
is the minimization of tracking errors introduced through wrong data association
in a single frame. This is achieved by using all feasible detections to update a
track, by weighting the innovations of different association hypotheses according
to their probabilities. Similarly to NN and GNN, PDA-based methods consider
at each point in time only currently incoming measurements, i.e., they are single
scan algorithms. However, when updating a track, instead of choosing a single
measurement with highest association probability, they evaluate multiple associ-
ation hypotheses and use all neighboring measurements weighting them accord-
ing to the probabilities of the corresponding hypotheses (All-Neighbors Data
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Association). Due to this approximation, called soft decision approach, PDA-
based methods suffer less from data association errors and are thus better suited
for applications which suffer from clutter-based detections. Although PDA-based
methods work with multiple association hypotheses, they are also referred to as
single hypotheses tracking algorithms since the hypotheses are combined to a
single hypothesis prior to innovation.

2.3.3 Probabilistic Data Association (PDA)

PDA considers each track separately. Let the considered track state be denoted by
𝐱 with 𝑿𝑘 ∼ 𝒩(�̂�𝑘 , 𝐏𝑿𝑘𝑿𝑘 ) as in (2.7). Under the Gaussian distribution assumption,
the a-priori probability density of the predicted measurement position is given by

𝑓𝒵𝐱𝑘 ∶= 𝑓(𝐳𝐱𝑘|𝒵𝐱1∶(𝑘−1)) = 𝒩(𝐳; ̂𝐳𝐱𝑘 , 𝐏𝐱𝒁𝑘𝒁𝑘 ) , (2.43)

with

̂𝐳𝐱𝑘 = 𝐇�̂�−𝑘 and 𝐏𝐱𝒁𝑘𝒁𝑘 = 𝐇𝐏𝑿−𝑘𝑿−𝑘𝐇
𝑇 + 𝐑 . (2.44)

Similarly to the definition used for the Kalman filter (cf. page 31), 𝒵𝐱1∶(𝑘−1) denotes
all measurements that have been obtained from the beginning of the observation
and up to the time step 𝑘 − 1, and have been associated with the track 𝐱.

2.3.3.1 Measurement validation (gating)

An assignment between a tracked object and a measurement is not always feasi-
ble. Too far lying and thus too improbable measurements can be excluded from
the consideration right away. This is done by means of the so called gating pro-
cedure. Gating helps to reject very unlikely assignments between tracked objects
and obtainedmeasurements. For this purpose, a gating region Γ𝐱𝑘 with volume 𝑉𝐱

𝑘
(also referred to as validation gate) is defined around the predicted measurement
̂𝐳𝐱𝑘 of the track 𝐱 at time 𝑘. Associations are only performed with measurements
falling inside the gating region.
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The probability of the correct measurement 𝐳𝑘 to lie inside the gating region (gat-
ing probability) is given by

𝑃𝐱𝑘𝐺 = 𝑃(𝐳𝑘 ∈ Γ𝐱𝑘 ) = ∫
Γ𝐱𝑘

𝑓𝒵𝐱𝑘 d𝐳 . (2.45)

The a-priori probability density function that accounts for gating is thus defined
as:

𝑝(𝐳𝐱𝑘|𝒵𝐱1∶(𝑘−1)) ∶= {
1

𝑃𝐺
𝑓𝒵𝐱𝑘 for 𝐳𝐱𝑘 ∈ Γ𝐱𝑘

0 for 𝐳𝐱𝑘 ∉ Γ𝐱𝑘 .
(2.46)

Often, validation gates are defined as hyper-ellipsoidal regions around ̂𝐳𝐱𝑘 such
that 𝑃𝐱𝑘𝐺 = 𝑃𝐺 is a constant for all tracks. This is achieved by defining Γ𝐱𝑘 as

Γ𝐱𝑘 (𝛾) ∶= {𝐳 ∶ (𝐳 − ̂𝐳𝐱𝑘)𝑇(𝐏𝐱𝒁𝑘𝒁𝑘 )
−1(𝐳 − ̂𝐳𝐱𝑘) ≤ 𝛾} (2.47)

with a constant parameter 𝛾 (gating threshold). The term (𝐳 − ̂𝐳𝐱𝑘)𝑇(𝐏𝐱𝒁𝑘𝒁𝑘 )
−1(𝐳 −

̂𝐳𝐱𝑘) is the squared Mahalanobis distance [Mah36]. Associations for which the
Mahalanobis distance exceeds a certain threshold are rejected.

Hereby two assumptions are made. First, a measurement is assumed to depend
only on the state of the originating object. Second, the measurements are assumed
to be normally distributed, i.e.,

(𝒁 − ̂𝐳𝐱𝑘)𝑇(𝐏𝐱𝒁𝑘𝒁𝑘 )
−1(𝒁 − ̂𝐳𝐱𝑘) ∼ 𝜒2𝑛𝐳 . (2.48)

The gating probability is thus given as

𝑃𝐺 = 𝑃(𝐳𝑘 ∈ Γ𝐱𝑘 (𝛾)) = 𝜒2𝑛𝐳 (𝛾) , (2.49)

with 𝑛𝐳 being the dimension of the measurement 𝐳.
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Specification of a constant 𝑃𝐺 (e.g., 95%) leads to a certain value of 𝛾, which can be
obtained from the quantile tables of the 𝑛𝐳-dimensional chi-square distribution:

𝛾 = 𝜒2𝑛𝐳,𝑃𝐺 . (2.50)

This allows for determination of Γ𝐱𝑘 = Γ𝐱𝑘 (𝛾) as well as 𝑉𝐱
𝑘 = 𝑉𝐱

𝑘 (𝛾) which is given
as

𝑉𝐱
𝑘 (𝛾) = 𝑐𝑛𝐳𝛾

𝑛𝐳
2 ||𝐏𝐱𝒁𝑘𝒁𝑘 ||

1
2 , (2.51)

where 𝑐𝑛𝐳 is the volume of the 𝑛𝐳-dimensional unit sphere, i.e., 𝑐1 = 2, 𝑐2 = 𝜋,
𝑐3 =

4

3
𝜋, 𝑐4 =

1

2
𝜋2, etc.

A measurement 𝐳𝑘,𝑗 is considered as being possibly originated by track 𝐱, if it lies
in its gate, i.e., if

(𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘)𝑇(𝐏𝐱𝒁𝑘𝒁𝑘 )
−1(𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘) ≤ 𝛾 (2.52)

In the opposite case the measurement is not considered as a feasible observation
of the track 𝐱.

2.3.3.2 Formation of association hypotheses and computation
of the weighting factors

The set of𝑚𝐱
𝑘 measurements falling into the gating region of a track 𝐱 at time step

𝑘 is denoted by 𝒵𝐱𝑘 :

𝒵𝐱𝑘 ∶= {𝐳𝑘,1, … , 𝐳𝑘,𝑚𝐱
𝑘
} with 𝐳𝑘,𝑗 ∈ Γ𝐱𝑘 . (2.53)

For better readability, the superscript 𝐱 in 𝑚𝐱
𝑘 will be omitted in the following.

For each measurement 𝐳𝑘,𝑗 ∈ 𝒵𝐱𝑘 a hypothesis is formed, where this measurement
is assumed to be correct while all other 𝑚𝑘 − 1 measurements in the gate are
assumed to be caused by clutter. This hypothesis is denoted as 𝜃𝐱↦𝐳𝑗

𝑘 with 𝑗 ∈
{1, … , 𝑚𝑘}. 𝜃

𝐱↦𝐳0
𝑘 denotes the hypothesis of none of the 𝑚𝑘 measurements in gate

being correct, i.e., that all of them stem from clutter or are false alarms.
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2 Basics of object tracking

In the innovation step of the Bayesian state estimator, estimates produced by each
hypothesis are weighted with the weighting factors 𝛽𝐱↦𝐳𝑗

𝑘 (with 𝑗 ∈ {0, … , 𝑚𝑘})
that are defined as

𝛽𝐱↦𝐳𝑗
𝑘 ∶= 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |𝒵𝐱1∶𝑘) (2.54)

with 𝒵𝐱1∶𝑘 ∶= {𝒵𝐱1 , … , 𝒵𝐱𝑘} and ∑
𝑚𝑘
𝑗=0 𝛽

𝐱↦𝐳𝑗
𝑘 = 1 .

The weighting factors are calculated using Bayes’ theorem:

𝛽𝐱↦𝐳𝑗
𝑘 = 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |𝒵𝐱1∶𝑘) = 𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |𝒵𝐱𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑐𝑘
𝑝(𝒵𝐱𝑘|𝜃

𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝜃

𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) (2.55)

with the normalization factor

𝑐𝑘 =
𝑚𝑘

∑
𝑗=0

𝑝(𝒵𝐱𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝜃

𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) . (2.56)

Assuming a Gaussian measurement distribution, the likelihood of the true mea-
surement 𝐳𝑘,𝑗 (𝑗 ≠ 0) is given by

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

1

𝑃𝐺
𝑓𝒵𝐱𝑘 =

1

𝑃𝐺
𝒩(𝐳𝑘,𝑗 ; ̂𝐳𝐱𝑘 , 𝐏𝐱𝒁𝑘𝒁𝑘 )

= 1

𝑃𝐺
𝒩(𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘 ; 0, 𝐏𝐱𝒁𝑘𝒁𝑘 )

= 1

𝑃𝐺
𝒩( ̃𝐳𝐱𝑘,𝑗 ; 0, 𝐏𝐱𝒁𝑘𝒁𝑘 )

= 1

𝑃𝐺
⋅ |(2𝜋)𝑛𝐳 ⋅ 𝐏𝐱𝒁𝑘𝒁𝑘 |

− 1
2 ⋅ 𝑒−

1
2
( ̃𝐳𝐱𝑘,𝑗)𝑇(𝐏𝐱𝒁𝑘𝒁𝑘 )

−1 ̃𝐳𝐱𝑘,𝑗 (2.57)

with innovation ̃𝐳𝐱𝑘,𝑗 = 𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘 .

Clutter measurements are assumed to be independent from the correct measure-
ment. Their position is assumed to be independent and identically distributed
over the whole gating volume 𝑉𝐱

𝑘 with uniform distribution on Γ𝐱𝑘 . Under these
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assumptions,

𝑝(𝐳𝑘,𝑖 |𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

1
𝑉𝑘

𝑗 ≠ 𝑖 . (2.58)

The likelihood of the entire measurement set 𝒵𝐱𝑘 falling into the gating region of
the track 𝐱 at time step 𝑘 given that all of them are false alarms (i.e., 𝜃𝐱↦𝐳0

𝑘 ) is given
by

𝑝(𝒵𝐱𝑘|𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

𝑚𝑘

∏
𝑖=1

𝑝(𝐳𝑘,𝑖 |𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

1
𝑉𝑚𝑘
𝑘

. (2.59)

The likelihood of the entire measurement set 𝒵𝐱𝑘 falling into the gating region of
the track 𝐱 at time step 𝑘 given that the measurement 𝑗 is the correct measurement
and all other measurements are false alarms (i.e., 𝜃𝐱↦𝐳𝑗

𝑘 , 𝑧 ≠ 0) is given by

𝑝(𝒵𝐱𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

𝑚𝑘

∏
𝑖=1

𝑝(𝐳𝑘,𝑖 |𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑉𝑚𝑘−1
𝑘

1

𝑃𝐺
𝒩( ̃𝐳𝐱𝑘,𝑗 ; 0, 𝐏𝐱𝒁𝑘𝒁𝑘 ) , 𝑗 = 1, … , 𝑚𝑘 . (2.60)

The probability mass function of the hypothesis 𝜃𝐱↦𝐳𝑗
𝑘 conditioned on 𝑚𝑘 and

𝒵𝐱1∶(𝑘−1) is given by

𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) = 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |𝑚𝑘)

=
𝑃(𝑚𝑘|𝜃

𝐱↦𝐳𝑗
𝑘 )𝑃(𝜃𝐱↦𝐳𝑗

𝑘 )
∑𝑚𝑘

𝑗=0 𝑃(𝑚𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 )𝑃(𝜃𝐱↦𝐳𝑗

𝑘 )
, (2.61)

where 𝑃(𝜃𝐱↦𝐳𝑗
𝑘 ) (with 𝑗 = 1, … , 𝑚𝑘) denotes the a-priori probability that the mea-

surement 𝐳𝑗 originated from track 𝐱, 𝑃(𝜃𝐱↦𝐳0
𝑘 ) denotes the a-priori probability that

none of the measurements in the gate has been evoked by track 𝐱, and 𝑃(𝑚𝑘|𝜃
𝐱↦𝐳0
𝑘 )

and 𝑃(𝑚𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 ) denote the probabilities for receiving𝑚𝑘 measurements given that

either none or one of them stems from track 𝐱.
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𝑃(𝜃𝐱↦𝐳0
𝑘 ) is given by

𝑃(𝜃𝐱↦𝐳0
𝑘 ) = 1 − 𝑃𝐷𝑃𝐺 , (2.62)

where 𝑃𝐷 is the probability that the track evokes a measurement (detection prob-
ability), and 𝑃𝐺 is the probability of the measurement to fall into the gating region
as defined in (2.45).

Under the assumption that each of the 𝑚𝑘 measurements in the gate has equal
probability of being evoked by track 𝐱, the a-priori association probability 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 )
for 𝑗 = 1, … , 𝑚𝑘 is given by

𝑃(𝜃𝐱↦𝐳𝑗
𝑘 ) = 1

𝑚𝑘
𝑃𝐷𝑃𝐺 ∀𝑗 = 1, … , 𝑚𝑘 . (2.63)

The probability of the number of measurements being𝑚𝑘 given one of the associ-
ation hypotheses 𝜃𝐱↦𝐳0

𝑘 or 𝜃𝐱↦𝐳𝑗
𝑘 is equivalent to the probability of the number of

false measurements being 𝑚𝑘 or 𝑚𝑘 − 1 correspondingly:

𝑃(𝑚𝑘|𝜃
𝐱↦𝐳0
𝑘 ) =𝜇𝐹(𝑚𝑘) , (2.64)

𝑃(𝑚𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 ) =𝜇𝐹(𝑚𝑘 − 1) , (2.65)

with 𝜇𝐹(𝑚) being the probability mass function for the number of clutter-based
measurements. 𝜇𝐹(𝑚) can be modeled in different ways. The number of the
clutter-based measurements can be assumed either to have Poisson distribution
(parametric model) or to be equally distributed over the set {0,⋯ , 𝑁 − 1} with
𝑁 being the maximal number of clutter-based measurements (non-parametric
model) [Bar88]:

Parametric model: Poisson distribution

𝜇𝐹(𝑚) = 𝑒−�̂�𝑘
�̂�𝑚
𝑘
𝑚! = 𝑒−𝜆𝑉𝑘

(𝜆𝑉𝑘)𝑚

𝑚! , 𝑚 ∈ ℕ0 , (2.66)

where 𝜆 is the mean clutter density and �̂�𝑘 ∶= 𝜆𝑉𝑘 is the expected number
of clutter measurements in the gating region. If 𝜆 is a-priori not known,
�̂�𝑘 can be estimated by using �̂�𝑘 = 𝑚𝑘 − 𝑃𝐷𝑃𝐺 .
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Non-parametric model: Uniform distribution

𝜇𝐹(𝑚) =
1
𝑁 , 𝑚 = 0, 1, … , 𝑁 − 1 , (2.67)

where 𝑁 can be chosen as a great enough arbitrary number since it will
be canceled in the computation of 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)).

Using (2.62) - (2.65) in (2.61) leads to

𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

=

⎧
⎪
⎪
⎨
⎪
⎪
⎩

𝜇𝐹(𝑚𝑘)(1−𝑃𝐷𝑃𝐺)

𝜇𝐹(𝑚𝑘)(1−𝑃𝐷𝑃𝐺)+𝑚𝑘⋅𝜇𝐹(𝑚𝑘−1)
𝑃𝐷𝑃𝐺
𝑚𝑘

𝑗 = 0

𝜇𝐹(𝑚𝑘−1)
𝑃𝐷𝑃𝐺
𝑚𝑘

𝜇𝐹(𝑚𝑘)(1−𝑃𝐷𝑃𝐺)+𝑚𝑘⋅𝜇𝐹(𝑚𝑘−1)
𝑃𝐷𝑃𝐺
𝑚𝑘

𝑗 = 1, … , 𝑚𝑘

=

⎧
⎪
⎪
⎨
⎪
⎪
⎩

(1−𝑃𝐷𝑃𝐺)
𝜇𝐹(𝑚𝑘)

𝜇𝐹(𝑚𝑘−1)

𝑃𝐷𝑃𝐺+(1−𝑃𝐷𝑃𝐺)
𝜇𝐹(𝑚𝑘)

𝜇𝐹(𝑚𝑘−1)

𝑗 = 0

1

𝑚𝑘

𝑃𝐷𝑃𝐺
𝑃𝐷𝑃𝐺+(1−𝑃𝐷𝑃𝐺)

𝜇𝐹(𝑚𝑘)
𝜇𝐹(𝑚𝑘−1)

𝑗 = 1, … , 𝑚𝑘

(2.68)

and thus for the parametric model to

𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

⎧
⎪
⎨
⎪
⎩

(1−𝑃𝐷𝑃𝐺)𝜆𝑉𝑘

𝑃𝐷𝑃𝐺𝑚𝑘+(1−𝑃𝐷𝑃𝐺)𝜆𝑉𝑘
𝑗 = 0

𝑃𝐷𝑃𝐺
𝑃𝐷𝑃𝐺𝑚𝑘+(1−𝑃𝐷𝑃𝐺)𝜆𝑉𝑘

𝑗 = 1, … , 𝑚𝑘

(2.69)

and for the non-parametric model to

𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

⎧⎪
⎨⎪
⎩

(1 − 𝑃𝐷𝑃𝐺) 𝑗 = 0

1

𝑚𝑘
𝑃𝐷𝑃𝐺 𝑗 = 1, … , 𝑚𝑘 .

(2.70)
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This leads to the following weighting factors 𝛽𝐱↦𝐳𝑗
𝑘 :

𝛽𝐱↦𝐳𝑗
𝑘 =

⎧
⎪
⎨
⎪
⎩

𝑏

𝑏+∑𝑚𝑘
𝑖=1 𝑒𝑖

𝑗 = 0

𝑒𝑗
𝑏+∑𝑚𝑘

𝑖=1 𝑒𝑖
𝑗 = 1, … , 𝑚𝑘

(2.71)

with

𝑒𝑗 = 𝑒−
1
2
( ̃𝐳𝐱𝑘,𝑗)𝑇(𝐏𝐱𝒁𝑘𝒁𝑘 )

−1 ̃𝐳𝐱𝑘,𝑗 (2.72)

and

𝑏 = 𝜆|2𝜋𝐏𝐱𝒁𝑘𝒁𝑘 |
1

2
(1−𝑃𝐷𝑃𝐺)

𝑃𝐷

=

⎧⎪⎪
⎨
⎪⎪
⎩

( 2𝜋
𝛾
)
𝑛𝑧
2 𝜆𝑉𝑘𝑐𝑛𝑧

(1−𝑃𝐷𝑃𝐺)

𝑃𝐷
, parametric model

( 2𝜋
𝛾
)
𝑛𝑧
2𝑚𝑘𝑐𝑛𝑧

(1−𝑃𝐷𝑃𝐺)

𝑃𝐷
, non-parametric model.

(2.73)

For each hypothesis, the corresponding state estimate is given by

�̂�𝐳𝑗𝑘 = 𝔼[𝑿𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶𝑘] = {

�̂�−𝑘 𝑗 = 0
�̂�−𝑘 + 𝐊𝑘(𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘) 𝑗 = 1, … , 𝑚𝑘 .

(2.74)
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When considering all hypotheses, this leads to the following composite state es-
timate for the track 𝐱:

�̂�𝑘 = 𝔼[𝑿𝑘|𝒵𝐱1∶𝑘] =
𝑚𝑘

∑
𝑗=0

𝔼[𝑿𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶𝑘] ⋅ 𝑃(𝜃

𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘)

=
𝑚𝑘

∑
𝑗=0

�̂�𝐳𝑗𝑘 𝛽
𝐱↦𝐳𝑗
𝑘 =

𝑚𝑘

∑
𝑗=0

𝛽𝐱↦𝐳𝑗
𝑘 �̂�𝐳𝑗𝑘

=
𝑚𝑘

∑
𝑗=0

𝛽𝐱↦𝐳𝑗
𝑘 �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 (𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘)

= �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑘,𝑗 (2.75)

= �̂�−𝑘 + 𝐊𝑘 ⋅ ̃𝐳𝐱𝑘,Comp (2.76)

where

̃𝐳𝐱𝑘,𝑗 = 𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘 (2.77)

is the innovation of the track 𝐱 produced by the measurement 𝐳𝑗 at time step 𝑘
and ̃𝐳𝐱𝑘,Comp the composite innovation for the track 𝐱:

̃𝐳𝐱𝑘,Comp ∶=
𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑘,𝑗 . (2.78)

Although Equation (2.75) seems to be linear, this is not the case as the weighting
factors 𝛽𝐱↦𝐳𝑗

𝑘 depend on ̃𝐳𝐱𝑘,𝑗 .

The covariance matrix 𝐏𝑿𝑘𝑿𝑘 is calculated according to

𝐏𝑿𝑘𝑿𝑘 = 𝛽𝐱↦𝐳0
𝑘 𝐏𝑿−𝑘𝑿−𝑘 + (1 − 𝛽𝐱↦𝐳0

𝑘 )𝐏𝑐𝑿𝑘𝑿𝑘 + �̃�𝑘 (2.79)
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with

𝐏𝑐𝑿𝑘𝑿𝑘 = (𝐈 − 𝐊𝑘𝐇𝑘)𝐏𝑿−𝑘𝑿−𝑘 (2.80)

and

�̃�𝑘 = 𝐊𝑘(
𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑘,𝑗( ̃𝐳𝐱𝑘,𝑗)𝑇 − ̃𝐳𝐱𝑘,Comp( ̃𝐳𝐱𝑘,Comp)𝑇)𝐊𝑇

𝑘 . (2.81)

The predicted covariance matrix 𝐏𝑿𝑘𝑿𝑘 is weighted with the factor 𝛽𝐱↦𝐳0
𝑘 , which

is related to the case of none of the obtained measurements being correct. 𝐏𝑐𝑿𝑘𝑿𝑘
is the covariance matrix calculated under the assumption that the innovation is
performed with the correct measurement, i.e., , without an association error. It
is weighted with the factor (1 − 𝛽𝐱↦𝐳0

𝑘 ). Since it is not known which of the 𝑚𝑘
measurements is the correct one, the state covariance is increased by means of
the matrix �̃�𝑘 which incorporates the measurement association errors.

2.3.4 Integrated Probabilistic Data Association (IPDA)

The PDA concept implicitly presupposes presence of the tracked object 𝐱 and thus
needs an additional mechanism for initiation and termination of tracks. In case
of possible missing or clutter-based detections, this process is subject to uncer-
tainties. An elegant way of modeling those uncertainties has been proposed by
Mušicki et al. [Muš92, Muš94]. The algorithm proposed there is an enhancement
of the PDA algorithm. In addition to the expressions for data association prob-
abilities it provides an expression for computing the object existence probability
which establishes a basis for track initiations and terminations and allows for a
better handling of clutter. Object existence probability is directly accounted for
(integrated) when computing the association probabilities 𝛽𝐱↦𝐳𝑗

𝑘 . This led to the
corresponding name of the algorithm: Integrated Probability Data Associa-
tion (IPDA).

In the IPDA algorithm the object existence is modeled as a Markov process.
Hereby, two models are considered. In the first one (which is preferably taken
in the track initiation phase) it is assumed that a tracked object either exists
(and may be detected with some detection probability 𝑃𝐷) or does not exist.
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2.3 Data association

The corresponding probabilities are in the following denoted by 𝑃(∃𝐱) and
𝑃(∄𝐱) = 1 − 𝑃(∃𝐱).

The second model additionally takes into account the observability aspect. This
model accounts for possible occlusions and signal fading and may be used in the
track maintenance phase. Here, three possible events are considered: in the cur-
rent time step the object might be either

• existent and observable with some detection probability 𝑃𝐷
(henceforth denoted by ⊃),

• existent but not observable (i.e., with zero detection probability)
(henceforth denoted by ⊅),

• not existent.

This distinction can be also advantageous in multi-object-tracking systems that
use sensor types that only deliver evidence about object existence. The probability
of the object existence for the second model is given by 𝑃(∃𝐱) = 𝑃(⊃𝐱) + 𝑃(⊅𝐱).

Due to the interdependence of the object existence probability 𝑃(∃𝐱) and the dy-
namic object state 𝐱𝑘 , both Markov processes, namely the state estimation and
existence probability estimation, are cross-coupled as shown in Figure 2.6.

𝑃(∃𝐱𝑘−1|𝒵𝐱1∶(𝑘−1)) Prediction 𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) Update 𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘)

�̂�𝑘
𝐏𝑿𝑘−1𝑿𝑘−1

Prediction
�̂�−𝑘−1
𝐏𝑿−

𝑘𝑿−
𝑘

Update
�̂�𝑘

𝐏𝑿𝑘𝑿𝑘

Object dynamic state estimation

Object existence probability estimation

𝒵𝐱𝑘

Figure 2.6: Existence and probability modeling in IPDA as two cross-coupled Markov
chains. (Adapted from [Mäh08])
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Similarly to PDA, the track state estimation in IPDA is given by

�̂�𝑘 = 𝔼[𝑿𝑘|∃𝐱, 𝒵𝐱1∶𝑘] =
𝑚𝑘

∑
𝑗=0

𝔼[𝑿𝑘|𝜃
𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶𝑘] ⋅ 𝑃(𝜃

𝐱↦𝐳𝑗
𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶𝑘)

=
𝑚𝑘

∑
𝑗=0

𝛽𝐱↦𝐳𝑗
𝑘 �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 (𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘)

= �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑘,𝑗

= �̂�−𝑘 + 𝐊𝑘 ⋅ ̃𝐳𝐱𝑘,Comp (2.82)

with innovation

̃𝐳𝐱𝑘,𝑗 = 𝐳𝑘,𝑗 − ̂𝐳𝐱𝑘 (2.83)

and composite innovation

̃𝐳𝐱𝑘,Comp ∶=
𝑚𝑘

∑
𝑗=1

𝛽𝐱↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑘,𝑗 . (2.84)

The difference between Equation 2.82 and the state estimation Equation 2.76 in
PDA is that the probabilities 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |𝒵𝐱1∶𝑘) of the assignment hypotheses 𝜃𝐱↦𝐳𝑗
𝑘 are

now conditioned on the object existence, i.e., the weighting factors 𝛽𝐱↦𝐳𝑗
𝑘 are de-

fined as

𝛽𝐱↦𝐳𝑗
𝑘 ∶ = 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶𝑘) =
𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘)

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘)
. (2.85)

2.3.4.1 Derivation of the weighting factors and object existence
probability for the first model

In the case of the firstmodel, i.e., when object observability aspect is not accounted
for, and in the case that the number of measurements falling into the gate of the
track 𝐱𝑘 is 𝑚𝑘 > 0, the object existence probability 𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘) is given as the
probability of the event assuming that nomeasurement in the gate originated from
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the object 𝐱𝑘 , although it exists, plus the sum of the probabilities of the mutually
exclusive events assuming that each of the 𝑚𝑘 measurements falling into the gate
of the track 𝐱𝑘 has been evoked by it:

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘) = 𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 |𝒵𝐱1∶𝑘) +

𝑚𝑘

∑
𝑗=1

𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘) . (2.86)

The probabilities 𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 |𝒵𝐱1∶𝑘) and 𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘) are calculated using the

Bayes’ rule:

𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 |𝒵𝐱1∶𝑘) = 𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 |𝒵𝐱𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑐𝑘

⋅ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑐′𝑘

⋅ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 , 𝒵𝐱1∶(𝑘−1))

⋅ 𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 |𝒵𝐱1∶(𝑘−1))

= 1
𝑐′𝑘

⋅ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 , 𝒵𝐱1∶(𝑘−1))

⋅ 𝑃(𝜃𝐱↦𝐳0
𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) (2.87)

𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘) = 𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 |𝒵𝐱𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑐𝑘

⋅ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 |𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑐′𝑘

⋅ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶(𝑘−1))

⋅ 𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶(𝑘−1))

= 1
𝑐′𝑘

⋅ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶(𝑘−1))

⋅ 𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) , (2.88)

with

𝑐𝑘 =𝑝(𝒵𝐱𝑘|𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) (2.89)
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and

𝑐′𝑘 =𝑝(𝒵𝐱𝑘|𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|𝒵𝐱1∶(𝑘−1)) (2.90)
=𝑝(𝒵𝐱𝑘|∄𝐱𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∄𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∄𝐱𝑘|𝒵𝐱1∶(𝑘−1))

+ 𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 , 𝒵𝐱1∶(𝑘−1))

⋅ 𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 |𝒵𝐱1∶(𝑘−1))

+
𝑚𝑘

∑
𝑗=1

(𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶(𝑘−1))

⋅ 𝑃(∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶(𝑘−1))) .

As in PDA, the a-priori probability for receiving a relevant measurement given
the object existence is given by 𝑃𝐷 ⋅ 𝑃𝐺 with 𝑃𝐷 being the detection probability and
𝑃𝐺 the probability of the measurement to fall into the gating region. In case of 𝑚𝑘
measurements in the gate, the a-priori probability of a measurement to be evoked
by the track (given the object existence) is thus given by

𝑃(𝜃𝐱↦𝐳𝑗
𝑘 |∃𝐱𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

1
𝑚𝑘

𝑃𝐷𝑃𝐺 ∀𝑗 = 1, … , 𝑚𝑘 . (2.91)

The probability that none of the measurements in the gate has been evoked by the
track given the object existence is given by

𝑃(𝜃𝐱↦𝐳0
𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1)) = 1 − 𝑃𝐷𝑃𝐺 . (2.92)

Further, similar to PDA (compare (2.59) and (2.57)), the a-priori probability den-
sity of the measurements in the gating region given that either all of them are
false alarms or that the measurement 𝑗 is the correct measurement and all other
measurements are false alarms are given by

𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳0
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) = 𝑝(𝒵𝐱𝑘|∄𝐱𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

1
𝑉𝑚𝑘
𝑘

(2.93)
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and

𝑝(𝒵𝐱𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝑚𝑘 , 𝒵𝐱1∶(𝑘−1)) =

1
𝑉𝑚𝑘−1
𝑘

𝑝(𝐳𝑘,𝑗 |∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶(𝑘−1))

= 1
𝑉𝑚𝑘−1
𝑘

1
𝑃𝐺
𝑓𝒵𝐱𝑘

= 1
𝑉𝑚𝑘−1
𝑘

1
𝑃𝐺
𝒩( ̃𝐳𝑘,𝑗 ; 0, 𝐏𝐱𝒁𝑘𝒁𝑘 ) 𝑗 = 1,⋯ , 𝑚𝑘 . (2.94)

The a-priori probability of the number of measurements being 𝑚𝑘 is equivalent
to the probabilities of the number of false measurements being 𝑚𝑘 and 𝑚𝑘 − 1
correspondingly:

𝑃(𝑚𝑘|∄𝐱𝑘 , 𝒵𝐱1∶(𝑘−1)) = 𝑃(𝑚𝑘|∄𝐱𝑘) = 𝜇𝐹(𝑚𝑘) , (2.95)
𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 , 𝒵𝐱1∶(𝑘−1)) = 𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 ) = 𝜇𝐹(𝑚𝑘) , (2.96)

𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃
𝐱↦𝐳𝑗
𝑘 , 𝒵𝐱1∶(𝑘−1)) = 𝑃(𝑚𝑘|∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 ) = 𝜇𝐹(𝑚𝑘 − 1) . (2.97)

These probabilities can be calculated using one of both distribution models for
the number of clutter measurements described in Section 2.3.3 (s. page 46). For
the Poisson distribution model without a-priori known parameter 𝜆, the expected
number of measurements �̂�𝑘 can be assumed to be

�̂�𝑘 = 𝑚𝑘 − 𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) . (2.98)

Using (2.87) - (2.98) the posterior existence probability from (2.86) is given by

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘) =
1 − 𝛿𝑘

1 − 𝛿𝑘𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))
𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) (2.99)

with

𝛿𝑘 = 𝑃𝐷𝑃𝐺 ⋅ (1 − 𝑉𝑘
�̂�𝑘

𝑚𝑘

∑
𝑗=1

𝑝(𝐳𝑘,𝑗 |𝒵𝐱1∶(𝑘−1))) (2.100)
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The association weights are given by

𝛽𝐱↦𝐳0
𝑘 = 1 − 𝑃𝐷𝑃𝐺

1 − 𝛿𝑘
(2.101)

𝛽𝐱↦𝐳𝑗
𝑘 = 𝑃𝐷𝑃𝐺

1 − 𝛿𝑘
𝑉𝑘
�̂�𝑘

𝑝(𝐳𝑘,𝑗 |𝒵𝐱1∶(𝑘−1)) , 𝑗 = 1,⋯ , 𝑚𝑘 (2.102)

For the special case of no measurements falling into the gating region, 𝛽𝐱↦𝐳0
𝑘 = 1 .

The probability of the object existence in this case can be calculated by using
Bayes’ rule as follows:

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘) = 𝑃(∃𝐱𝑘|𝒵𝐱𝑘 = {∅}, 𝒵𝐱1∶(𝑘−1))

=
𝑃(𝒵𝐱𝑘 = {∅}|∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))

𝑃(𝒵𝐱𝑘 = {∅}|𝒵𝐱1∶(𝑘−1))

=
𝑃(𝜃𝐱↦𝐳0

𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))
𝑃(𝜃𝐱↦𝐳0

𝑘 |𝒵𝐱1∶(𝑘−1))

=
(1 − 𝑃𝐷𝑃𝐺)𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))
1 − 𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))

. (2.103)

The denominator in (2.103) has been calculated by using (2.92) and taking into
account that the a-priori probability for not getting a measurement for the track
not conditioned on the object existence probability is given by

𝑃(𝜃𝐱↦𝐳0
𝑘 |𝒵𝐱1∶(𝑘−1)) =𝑃(𝜃

𝐱↦𝐳0
𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))

+ 𝑃(𝜃𝐱↦𝐳0
𝑘 |∄𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∄𝐱𝑘|𝒵𝐱1∶(𝑘−1))

=𝑃(𝜃𝐱↦𝐳0
𝑘 |∃𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))

+ 𝑃(𝜃𝐱↦𝐳0
𝑘 |∄𝐱𝑘 , 𝒵𝐱1∶(𝑘−1))(1 − 𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)))

=(1 − 𝑃𝐷𝑃𝐺)𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1))

+ 1 ⋅ (1 − 𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)))

=1 − 𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) . (2.104)

The calculation of the a-priori object existence probability 𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) from
the posterior object existence probability 𝑃(∃𝐱𝑘−1|𝒵𝐱1∶(𝑘−1)) from the last frame is
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done using the Markov chain equations with transition probabilities 𝑃∃→∃, 𝑃∄→∃,
𝑃∃→∄, and 𝑃∄→∄:

𝑃(∃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) =𝑃∃→∃𝑃(∃𝐱𝑘−1) + 𝑃∄→∃𝑃(∄𝐱𝑘−1) (2.105)
𝑃(∄𝐱𝑘|𝒵𝐱1∶(𝑘−1)) =𝑃∃→∄𝑃(∃𝐱𝑘−1) + 𝑃∄→∄𝑃(∄𝐱𝑘−1) . (2.106)

The coefficients 𝑃∃→∃, 𝑃∄→∃, 𝑃∃→∄, and 𝑃∄→∄ may be interpreted as object persis-
tence probability, object appearance probability, object disappearance probability
and object absence probability, respectively. It is obvious that

𝑃∃→∄ = 1 − 𝑃∃→∃ and 𝑃∄→∄ = 1 − 𝑃∄→∃ . (2.107)

Figure 2.7 illustrates states and state transitions of the existence estimation Mar-
kov chain in case of the first model.

∃ ∄

𝑃∃→∄

𝑃∄→∃

𝑃∃→∃ 𝑃∄→∄

Figure 2.7: Object existence modeling in IPDA as a Markov chain with two states (first
model): object exists (∃) and object does not exist (i.e., it is a phantom track)
(∄).

2.3.4.2 Derivation of the weighting factors and object existence
probability for the second model

If observability aspect is accounted for, the association weights 𝛽𝐱↦𝐳𝑗
𝑘 are derived

analogously using

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘) = 𝑃(⊃𝐱𝑘|𝒵𝐱1∶𝑘) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶𝑘) . (2.108)

57



2 Basics of object tracking

They are given by

𝛽𝐱↦𝐳0
𝑘 ∶ = 𝑃(𝜃𝐱↦𝐳0

𝑘 |∃𝐱, 𝒵𝐱1∶𝑘) =
𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 |𝒵𝐱1∶𝑘)

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘)

=
𝑃(⊃𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 |𝒵𝐱1∶𝑘) + 𝑃(⊅𝐱𝑘 , 𝜃

𝐱↦𝐳0
𝑘 |𝒵𝐱1∶𝑘)

𝑃(⊃𝐱𝑘|𝒵𝐱1∶𝑘) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶𝑘)
(2.109)

and

𝛽𝐱↦𝐳𝑗
𝑘 ∶ = 𝑃(𝜃𝐱↦𝐳𝑗

𝑘 |∃𝐱, 𝒵𝐱1∶𝑘) =
𝑃(∃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘)

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘)

=
𝑃(⊃𝐱𝑘 , 𝜃

𝐱↦𝐳𝑗
𝑘 |𝒵𝐱1∶𝑘)

𝑃(⊃𝐱𝑘|𝒵𝐱1∶𝑘) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶𝑘)
, 𝑗 = 1,⋯ , 𝑚𝑘 , (2.110)

which leads to

𝛽𝐱↦𝐳0
𝑘 =

(1 − 𝑃𝐷𝑃𝐺)𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶(𝑘−1))
(1 − 𝛿𝑘)𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶(𝑘−1))

, (2.111)

𝛽𝐱↦𝐳𝑗
𝑘 =

𝑃𝐷𝑃𝐺𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1))
𝑉𝑘

�̂�𝑘
𝑝(𝐳𝑘,𝑗 |𝒵𝐱1∶(𝑘−1))

(1 − 𝛿𝑘)𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶(𝑘−1))
, 𝑗 = 1, … , 𝑚𝑘 (2.112)

with 𝛿𝑘 being defined as in equation 2.100.

The posterior probabilities are given by

𝑃(⊃𝐱𝑘|𝒵𝐱1∶𝑘) =
(1 − 𝛿𝑘)𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1))
1 − 𝛿𝑘𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1))

(2.113)

𝑃(⊅𝐱𝑘|𝒵𝐱1∶𝑘) =
𝑃(⊅𝐱𝑘|𝒵𝐱1∶(𝑘−1))

1 − 𝛿𝑘𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1))
(2.114)

𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘) = 𝑃(⊃𝐱𝑘|𝒵𝐱1∶𝑘) + 𝑃(⊅𝐱𝑘|𝒵𝐱1∶𝑘) . (2.115)
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The Markov chain equations for computation of the prior probabilities from the
posterior probabilities from the last frame are given by

𝑃(⊃𝐱𝑘|𝒵𝐱1∶(𝑘−1)) =𝑃⊃→⊃𝑃(⊃𝐱𝑘−1) + 𝑃⊅→⊃𝑃(⊅𝐱𝑘−1) + 𝑃∄→⊃𝑃(∄𝐱𝑘−1) (2.116)
𝑃(⊅𝐱𝑘|𝒵𝐱1∶(𝑘−1)) =𝑃⊃→⊅𝑃(⊃𝐱𝑘−1) + 𝑃⊅→⊅𝑃(⊅𝐱𝑘−1) + 𝑃∄→⊅𝑃(∄𝐱𝑘−1) (2.117)
𝑃(∄𝐱𝑘|𝒵𝐱1∶(𝑘−1)) =𝑃⊃→∄𝑃(⊃𝐱𝑘−1) + 𝑃⊅→∄𝑃(⊅𝐱𝑘−1) + 𝑃∄→∄𝑃(∄𝐱𝑘−1) (2.118)

with nine coefficients 𝑝⊃→⊃, 𝑝⊅→⊃, 𝑝∄→⊃, 𝑝⊃→⊅, 𝑝⊅→⊅, 𝑝∄→⊅, 𝑝⊃→∄, 𝑝⊅→∄, and 𝑝∄→∄.

It must hold that

𝑝⊃→⊃+ 𝑝⊃→⊅+ 𝑝⊃→∄ = 1 (2.119)
𝑝⊅→⊃+ 𝑝⊅→⊅+ 𝑝⊅→∄ = 1 (2.120)
𝑝∄→⊃+ 𝑝∄→⊅+ 𝑝∄→∄ = 1 . (2.121)

A graphical visualization of theMarkov chain states and transitions for the second
model is given in Figure 2.8.

⊃

⊅

∄

∃

∃

𝑃⊃→∄

𝑃∄→⊃

𝑃⊃→⊅

𝑃⊅→⊃ 𝑃∄→⊅

𝑃⊅→∄

𝑃⊃→⊃ 𝑃∄→∄

𝑃⊅→⊅

Figure 2.8: Object existencemodeling in IPDA as aMarkov chain with three states (second
model): object exists and is observable (⊃), object exists but is not observable
(⊅), and object does not exist (i.e., it is a phantom track) (∄).
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2 Basics of object tracking

2.3.5 Joint Probabilistic Data Association (JPDA)

In PDA, each tracked object is considered separately. This justifies the assump-
tion that either all or all but one measurements falling into the gating region of
a track are due to clutter. In the presence of multiple closely spaced objects this
assumption may be invalid since true measurements of one object may fall into
the gating region of another object causing permanent non-random interference.
This issue is accounted for in an extension of the PDA called Joint Probabilis-
tic Data Association (JPDA) proposed by Bar Shalom et al. [For83]. Instead of
considering each tracked object separately, JPDA considers association configu-
rations, the so-called joint association events or, in short, joint events. A joint
event Θ𝑘(𝒯) is defined as a conjunction of associations 𝜃

𝐱𝑡𝑗↦𝐳𝑗
𝑘 between measure-

ments 𝐳𝑗 and possible causes 𝐱𝑡𝑗 that can be given either by a tracked object (𝑡𝑗 ≠ 0)
or by clutter (𝑡𝑗 = 0):

Θ𝑘(𝒯) =
𝑚𝑘

⋃
𝑗=1

𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒯 = (𝑡1, … , 𝑡𝑚𝑘

), 𝑡𝑗 ∈ {0, … , 𝑛𝑘} , (2.122)

with 𝑛𝑘 being number of currently tracked objects. 𝒯 are ordered sets of𝑚𝑘 (pos-
sibly repeating) track numbers 𝑡𝑗 including 0, which represents the clutter source.

For reduction of complexity, tracked objects are partitioned into independent clus-
ters and joint events are built for each cluster separately. A cluster is defined as a
set of tracks which share no measurements with tracks that do not belong to the
cluster.

For easier clutter handling, clutter measurements are considered to be identically
distributed over the whole cluster volume 𝑉 independently of the gating regions
of the tracks. This implies that each measurement should be able to be associated
with each track in the cluster and hence 𝑃𝐺 = 1. However, this would also imply
usage of too far lying measurements for update of a track. In order to avoid this,
a binary validation matrix Ω𝑘 is defined:

Ω𝑘 = [𝜔𝑗𝑖]𝑘 , 𝑗 = 1,⋯ , 𝑚𝑘 ; 𝑖 = 0, 1,⋯ , 𝑛𝑘 (2.123)
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with

𝜔𝑗𝑖 ∶= {
0 if 𝐳𝑗 ∉ Γ𝐱𝑖𝑘 (𝛾)
1 if 𝐳𝑗 ∈ Γ𝐱𝑖𝑘 (𝛾) ,

(2.124)

and gating regions Γ𝐱𝑖𝑘 (𝛾) as defined in (2.47). The first column (𝑖 = 0) of Ω𝑘
stands for association with no track, i.e., indicates that a measurement 𝑗 stems
from clutter. As mentioned above, this can be applicable to each measurement in
cluster, hence ∀𝑗 ∶ 𝜔𝑗0 = 1.

Each joint event Θ𝑘(𝒯) can be represented through a binary matrix Ω̂(Θ𝑘(𝒯))with

Ω̂(Θ𝑘(𝒯)) = [𝜔𝑗𝑖(Θ𝑘(𝒯))], 𝑗 = 1,⋯ , 𝑚𝑘 ; 𝑖 = 0, 1,⋯ , 𝑛𝑘 (2.125)

and

𝜔𝑗𝑖(Θ𝑘(𝒯)) = {
1 if 𝜃𝐱𝑖↦𝐳𝑗

𝑘 ⊂ Θ𝑘(𝒯)
0 else .

(2.126)

In JPDA, a joint event Θ𝑘(𝒯) is considered to be “feasible” under the following
conditions:

• A measurement may have only one origin:

𝑛𝑘
∑
𝑖=0

𝜔𝑗𝑖(Θ𝑘(𝒯)) = 1, 𝑗 = 1,⋯ , 𝑚𝑘 (2.127)

• A track may evoke at most one measurement:

𝑚𝑘

∑
𝑗=1

𝜔𝑗𝑖(Θ𝑘(𝒯)) ≤ 1, 𝑖 = 1,⋯ , 𝑛𝑘 . (2.128)

A matrix Ω̂ defining a feasible event Θ𝑘(𝒯) can be built from the validation ma-
trix Ω𝑘 by picking out elements in a way such that each row and each column
contains at most one “1”. The only exception is made for the first column which
may contain multiple non-zero entries since more than one measurement may be
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due to clutter. The set of all feasible joint events in the following is denoted by 𝚯𝑘
with

∑
Θ𝑘(𝒯)∈𝚯𝑘

𝑃(Θ𝑘(𝒯)) = 1 . (2.129)

For better readability, in the following three auxiliary entities 𝜗𝑖(Θ𝑘(𝒯)), 𝜏𝑗(Θ𝑘(𝒯))
and 𝜙(Θ𝑘(𝒯)) are defined for a joint event Θ𝑘(𝒯):

𝜗𝑖(Θ𝑘(𝒯)) ∶=
𝑚𝑘

∑
𝑗=1

𝜔𝑗𝑖(Θ𝑘(𝒯)), 𝑖 = 1,⋯ , 𝑛𝑘 (2.130)

𝜏𝑗(Θ𝑘(𝒯)) ∶=
𝑛𝑘
∑
𝑖=1

𝜔𝑗𝑖(Θ𝑘(𝒯)), 𝑗 = 1,⋯ , 𝑚𝑘 (2.131)

𝜙(Θ𝑘(𝒯)) ∶=
𝑚𝑘

∑
𝑗=1

(1 − 𝜏𝑗(Θ𝑘(𝒯))) (2.132)

𝜗𝑖(Θ𝑘(𝒯)) indicates whether in Θ𝑘(𝒯) the 𝑖th track has been assigned a measure-
ment. 𝜏𝑗(Θ𝑘(𝒯)) indicates whether in Θ𝑘(𝒯) the 𝑗th measurement has been as-
signed to a track. Finally, 𝜙(Θ𝑘(𝒯)) specifies the number of the clutter based mea-
surements in Θ𝑘(𝒯).

The weighting factors 𝛽𝐱𝑖↦𝐳𝑗
𝑘 (𝑖 = 1,⋯ , 𝑛𝑘 ; 𝑗 = 0,⋯ , 𝑚𝑘) can be calculated as

follows:

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ∶= 𝑃(𝜃𝐱𝑖↦𝐳𝑗

𝑘 |𝒵1∶𝑘) = ∑
Θ𝑘(𝒯)∈𝚯𝑘

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) ⋅ 𝜔𝑗𝑖(Θ𝑘(𝒯)) . (2.133)

The a-posteriori probability of a joint event Θ𝑘(𝒯) conditioned on all received
measurements including the current measurement set can be calculated using the
Bayes’ rule:

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) = 𝑃(Θ𝑘(𝒯)|𝒵𝑘 , 𝑚𝑘 , 𝒵1∶(𝑘−1))

= 1

𝑐𝑘
𝑝(𝒵𝑘|Θ𝑘(𝒯),𝑚𝑘 , 𝒵1∶(𝑘−1))𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) (2.134)

62



2.3 Data association

with

𝑐𝑘 = ∑
Θ𝑘(𝒯)∈𝚯𝑘

𝑝(𝒵𝑘|Θ𝑘(𝒯), 𝑚𝑘 , 𝒵1∶(𝑘−1))𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) . (2.135)

Similar to the calculations in the PDA, the likelihood of a measurement 𝐳𝑘,𝑗 given
that it stems from a track 𝐱𝑡𝑗 with 𝑡𝑗 ≠ 0 is given by

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒵1∶(𝑘−1)) = 𝒩(𝐳𝑘,𝑗 ; ̂𝐳

𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ) for 𝑡𝑗 ≠ 0 . (2.136)

and the likelihood of a clutter-based measurement is given by

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒵1∶(𝑘−1)) =

1
𝑉 for 𝑡𝑗 = 0 . (2.137)

Under the previously mentioned independence assumption of the clutter-based
measurements and the true measurements, this leads to the following expression
for the likelihood of the current measurement set 𝒵𝑘 conditioned on a joint event
Θ𝑘(𝒯) and number of measurements being 𝑚𝑘 in (2.134) and (2.135):

𝑝(𝒵𝑘|Θ𝑘(𝒯), 𝑚𝑘 , 𝒵1∶(𝑘−1)) =
𝑚𝑘

∏
𝑗=1

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒵1∶(𝑘−1))

= 1
𝑉𝜙(Θ𝑘(𝒯))

𝑚𝑘

∏
𝑗=1

(𝒩(𝐳𝑘,𝑗 ; ̂𝐳
𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))
, (2.138)

where 𝜙(Θ𝑘(𝒯)) is the number of the clutter-basedmeasurements in the joint event
Θ𝑘(𝒯) and 𝜏𝑗(Θ𝑘(𝒯)) serves for picking out the likelihoods of the measurements,
that in Θ𝑘(𝒯) have been declared as being non-clutter.

The a-priori probability 𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) of a joint event Θ𝑘(𝒯) ∈ 𝚯𝑘 in
(2.134), conditioned on the number of received measurements is equivalent to the
probability of assigning the tracks according to 𝜗𝑖(Θ𝑘(𝒯)) and getting additionally
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𝜙(Θ𝑘(𝒯)) clutter-based measurements:

𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) =

= 𝑃(Θ𝑘(𝒯), 𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1))

= 𝑃(Θ𝑘(𝒯) | 𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯)))

⋅ 𝑃(𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1)) . (2.139)

An expression for the computation of the first factor follows from combinatorics
with an assumption that each of the joint events Θ𝑘(𝒯) has equal a-priori proba-
bility. It is given as a reciprocal of the number of all events that assign measure-
ments to the tracks as defined by 𝜗𝑖(Θ𝑘(𝒯)) for 𝑖 = 1, … , 𝑛𝑘 and have 𝜙(Θ𝑘(𝒯))
clutter measurements:

𝑃(Θ𝑘(𝒯)|𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))) = ( 𝑚𝑘!
𝜙(Θ𝑘(𝒯))!

)
−1

=𝜙(Θ𝑘(𝒯))!
𝑚𝑘!

(2.140)

The second factor is given by

𝑃(𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1))

=
𝑛𝑘
∏
𝑖=1

((𝑃𝐱𝑖𝐷 )𝜗𝑖(Θ𝑘(𝒯)) ⋅ (1 − 𝑃𝐱𝑖𝐷 )1−𝜗𝑖(Θ𝑘(𝒯))) ⋅ 𝜇𝐹(𝜙(Θ𝑘(𝒯))) (2.141)

with 𝑃𝐱𝑖𝐷 being the probability for the tracked object 𝐱𝑖 to be detected and
𝜇𝐹(𝜙(Θ𝑘(𝒯))) being the probability mass function for the number of clutter-based
measurements that can be modeled as described in Section 2.3.3 (see page 46).
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This leads to

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) =
1
𝑐𝑘

⋅ 𝜙(Θ𝑘(𝒯))!
𝑚𝑘!

𝜇𝐹(𝜙(Θ𝑘(𝒯)))
𝑉𝜙(Θ𝑘(𝒯))

(2.142)

⋅
𝑚𝑘

∏
𝑗=1

(𝒩(𝐳𝑘,𝑗 ; ̂𝐳
𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))
(2.143)

⋅
𝑛𝑘
∏
𝑖=1

((𝑃𝐱𝑖𝐷 )𝜗𝑖(Θ𝑘(𝒯)) (1 − 𝑃𝐱𝑖𝐷 )1−𝜗𝑖(Θ𝑘(𝒯))) (2.144)

and hence to

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) =𝜆𝜙(Θ𝑘(𝒯)) 𝑒−𝜆𝑉

𝑐𝑘 ⋅ 𝑚𝑘!
⋅
𝑚𝑘

∏
𝑗=1

(𝒩(𝐳𝑘,𝑗 ; ̂𝐳
𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))

⋅
𝑛𝑘
∏
𝑖=1

((𝑃𝐱𝑖𝐷 )𝜗𝑖(Θ𝑘(𝒯)) (1 − 𝑃𝐱𝑖𝐷 )1−𝜗𝑖(Θ𝑘(𝒯))) (2.145)

for the parametric model of clutter distribution and to

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) =
1
̃𝑐𝑘
𝜙(Θ𝑘(𝒯))!
𝑉𝜙(Θ𝑘(𝒯))

𝑚𝑘

∏
𝑗=1

(𝒩(𝐳𝑘,𝑗 ; ̂𝐳
𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))

⋅
𝑛𝑘
∏
𝑖=1

((𝑃𝐱𝑖𝐷 )𝜗𝑖(Θ𝑘(𝒯)) (1 − 𝑃𝐱𝑖𝐷 )1−𝜗𝑖(Θ𝑘(𝒯))) (2.146)

for the nonparametric model of clutter distribution.
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The state estimation of the JPDA is done analogously to that of the PDA by

�̂�𝑘,𝑖 = 𝔼[𝑿𝑘,𝑖 |𝒵1∶𝑘] =
𝑚𝑘

∑
𝑗=0

𝔼[𝑿𝑘|𝜃
𝐱𝑖↦𝐳𝑗
𝑘 , 𝒵1∶𝑘] ⋅ 𝑃(𝜃

𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘)

=
𝑚𝑘

∑
𝑗=0

�̂�𝐳𝑗𝑘,𝑖𝛽
𝐱𝑖↦𝐳𝑗
𝑘 =

𝑚𝑘

∑
𝑗=0

𝛽𝐱𝑖↦𝐳𝑗
𝑘 �̂�𝐳𝑗𝑘,𝑖

=
𝑚𝑘

∑
𝑗=0

𝛽𝐱𝑖↦𝐳𝑗
𝑘 �̂�−𝑘,𝑖 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 (𝐳𝑘,𝑗 − ̂𝐳𝐱𝑖𝑘 )

= �̂�−𝑘,𝑖 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑖𝑘,𝑗

= �̂�−𝑘,𝑖 + 𝐊𝑘 ⋅ ̃𝐳𝐱𝑖𝑘,Comp (2.147)

with innovation

̃𝐳𝐱𝑖𝑘,𝑗 = 𝐳𝑘,𝑗 − ̂𝐳𝐱𝑖𝑘 (2.148)

and composite innovation

̃𝐳𝐱𝑖𝑘,Comp ∶=
𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑖𝑘,𝑗 . (2.149)
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2.3.6 Joint Integrated Probabilistic Data Association
(JIPDA)

The combination of JPDA and IPDA resulted in the Joint Integrated Probabilis-
tic Data Association (JIPDA) algorithm [Muš02].

The state estimation in JIPDA is done similarly to that of IPDA and JPDA by

�̂�𝑘,𝑖 = 𝔼[𝑿𝑘,𝑖 |∃𝐱𝑘,𝑖 , 𝒵1∶𝑘] =
𝑚𝑘

∑
𝑗=0

𝔼[𝑿𝑘|𝜃
𝐱𝑖↦𝐳𝑗
𝑘 , 𝒵1∶𝑘] ⋅ 𝑃(𝜃

𝐱𝑖↦𝐳𝑗
𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶𝑘)

=
𝑚𝑘

∑
𝑗=0

𝛽𝐱𝑖↦𝐳𝑗
𝑘 �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 (𝐳𝑘,𝑗 − ̂𝐳𝐱𝑖𝑘 )

= �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑖𝑘,𝑗

= �̂�−𝑘 + 𝐊𝑘 ⋅ ̃𝐳𝐱𝑖𝑘,Comp (2.150)

with composite innovation for the track 𝐱𝑘,𝑖 being

̃𝐳𝐱𝑖𝑘,Comp ∶=
𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑖𝑘,𝑗 . (2.151)

For a given track 𝐱𝑖 the weighting factors 𝛽𝐱𝑖↦𝐳𝑗
𝑘 (𝑖 = 1,⋯ , 𝑛𝑘 ; 𝑗 = 0,⋯ , 𝑚𝑘) are

calculated as follows:

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ∶= 𝑃(𝜃𝐱𝑖↦𝐳𝑗

𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶𝑘) =
𝑃(∃𝐱𝑘,𝑖 , 𝜃

𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘)

𝑃(∃𝐱𝑘,𝑖 |𝒵1∶𝑘)
. (2.152)

In [Muš02], the derivation of the posterior object existence probability 𝑃(∃𝐱𝑘|𝒵𝐱1∶𝑘)
is given only for the Markov process model of the first type (which does not take
into account the observability aspect). In this case it is computed as

𝑃(∃𝐱𝑘,𝑖 |𝒵1∶𝑘) = 𝑃(∃𝐱𝑘,𝑖 , 𝜃
𝐱𝑖↦𝐳0
𝑘 |𝒵1∶𝑘) +

𝑚𝑘

∑
𝑗=1

𝑃(∃𝐱𝑘,𝑖 ,𝜃
𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘) ⋅ 𝜔𝑗𝑖 , (2.153)
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with 𝜔𝑗𝑖 being the indicator function indicating whether the measurement 𝐳𝑗 falls
into the gate of the track 𝐱𝑖 as defined in (2.124).

For better readability, we denote the set of joint events that assume that at time 𝑘
the measurement 𝐳𝑗 stems from the track 𝐱𝑖 as 𝚯

𝐱𝑖↦𝐳𝑗
𝑘 . The set of joint events that

assume that the track 𝐱𝑖 does not evoke any measurement at time 𝑘 is denoted as
𝚯𝐱𝑖↦𝐳0
𝑘 :

𝚯𝐱𝑖↦𝐳𝑗
𝑘 = {Θ𝑘(𝒯)|𝜃

𝐱𝑖↦𝐳𝑗
𝑘 ∈ Θ𝑘(𝒯)} (2.154)

and

𝚯𝐱𝑖↦𝐳0
𝑘 = {Θ𝑘(𝒯)|𝜃

𝐱𝑖↦𝐳0
𝑘 ∈ Θ𝑘(𝒯)} . (2.155)

The probability of an association 𝑃(∃𝐱𝑘,𝑖 , 𝜃
𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘) can be represented as a sum

of the probabilities of the joint events Θ𝑘(𝒯) ∈ 𝚯𝐱𝑖↦𝐳𝑗
𝑘 containing this association:

𝑃(∃𝐱𝑘,𝑖 , 𝜃
𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘) = ∑

Θ𝑘(𝒯)∈𝚯
𝐱𝑖↦𝐳𝑗
𝑘

𝑃(∃𝐱𝑘,𝑖 , Θ𝑘(𝒯)|𝒵1∶𝑘)

= ∑
Θ𝑘(𝒯)∈𝚯𝑘

𝑃(∃𝐱𝑘,𝑖 , Θ𝑘(𝒯)|𝒵1∶𝑘) ⋅ 𝜔𝑗𝑖(Θ𝑘(𝒯)) . (2.156)

The factor 𝜔𝑗𝑖(Θ𝑘(𝒯)) which has been defined in (2.126) serves for selection of
the feasible joint events that contain the association 𝜃𝐱𝑖↦𝐳𝑗

𝑘 since it evaluates the
addend only for those joint events.

The probability 𝑃(∃𝐱𝑘,𝑖 , 𝜃
𝐱𝑖↦𝐳0
𝑘 |𝒵1∶𝑘) that the tracked object 𝐱𝑖 exists and does not

evoke a measurement is obtained by applying the Bayes rule and taking into ac-
count that, similar to IPDA, the a-priori probability of an existing object to not
evoke a measurement is given by

𝑃(𝜃𝐱𝑖↦𝐳0
𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶(𝑘−1)) = 1 − 𝑃𝐷𝑃𝐺 (2.157)
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and that the a-priori probability for not getting a measurement for a track not
conditioned on the object existence probability is given by

𝑃(𝜃𝐱𝑖↦𝐳0
𝑘 |𝒵1∶(𝑘−1)) =𝑃(𝜃

𝐱𝑖↦𝐳0
𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶(𝑘−1)) ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))

+ 𝑃(𝜃𝐱𝑖↦𝐳0
𝑘 |∄𝐱𝑘,𝑖 , 𝒵1∶(𝑘−1)) ⋅ (1 − 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))

=(1 − 𝑃𝐷𝑃𝐺) ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))

+ 1 ⋅ (1 − 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))

=𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)) − 𝑃𝐷𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))

+ 1 − 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))

=1 − 𝑃𝐷𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)) (2.158)

(compare equations (2.92) and (2.104) in the IPDA description). Contrary to the
original JPDA derivation, in [Muš02] gating probability 𝑃𝐺 is explicitly accounted
for. Proceeding as described above leads to

𝑃(∃𝐱𝑘,𝑖 ,𝜃
𝐱𝑖↦𝐳0
𝑘 |𝒵1∶𝑘)

= ∑
Θ𝑘(𝒯)∈𝚯

𝐱𝑖↦𝐳0
𝑘

𝑃(∃𝐱𝑘,𝑖 , Θ𝑘(𝒯)|𝒵1∶𝑘)

= ∑
Θ𝑘(𝒯)∈𝚯

𝐱𝑖↦𝐳0
𝑘

𝑃(∃𝐱𝑘,𝑖 |Θ𝑘(𝒯), 𝒵1∶𝑘) ⋅ 𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘)

= ∑
Θ𝑘(𝒯)∈𝚯

𝐱𝑖↦𝐳0
𝑘

𝑃(∃𝐱𝑘,𝑖 |𝜃
𝐱𝑖↦𝐳0
𝑘 , 𝒵1∶(𝑘−1)) ⋅ 𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘)

= ∑
Θ𝑘(𝒯)∈𝚯

𝐱𝑖↦𝐳0
𝑘

(
𝑃(𝜃𝐱𝑖↦𝐳0

𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶(𝑘−1)) ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))
𝑃(𝜃𝐱𝑖↦𝐳0

𝑘 |𝒵1∶(𝑘−1))

⋅ 𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘))

= ∑
Θ𝑘(𝒯)∈𝚯

𝐱𝑖↦𝐳0
𝑘

(1 − 𝑃𝐷𝑃𝐺) ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))
1 − 𝑃𝐷𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))

⋅ 𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘)

=
(1 − 𝑃𝐷𝑃𝐺) ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))
1 − 𝑃𝐷𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1))

⋅ ∑
Θ𝑘(𝒯)∈𝚯𝑘(𝒯)

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) ⋅ 𝜔0𝑖(Θ𝑘(𝒯)) . (2.159)
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The probability 𝑃(∃𝐱𝑘,𝑖 ,𝜃
𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘) that the tracked object 𝐱𝑖 exists and evokes a

measurement 𝐳𝑗 with 𝑗 ≠ 0 is given by

𝑃(∃𝐱𝑘,𝑖 ,𝜃
𝐱𝑖↦𝐳𝑗
𝑘 |𝒵1∶𝑘) = ∑

Θ𝑘(𝒯)∈𝚯
𝐱𝑖↦𝐳𝑗
𝑘

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘)

= ∑
Θ𝑘(𝒯)∈𝚯𝑘(𝒯)

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) ⋅ 𝜔𝑗𝑖(Θ𝑘(𝒯)) . (2.160)

In (2.159) and (2.160), the expression for the a-posteriori probability of the joint
event Θ𝑘(𝒯) can be calculated analogously to JPDA (cf. equation (2.134)):

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) = 𝑃(Θ𝑘(𝒯)|𝒵𝑘 , 𝑚𝑘 , 𝒵1∶(𝑘−1))

= 1
𝑐𝑘

⋅ 𝑝(𝒵𝑘|Θ𝑘(𝒯), 𝑚𝑘 , 𝒵1∶(𝑘−1))

⋅ 𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) (2.161)

with

𝑐𝑘 = ∑
Θ𝑘(𝒯)∈𝚯𝑘

𝑝(𝒵𝑘|Θ𝑘(𝒯), 𝑚𝑘 , 𝒵1∶(𝑘−1)) ⋅ 𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) (2.162)

Like in Equations (2.136) and (2.137) in JPDA (but with accounting for 𝑃𝐺 < 1),
the likelihood of the measurement 𝐳𝑗 given that it originated from a track 𝐱𝑡𝑗 with
𝑡𝑗 ≠ 0 is given by

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒵1∶(𝑘−1)) =

1
𝑃𝐺
𝒩(𝐳𝑘,𝑗 ; ̂𝐳

𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ) for 𝑡𝑗 ≠ 0 . (2.163)

and the likelihood of a clutter-based measurement is given by

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒵1∶(𝑘−1)) =

1
𝑉𝑘

for 𝑡𝑗 = 0 . (2.164)
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This leads to the following expression for the likelihood of the current measure-
ment set 𝒵𝑘 conditioned on the joint event Θ𝑘(𝒯) in (2.161) and (2.162):

𝑝(𝒵𝑘|Θ𝑘(𝒯),𝑚𝑘 , 𝒵1∶(𝑘−1)) =
𝑚𝑘

∏
𝑗=1

𝑝(𝐳𝑘,𝑗 |𝜃
𝐱𝑡𝑗↦𝐳𝑗
𝑘 , 𝒵1∶(𝑘−1))

= 1
𝑉𝜙(Θ𝑘(𝒯))

𝑚𝑘

∏
𝑗=1

( 1
𝑃𝐺
𝒩(𝐳𝑘,𝑗 ; ̂𝐳

𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))
. (2.165)

As in JPDA, 𝜙(Θ𝑘(𝒯)) is the number of the clutter-based measurements in the joint
event Θ𝑘(𝒯) and 𝜏𝑗(Θ𝑘(𝒯)) serves for picking out the likelihoods of the measure-
ments, that in Θ𝑘(𝒯) have been declared as being non-clutter. Similarly, in the
following 𝜗𝑖(Θ𝑘(𝒯)) will serve for picking out tracks that have been associated a
measurement.

The a-priori probability 𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) of a joint eventΘ𝑘(𝒯) in (2.161) con-
ditioned on the number of received measurements is, as in JPDA, equivalent to the
probability of assigning the tracks according to 𝜗𝑖(Θ𝑘(𝒯)) and getting additionally
𝜙(Θ𝑘(𝒯)) clutter-based measurements:

𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) =

=𝑃(Θ𝑘(𝒯), 𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1))

=𝑃(Θ𝑘(𝒯) | 𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯)))

⋅ 𝑃(𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1)) . (2.166)

The first factor in (2.166) is calculated in the same way as in (2.140) from combi-
natorics:

𝑃(Θ𝑘(𝒯)|𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))) = ( 𝑚𝑘!
𝜙(Θ𝑘(𝒯))!

)
−1

=𝜙(Θ𝑘(𝒯))!
𝑚𝑘!

. (2.167)

71



2 Basics of object tracking

The second factor is given by

𝑃(𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), 𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1))

=𝑃(𝜗1(Θ𝑘(𝒯)), … , 𝜗𝑛𝑘 (Θ𝑘(𝒯)), |𝒵1∶(𝑘−1))𝑃(𝜙(Θ𝑘(𝒯))|𝒵1∶(𝑘−1))

=
𝑛𝑘
∏
𝑖=1

((1 − 𝑃(𝜃𝐱𝑖↦𝐳0
𝑘 |𝒵1∶(𝑘−1)))

𝜗𝑖(Θ𝑘(𝒯))

⋅ (𝑃(𝜃𝐱𝑖↦𝐳0
𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶(𝑘−1)))

1−𝜗𝑖(Θ𝑘(𝒯)))

⋅ 𝜇𝐹(𝜙(Θ𝑘(𝒯)))

=
𝑛𝑘
∏
𝑖=1

((𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
𝜗𝑖(Θ𝑘(𝒯))

⋅ (1 − 𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
1−𝜗𝑖(Θ𝑘(𝒯)))

⋅ 𝜇𝐹(𝜙(Θ𝑘(𝒯))) (2.168)

with 𝜇𝐹(𝑚𝑐) being the probability mass function of the number of clutter based
measurements. As described in Section 2.3.3 (s. page 46), 𝜇𝐹(𝑚𝑐) might be mod-
eled either as a uniform distribution over the set {0, …, N} with N being the max-
imal possible number of clutter-based measurements in the cluster volume (non-
parametric model) with

𝜇𝐹(𝑚𝑐) =
1
𝑁 (2.169)

or by means of a Poisson distribution (parametric model) with

𝜇𝐹(𝑚𝑐) = 𝑒−�̂�𝑘
�̂�𝑚𝑐
𝑘

𝑚𝑐!
= 𝑒−�̂�𝑘

�̂�𝑚𝑐
𝑘 �̂�𝑚𝑘−𝑚𝑐

𝑘 𝑚𝑘!
𝑚𝑐! �̂�

𝑚𝑘−𝑚𝑐
𝑘 𝑚𝑘!

= 𝑒−�̂�𝑘
�̂�𝑚𝑘
𝑘

𝑚𝑘!
𝑚𝑘!

𝑚𝑐! �̂�
𝑚𝑘−𝑚𝑐
𝑘

= 𝜇𝐹(𝑚𝑘)
𝑚𝑘!

𝑚𝑐! �̂�
𝑚𝑘−𝑚𝑐
𝑘

. (2.170)

With 𝑚𝑐 = 𝜙(Θ𝑘(𝒯)) one gets

𝜇𝐹(𝜙(Θ𝑘(𝒯))) =𝜇𝐹(𝑚𝑘)
𝑚𝑘!

𝜙(Θ𝑘(𝒯))! �̂�
𝑚𝑘−𝜙(Θ𝑘(𝒯))
𝑘

. (2.171)
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The estimation of the number of expected clutter measurements �̂�𝑘 now takes
into account the existence probability of the tracked objects:

�̂�𝑘 =
𝑚𝑘

∑
𝑗=1

(
𝑛𝑘
∏
𝑖=1

(1 − 1
𝑚𝐱𝑖
𝑘
𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))

𝜔𝑗𝑖) , (2.172)

with 𝑚𝐱𝑖
𝑘 being the number of measurements in the gate of the track 𝐱𝑖 . The a-

priori probability 𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) of a joint event when assuming Poisson
distribution of the number of clutter measurements is thus given by

𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1)) =
𝜙(Θ𝑘(𝒯))!

𝑚𝑘!
⋅
𝑛𝑘
∏
𝑖=1

((𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
𝜗𝑖(Θ𝑘(𝒯))

⋅ (1 − 𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
1−𝜗𝑖(Θ𝑘(𝒯)))

⋅ 𝜇𝐹(𝑚𝑘)
𝑚𝑘!

𝜙(Θ𝑘(𝒯))! �̂�
𝑚𝑘−𝜙(Θ𝑘(𝒯))
𝑘

=
𝑛𝑘
∏
𝑖=1

(( 1
�̂�𝑘

𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
𝜗𝑖(Θ𝑘(𝒯))

⋅ (1 − 𝑃𝐷𝑃𝐺𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
1−𝜗𝑖(Θ𝑘(𝒯)))

⋅ 𝜇𝐹(𝑚𝑘) . (2.173)
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2 Basics of object tracking

This leads to the following expression for the a-posteriori probability
𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) of a joint event:

𝑃(Θ𝑘(𝒯)|𝒵1∶𝑘) = 𝑃(Θ𝑘(𝒯)|𝒵𝑘 , 𝑚𝑘 , 𝒵1∶(𝑘−1))

= 1
𝑐𝑘
𝑝(𝒵𝑘|Θ𝑘(𝒯), 𝑚𝑘 , 𝒵1∶(𝑘−1))𝑃(Θ𝑘(𝒯)|𝑚𝑘 , 𝒵1∶(𝑘−1))

= 1
𝑐𝑘

1
𝑉𝜙(Θ𝑘(𝒯))

𝑚𝑘

∏
𝑗=1

( 1
𝑃𝐺
𝒩(𝐳𝑘,𝑗 ; ̂𝐳

𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))
⋅ 𝜇𝐹(𝑚𝑘)

⋅
𝑛𝑘
∏
𝑖=1

(( 1
�̂�𝑘

𝑃𝐱𝑖𝐷 𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
𝜗𝑖(Θ𝑘(𝒯))

⋅ (1 − 𝑃𝐱𝑖𝐷 𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
1−𝜗𝑖(Θ𝑘(𝒯)))

= 1
𝑐𝑘
𝜇𝐹(𝑚𝑘)
𝑉𝑚𝑘
𝑘

𝑚𝑘

∏
𝑗=1

( 1
𝑃𝐺
𝒩(𝐳𝑘,𝑗 ; ̂𝐳

𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))

⋅
𝑛𝑘
∏
𝑖=1

(( 𝑉𝑘
�̂�𝑘

𝑃𝐱𝑖𝐷 𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
𝜗𝑖(Θ𝑘(𝒯))

⋅ (1 − 𝑃𝐱𝑖𝐷 𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
1−𝜗𝑖(Θ𝑘(𝒯)))

= 1
𝑐″𝑘

⋅
𝑚𝑘

∏
𝑗=1

( 1
𝑃𝐺
𝒩(𝐳𝑘,𝑗 ; ̂𝐳

𝐱𝑡𝑗
𝑘 , 𝐏

𝐱𝑡𝑗
𝒁𝑘𝒁𝑘 ))

𝜏𝑗(Θ𝑘(𝒯))

⋅
𝑛𝑘
∏
𝑖=1

(( 𝑉𝑘
�̂�𝑘

𝑃𝐱𝑖𝐷 𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
𝜗𝑖(Θ𝑘(𝒯))

⋅ (1 − 𝑃𝐱𝑖𝐷 𝑃𝐺 ⋅ 𝑃(∃𝐱𝑘,𝑖 |𝒵1∶(𝑘−1)))
1−𝜗𝑖(Θ𝑘(𝒯))) (2.174)

with

𝑐″𝑘 =
𝜇𝐹(𝑚𝑘)
𝑉𝑚𝑘
𝑘

𝑐𝑘 . (2.175)

The cluster area 𝑉𝑘 can be approximated as follows:

𝑉𝑘 = max(𝑉𝑘,𝑚𝑎𝑥 , 𝑉𝑘,𝑎𝑝) (2.176)
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where

𝑉𝑘,𝑎𝑝 = 𝑚𝑘

∑𝑛𝑘
𝑖=1 𝑚

𝐱𝑖
𝑘

𝑛𝑘
∑
𝑖=1

𝑉𝑖 (2.177)

and
𝑉𝑘,𝑚𝑎𝑥 = max

𝑖=1,⋯,𝑛𝑘
𝑉𝑖 (2.178)

with 𝑉𝑖 being volume of the gating region of the track 𝐱𝑖 .

2.3.7 Multi-Hypotheses Tracking (MHT)

The idea of the Multi-Hypotheses Tracking algorithms is to retard the final deci-
sion about the assignment of measurements to tracks until an unambiguous so-
lution is possible. It allows multiple association hypotheses and maintains them
throughout several frames, scoring them according to some matching criteria.
This leads to an exponentially growing tree-like structure. After N frames, a ret-
rospective decision can be made; Branches with low scores are deleted. The orig-
inal approach, which in [Bla04] is classified as the Hypothesis Oriented MHT
(HOMHT), has been described in [Rei79]. The Track Oriented MHT (TOMHT)
has been described in [Kur90]. It is similar to the HOMHT, however, a deci-
sion tree is generated separately for each track. A global hypothesis has to be
extracted from all trees. Cox & Hingorani presented a functional implementa-
tion of TOMHT in [Cox96]. An overview of different MHT algorithms is given
in [Bla04]. A conventional MHT algorithms assumes a 1:1 assignment between
tracks and measurements, i.e., it requires an extension in order to handle split and
merged detections [Ma09, Mak14]. This aggravates the main problem of the MHT
algorithm, namely its complexity, even more.
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3.1 Problem of corrupted detections

Estimation of the object existence probability as proposed in IPDA and JIPDA of-
fers a solid basis for track initiations and terminations and allows for better han-
dling of clutter and missed detections. However, as mentioned previously, these
approaches (as well as many other state-of-the-art state estimation algorithms)
start with the assumptions that an object may evoke at most one detection, that
a detection may stem from at most one tracked object, and that an obtained mea-
surement represents the entire object. These assumptions maywork perfectly fine
for tracking distant objects that give point-shaped detections (e.g., in radar track-
ing applications). In certain special cases of video-based object tracking one may
use knowledge about the appearance of the objects that are to be tracked and de-
rive a correct measurement from a partial detection. This is particularly the case
when using model-based and appearance-based object detection methods, such as
those in [Kol96, Kol97, Fle02, Ott08] and [Lei08]. In general, however, the afore-
mentioned assumptions may be violated. In many cases generic approaches have
to be used which are based on detecting and tracking moving point clouds in 3D
space or moving 2D blobs in video images. Centroids and dimensions of the detec-
tions are computed and used as measurements for data association and dynamic
state estimation algorithms.

As an example let us consider several possible video-based object tracking appli-
cations. The first one is an automotive collision detection system based on 3D data
of a stereo video camera [Gri07]. The second one is an indoor people tracking ap-
plication based on a moving blob detection algorithm [Mon09, Ste12]. Additional
examples are a ship tracking application within a maritime surveillance system
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[Teu10, Teu11] and vehicle tracking in Wide Area Motion Imagery (WAMI) data
[Teu16].

Due to the limited field of view of the cameras, occlusions, and lacking texture
in homogeneous object regions, the obtained detections may be incomplete, i.e.,
represent only a part of the object (“partial detection”, narrowed detection). In
certain cases, such as when there is a large homogeneous region in the middle of
an object or there are occlusions of the middle part of an object, one may obtain
two or more such partial detections for a single object (“split detection” ). An-
other problem is often given by an unintended detection augmentation by clutter
or (in case of themoving blob segmentation) by shadows, reflections, etc. (“falsely
augmented detections”, bloated detections). Finally, proximate objects may pro-
duce a single detection (“merged detection” ). In the case of object tracking by
means ofmoving blob detection in the images of amonocular camera thismay also
happen when the corresponding 2D image projections become too close without
objects themselves coming too close – as illustrated in Figure 3.1.

(a) (b) (c)

Figure 3.1: Merged detection in a surveillance application: (a): Original image. (b): De-
tected moving blob. (d): Detection bounding box.

Figure 3.2 illustrates some reasons and consequences of such “corrupted detec-
tions” using the example of a car-mounted side-looking stereo camera developed
for a side pre-crash detection system [Gri07, Mel09]. 3-dimensional point clouds
that have been obtained by means of stereo processing are visualized by means of
colored vertical lines to the estimated ground.
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(a) (b)

(c) (d)

Figure 3.2: (a): Phantom object due to clutter.
(b): Merged detection of closely spaced objects.
(c) and (d): Data association problem in case of split detections (truck in the
background). In case of an object entering the field of view (car in the fore-
ground) its visible extent grows causing wrong position and velocity esti-
mation.

In Figure 3.2 (a), a regular pattern of the palisade fence in the background causes
lots of clutter which leads to a clutter-based detection and creation of a phantom
track (visualized in blue). In Figure 3.2 (b), two closely spaced cars produce a sin-
gle detection (orange lines). Figure 3.2 (c) and (d) illustrate effects of partial occlu-
sions. In the frame corresponding to Figure 3.2 (c), clustering of the 3-dimensional
point clouds yielded three detections that were correctly associated to the three
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visible objects. In the course of the sequence, lack of feature points in the ho-
mogeneous area on the door and on the occluded rear part of the truck prevented
the remaining points from being clustered together resulting in three independent
detections. Only one of these detections (the middle one) could be associated with
the track (green box), for the other two detections new tracks had to be initiated
(magenta and cyan boxes in Figure 3.2 (d)). In general, such “splits” (as well as
“merges”) lead to erroneous estimation of the track position and velocity and to
track losses. A similar effect can be expected in the case of the white car in the
foreground. In the course of the sequence it is entering the field of view (FoV) and
thus “growing” in the image. It is obvious that a centroid-based tracking of such
a “growing” object leads to erroneous position and velocity estimation.

All these effects, which will henceforth be referred to as corrupted detections lead
to the generation of incorrect measurements. This leads to problems with both
data association and dynamic state estimation. Such problems may emerge in all
tracking applications that have to deal with extended nearby objects and rely on
the obtained detections without using any prior knowledge about object appear-
ance. However, unlike radar tracking applications, video-based tracking applica-
tions offer a great potential for re-identification of objects and their parts. This
thesis aims at developing a novel feature-based probabilistic data association and
object tracking concept based on re-identification and tracking of image points
(feature points) which can correctly resolve the aforementioned problems.

3.2 Related work

Along with the fundamental work in the field of radar-based target tracking,
where object tracking research was initiated, there has been a lot of research work
on object tracking done in the fields of surveillance, robotics, and ADAS in the
90s and 2000s. A considerable cost reduction of video sensors over the past few
decades lead to a rapid growth of video-based surveillance andADAS applications.
A broad overview of existing object detection, data association, and state estima-
tion approaches would go beyond the constraints of this thesis. Therefore we will
restrict this section to a short overview of multi-object tracking approaches that
introduce similar ideas to those proposed in this thesis. This is done in Subsection
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3.2.1. In addition, we would like to refer the reader to the fundamental books on
object tracking and data association, such as [Bar92, Bar93, Bla99, Bar00, Cha11,
Koc14], the book of Thrun et al. on probabilistic robotics [Thr05], the book on
vision-based environment perception and motion control by Dickmanns [Dic07],
the book on video tracking by Maggio & Cavallaro [Mag11], as well as to the book
“Statistical multisource-multitarget information fusion” by Mahler [Mah07].

An overview of results of various state-of-the-art multi-object tracking ap-
proaches for a front-looking application can be found at the website of the
KITTI Vision Benchmark Suite [Gei12]. As one can see there, the state-of-
the-art approaches are still far from being perfect, even though many of them
incorporate appearance-based object recognition methods. As pointed out in
[Jan17], a reliable tracking-by-detection can only be achieved using reasonable
object detections. Corrupted detections remain a great problem for most of
the state-of-the-art approaches. The comparison of the tracking results using
a real object detector with those using ground truth detections [Jan17] is quite
impressive. Many state-of-the-art approaches show much better performance
when using ground truth detection data, i.e., there is a lot room for improvement,
if one could properly handle corrupted detections, which are an inevitable curse
of observing dynamic scenes with unknown objects from a restricted perspective.

Regarding object detection in the automotive context, we would like to refer the
reader to the short summary given in Section 1.3 and particularly to the surveys
by Sun et al. [Sun04], Sivaraman & Trivedi [Siv13b], Mukhtar et al. [Muk15] and
Janai et al. [Jan17].

3.2.1 Related and alternative approaches

As mentioned in Section 1.3, this thesis is based on the idea of combining stereo
and motion information for tracking individual pixels in 3D space as proposed in
[Fra05b]. The major motivation there was to detect relevant objects (i.e., objects
with certain speed and motion direction) directly in the image. An extension to
this approach has been reported in [Rab07], where vision-based computation of
the ego-motion has been added for increasing accuracy and robustness of posi-
tion and velocity estimation of the individual 3D points. Initial object hypotheses
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were created by applying connected component analysis to the 3D points in a top
view map.

A different approach for fusing depth and motion information has been proposed
by Dang et al. in [Dan02]. Optical flow and disparity of individual feature points
were used as measurements in a single Extended Kalman Filter, which assumes
a purely translational motion of a rigid point cloud with respect to the camera
coordinates. The method for building initial object hypotheses for this approach
has been described in [Dan05]. First, a general obstacle detection is performed
based on a disparity map. Then, a segmentation of the detected obstacles based
on the estimated motion of equidistantly sampled image points is done.

In [Bar08], Barth & Franke proposed a method for estimating the yaw rate of the
detected objects based on [Rab07]. Initial object hypotheses are derived by seg-
menting 3-dimensional point tracks, which are generated as described in [Rab07].
From now on, the points belonging to an object are assumed to be known. Dis-
parity and 2D displacement of the tracked points are utilized as measurements
for an Extended Kalman Filter, which is used to track a reference point of the ob-
ject. The rotational object motion is modeled by means of a yaw around a rotation
point, position of which is estimated separately. Point positions relative to the es-
timated object reference point are updated in the course of time. Points that could
not be tracked in the image and points with missing disparity measurements are
removed from the object’s point list straight away. New points can be added to
the list, if they comply to specific constraints. The approach has been shown to
be effective for tracking oncoming and leading vehicles. However, the proposed
point management scheme is not sufficient for handling complex scenarios with
long-term occlusions and track splits and merges.

Utilization of dense depth maps for detecting and tracking vehicles has been pro-
posed in [Dan07]. All objects – moving vehicles as well as stationary objects –
are modeled as cuboids aligned parallel to the camera viewing direction. Object
detection is done by eliminating the road points, projecting the remaining points
onto the ground plain, and grouping the resulting 2D points in a compressed top
view space, which is produced by transforming the trapezoidal field of view into
a rectangular 2-dimensional image. The resulting cuboids are tracked using a Kal-
man Filter.
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The authors tackled the problem of associating split detections and partial detec-
tions due to the field of view restrictions. They proposed a data association ap-
proach consisting of two steps: a “coarse” association of predicted and detected 3D
cuboids and a “fine” 2D matching of projections of predicted and detected objects
in the image domain. The “coarse” association is performed by evaluating inter-
sections of the top view projection of the predicted cuboids with the rectangles
obtained by detection. The “fine” image-based matching evaluates observable ob-
ject corners, allowing to determine the object boundaries as soon as they become
observable. The authors do not allow association of a measurement to multiple
objects, i.e., there is no proper handling of merged detections. However, an associ-
ation of a single predicted object to multiple detections is allowed. Split detections
are handled by creating “meta-measurements”, which are defined as envelopes of
the individual rectangles in the camera image. Detections which touch the image
boundaries are assumed to possibly be only partly observable. No new tracks are
instantiated from such detections. However, if the detection is associated to an
existing track, it is used for an update. The position measurement is inferred from
the position of the visible object corners and the predicted cuboid size. Obviously,
the described procedure assumes frontally approaching objects, i.e., it is limited
to a front-looking application and is not capable of instantly tracking overtaking
and crossing vehicles.

In [Bar09a], the approach proposed in [Bar08] has been extended. The authors
use an Extended Kalman Filter to estimate the yaw rate of the oncoming vehicles.
Initial object hypotheses are derived from segmented 3-dimensional point tracks.
In [Bar09b] the approach proposed in [Bar08] has been extended to using dense
depth maps as an input for stereo data. Cuboids were used as a geometric ob-
ject model additionally to the tracked point clouds. In [Bar10] the authors used
an IMM-based approach for increasing the overall robustness of the tracking for
maneuvering (turning) vehicles.

In [Bad09], the idea of a compact representation of the obstacle information, the
stixels, has been presented. This memory-efficient medium-level representation
of the 3D world can abstract from the 3D points but still allows a more fine-
granular representation of obstacles and moving objects than a simple cuboid.
It offers an intuitive representation of the scene information in conjunction with
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a drastic compression of the data amount to be processed. Initially the stixels were
limited to the closest obstacle along each viewing angle. In [Pfe11], the approach
has been extended in order to model several obstacles for each image column.

A 3D extension to dense optical flow called “scene flow” has been proposed by
Vedula et al. in [Ved99]. With the increasing processing power, the computation
of the scene flow found its way into the automotive applications [Rab10]. Cur-
rent approaches consider the scene flow as a labeling problem [Bac10, Vog13].
Vogel et al. proposed to model the scene as consisting of multiple rigidly moving
piecewise planar surfaces, which correspond to superpixels in the image domain
[Vog13]. Menze & Geiger proposed to model the motion of the surface patches
by further clustering them to independently moving objects [Men15]. In general,
scene flow computation yields much better results than a simple combination of
stereo of optical flow computation [Vog15]. The computation is, however, very
time-consuming (currently in the range of multiple seconds up to minutes per
frame, i.e., it is not yet real-time capable).

In [Oše17], Ošep et al. propose a combined 2D-3D tracker based on a fusion of 2D
detections, depth information and scene flow. They use a Conditional Random
Field (CRF) model for selecting suitable observations and for solving the data as-
sociation problem. The tracking is done using Kalman Filters with a joint 2D-3D
state. Far-away objects are tracked in the image domain, while close-range objects
are tracked using a combined 2D-3D observations consisting of a 2D detection and
a 3D point cluster. The authors do not estimate the orientation of the tracked ob-
jects, i.e., all objects are modeled as cuboids coplanar to the image space. Also,
they assume a 1:1 matching between a 2D detection and 3D point cluster when
generating observations, which in reality is not always the case. They do not
utilize the information from the scene flow for associating existing tracks with
observations, which could greatly simplify and at the same time enhance the data
association. While merged 3D detections can be resolved using the 2D detections,
no handling for partial or split 3D detections is described. In cases of partial or
split 3D detections, the algorithm has to rely solely on 2D detections or, if they
are unavailable, on predictions. In conjunction with the missing estimation of the
orientation, the yaw, and the acceleration of the tracked objects, this might pose
a serious problem in complex road scenarios.
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Although presenting quite impressive results, most of the aforementioned papers,
however, do not provide a consistent approach for a comprehensive handling of
corrupted detections with an appropriate track management.

The topic of the track management has been tackled in [Lim11]. They use a front-
looking stereo camera to detect obstacles and classify them by means of the cas-
caded AdaBoost algorithm. The GNN data association is used to assign multiple
detections to multiple tracks by a one-to-one mapping. Instead of relying on ob-
ject existence probabilities as proposed in JIPDA, FBPDA [Gri09], and this work,
the authors propose to use an explicit track scoring which is calculated by the
associated detection reliability, associated recognition reliability, and associated
detection-by-tracking reliability. The authors do not perform any explicit han-
dling of split and merged detections since a 1:1 correspondence between a tracked
object and an obtained detection is assumed due to the nature of the appearance-
based object detection approach.

In [Mäh07], Mählisch et al. proposed to use IPDA for sensor data fusion. In the
following work [Mäh08] they extend their approach to JIPDA by using weighted
filter innovations with multiple ambiguous association pairs. Both schemes are
based on the assumption that a measurementmay by evoked by at most one object
and vice versa. Finally, in [Mun09], they allow possibility of assignment between
several measurements and one track for handling splits.

Genovesio et al. proposed to create virtual measurements that always allow
for an appropriate update [Gen04] in case of merged measurements. Thereby the
most probable association is used. For splitting of joint measurements evoked by
several tracks, they proposed to use the k-means algorithm, which may become
problematic when merged objects have unequal dimensions. Furthermore, if the
centroid of the joint measurement does not lie within the gate of one or more
corresponding tracks, the merge cannot be recognized and handled at all. Partial
occlusions represent another still open issue.

Kumar et al. proposed a method which copes with split and merge effects in
a surveillance application by evaluating the associations between the combined
detections and tracks, and choosing the ones of maximal probability based on
distance between contours of the resulting image blobs [Kum06]. However, even
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with identified split or merge events it is not possible to perform an appropriate
update step. Instead, prediction is used for further processing until a resolution
can be made.

Another approach for coping with incomplete, split and merged detections in a
surveillance application was proposed in [Ma09]. The authors use data from a
stationary video camera. Object detection is done by a foreground-background
segmentation and the data association problem is formulated as the maximum a-
posteriori graph traversing problem. The data association approach is based on
the MHT paradigm, i.e., it is based on a retrospective consideration of image se-
quences. The authors analyze the overlap of the predicted tracks and obtained
detections in order to recognize corrupted detections and generate virtual mea-
surements in case of split, merged and missed detections. Virtual measurements
are build by applying the Mean Shift algorithm [Che95] to the appearance his-
togram of the corresponding tracks.

An approach for solving the problem of split and merged detections by means
of a particle filter was proposed by Khan et al. in [Kha05]. The authors applied
their algorithm for tracking ants that were detected bymeans of a color segmenta-
tion algorithm. The data association is performed using the Markov Chain Monte
Carlo (MCMC) method. They allow assignments between a track and multiple
measurements (split detection) and between a measurement and multiple tracks
(merged detection). Simultaneous splits and merges, however, are not allowed.
The results of two runs have been presented showing a correct performance in
one case and track loss in the case of three interacting ants. Besides, no state-
ments about the real-time capability of the algorithm have been made.

Currently (as of June 2017), the best ranking object tracking approach according to
the KITTY benchmark dataset [Gei12, Gei] is the Multi-Class Multi-Object Track-
ing (MCMOT) approach by Lee et al. [Lee16]. It is based on MCMC as well. The
authors use an ensemble of object detectors, namely deep feature based global ob-
ject detector, deep feature based local object detector, color detector, and motion
detector and apply the deep learning based object detection technology Faster R-
CNN [Ren15]. Besides, the algorithm uses a forward-backward error validation
for recognizing track drifts that are due to changing appearance and occlusions,
and is thus not suited for a real-time application.
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The currently best online-capable approach according to the KITTY benchmark
dataset is the approach by Xiang et al. [Xia15]. They model the data association
as a Markov Decision Process (MDP) and propose to use a reinforcement learning
algorithm for learning the similarity function for the data association task from
training data. However, they use a sophisticated appearance-based object detector
[Xia17] for the initial object detection and for validation of the tracking results in
the consecutive images. Starting from the initial object detector they learn an
initial object template and track it throughout the image sequence using optical
flow. Multiple object templates are learned in the course of the tracking process in
order to compensate for appearance changes. The data association and the track
management are performed on a per-track basis using the MDP. Similarly to the
approach in [Lim11], the authors do not perform any explicit handling of split and
merged detections, since a 1:1 correspondence between a tracked object and an
obtained detection is assumed due to the nature of the appearance-based object
detection approach.

Another family of object detection and tracking approaches aim at learning and
re-identifying object parts [Sch13]. Wu & Nevatia proposed an approach for de-
tecting and tracking multiple possibly partially occluded humans by using edgelet
based part detectors [Wu07]. A human body is represented as an assembly of
body parts. In [Lei04] and [Lei08], Leibe et al. proposed an iterative algorithm
for learning an Implicit Shape Model (ISM) of an object, which in [And08] and
[Lei07a] was used for detecting and tracking pedestrians undergoing severe oc-
clusions. The original approach in [Lei04] is based on matching image patches
which are extracted around interest points with a learned “codebook of local ap-
pearance”. The codebook contains not only the appearance of object parts but also
their position with respect to the object center. Each detected object part votes
for a certain object location in the image and scale. Object hypotheses are gen-
erated by clustering points in the 3dimesional voting space (where object scale
𝑠 is the third dimension along with the image coordinates 𝑥 and 𝑦. In [Lei07b]
the authors proposed the idea of coupling detection and tracking in a surveillance
application by imposing object detection at certain locations based on estimated
object trajectories. They make a distinction between static and moving objects,
which are handled differently. The locations of static objects are computed by
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building a weighted mean of inliers to the existing hypotheses. The moving ob-
jects are tracked using an EKF.

In 2009, in parallel with our first publication of the feature-based data associa-
tion and tracking [Gri09], Jüngling & Arens published a paper where they also
propose to use tracked feature points for object tracking [Jün09]. The described
target application is a surveillance application with a stationary camera. The ini-
tial object detection is done based on a pre-learned codebook of object parts as
suggested in [Lei08]. Instead of Local Shape Descriptors used by Leibe et al., the
authors use SURF features [Bay06] to learn an ISM of the appearance of the object
classes that are to be detected and tracked. Object detection is done by means of a
voting procedure similar to those in [Lei08], the authors, however, use a slightly
different method for estimating object center. In the tracking phase, the extracted
SURF features that have been assigned to an object are cached and tracked using a
Kalman Filter and an object motion model of a constant acceleration. In the con-
secutive frames the cached features are matched with the newly extracted SURF
features using the revised Hungarian method [Mun57]. Newly detected features
that vote for the same object center location as the successfully matched features
are integrated into the object representation and contribute to the estimation pro-
cess of the new object location. After removing the features that are recognized
to belong to already tracked objects, the remaining features are used to detect
and instantiate new tracks. The approach is reported to show good performance
for detecting people, re-identifying them in case of overlapping appearances in
the image, and tracking them throughout occlusion phases. In contrast to that
work, the approach proposed in this thesis does not rely on any pre-learned ob-
ject appearance features. Object detection is done based solely on extracted range
and motion information. Nevertheless, the good performance of the approach de-
scribed in [Jün09] witnesses the general applicability of the feature-based object
tracking proposed in this thesis.

Along with classification approaches based on 2D object recognition, there exist
methods based on recognition of 3D structures from point clouds [Hac17]. Wein-
mann et al. propose a method for labeling pixels directly from 3D point clouds
using multiscale features and discriminative learning [Wei15]. They perform an
object classification based on 2D and 3D features, including verticality, absolute
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height, height difference, standard deviation of the height values, local point den-
sity, radius of the k-NN, and eigenvalues-dependent features, such as linearity,
planarity, scattering, omnivariance, anisotropy, eigenentropy, sum of eigenval-
ues, and local surface variation. Altogether the authors evaluate 21 2D and 3D
features. A classification framework based on this work has been presented in
[Wei16] and [Wei17].

The topic of high-level object management and object-oriented environment per-
ception and world modeling has been tackled by my colleagues Gheţa et al. at
the Vision and Fusion Lab (IES) of the Karlsruhe Institute of Technology (KIT)
[Ghe08, Ghe10]. The Object-Oriented World Model presented there has found its
application not only in the domain of humanoid robots but also in the domains of
indoor and maritime surveillance applications [Bau10, Bel12, Fis12].

An alternative representation of object presence is given by a family of approaches
which use a global grid-based scene representation [Sav17]. Global occupancy
grids have been used for sensor fusion and navigation of mobile robots since 80s
[Mor88, Elf89]. With the falling costs of high-resolution 3D sensors, they found
a wide entry into the automotive application area both for solving the Simulta-
neous Localization And Mapping (SLAM) tasks [Thr98, Thr05, Wan07], as well
as for model-free object tracking and collision avoidance tasks for mobile robots
[Cou03, Tay08]. A big advantage of grid-based approaches is that they allow to
perform sensor data association on a very low level. This helps to avoid many
problems that arise when trying to solve data association problem on the object
level. The disadvantage of a global grid is the necessity to maintain and update
occupancy information (and possibly additional information) for the entire field
of view, which results in high computational costs.
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4 Feature-Based Probabilistic Data
Association and Tracking
Algorithm (FBPDATA)

This chapter is structured as follows: Section 4.1 describes the basic ideas of the
proposed FBPDATA approach including a detailed description of the data asso-
ciation. Section 4.2 gives a formal derivation of the FBPDATA formulas. The
computation of the a-priori joint event probabilities and the detection likelihoods
is addressed in Section 4.2.3 and Section 4.2.4 correspondingly. The computation
of the point-to-track affiliation probabilities is described in Section 4.2.5.

4.1 Basic concepts

4.1.1 Distinction between measurements and detections

First, we must make a distinction between a detection and a measurement. In the
following, the term “detection” describes a 3D point cloud (or an image blob in the
case of a 2D tracking application). In contrast, the term “measurement” describes
the characteristic features of a detection such as its centroid and extent which
can be used in the filtering process. The process of detection and measurement
generation is depicted in Figure 4.1.

Measurements are denoted by 𝐳, whereas detections (i.e point clouds or blobs) are
denoted by 𝑑. Similarly, the 𝑗th detection at time step 𝑘 is denoted by 𝑑𝑘,𝑗 , the
entire set of detections at time step 𝑘 is denoted by 𝒟𝑘 , and the set of detection
sets since the beginning of the observation and up to time step 𝑘 is denoted by
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𝒟1∶𝑘 . The proposed data association is performed using raw detections 𝑑, (e.g.,
point clouds or image blobs) instead of measurements 𝐳.

Measurement 
Generation

Segmentation
(Clustering) d1

d2

z1

z2

Points Detections Measurements

Figure 4.1: Visualization of detection and measurement generation process.

4.1.2 Detection-by-Tracking instead of
Tracking-by-Detection paradigm

Theprinciple of the classicalTracking-by-Detection paradigm is shown in Figure
4.2 (a) and (b). Data association is done between track states 𝐱𝑖 and measurements
𝐳𝑗 , which are directly obtained from detections 𝑑𝑗 . Since one-to-one assignments
only are allowed, this leads for both merged detection scenario (a) and split de-
tection scenario (b) to three possible assignment paths, none of which is correct.

In case of a merged detection (a), the left assignment path leads to an erroneous
track state estimation for the first track (𝐱1) and to using the prediction due to the
missed detection for the second tracked object. The middle assignment path leads
to an erroneous track state estimation for the second tracked object (𝐱2) and to
using the prediction due to the missed detection for the first tracked object. The
right assignment path leads to instantiation of a spurious track (𝐱3) and to using
the prediction due to the missed detections for both existing tracks.

In case of a split detection (b), the left assignment path leads to an erroneous track
state estimation for the tracked object (𝐱1) and to instantiation of a spurious track
(𝐱2). Themiddle assignment path leads to another erroneous track state estimation
for the tracked object and to instantiation of another spurious track (𝐱3). The right
assignment path leads to instantiation of two spurious tracks (𝐱2 and 𝐱3) and to
using the prediction due to the missed detections for the existing track.

FBPDATA replaces the classical Tracking-by-Detection scheme by the Detec-
tion-by-Tracking paradigm. Its basic idea is illustrated in Figure 4.2 (c) and (d).
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(a) Data association in the case of a
merged detection: classical
Tracking-By-Detection approach.
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(b) Data association in the case of a
split detection: classical Tracking-
By-Detection approach.
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(c) Data association in the case of a
merged detection: FBPDATA
(Detection-by-Tracking).
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(d) Data association in the case of a
split detection: FBPDATA
(Detection-by-Tracking).

Figure 4.2: Comparison of a data association approach with the classical Tracking-by-De-
tection paradigm with that of FBPDATA for the cases of merged detection ((a)
and (c)) and split detection ((b) and (d)).
The principle of the classical Tracking-by-Detection approach is shown in (a)
and (b). Data association is done between track states 𝐱𝑖 and measurements 𝐳𝑗 ,
which are directly obtained from detections 𝑑𝑗 . Since one-to-one assignments
only are allowed, this leads for both merged (a) and split (b) detection scenario
to three possible assignment possibilities, none of which is correct.
The basic idea of FBPDATA is illustrated in (c) and (d). Measurement gener-
ation (“reconstruction”) is done not before, but rather after the data associa-
tion between tracked objects and obtained detections (“Detection-by-Track-
ing” paradigm). Both data association and measurement reconstruction are
based on the affiliations of the individual feature points to the tracked objects.
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Generation of track measurements from the obtained detections for the object
tracking process in FBPDATA is done not before, but rather after the data asso-
ciation step. Data association is performed between tracked objects and raw de-
tections and is based on the affiliation of the individual feature points within the
detection to the tracked objects. Instead of a “blind” conversion of detections 𝑑𝑗
into measurements 𝐳𝑗 , the appropriate measurements 𝐳𝑖 are “reconstructed” from
the obtained point clouds using knowledge about the previous affiliation of indi-
vidual feature points to the detected objects 𝐱𝑖 from previous frames. This leads for
both merged detection scenario (c) and split detection scenario (d) to two different
assignment possibilities, both of which are theoretically feasible. A distinction be-
tween a merged detection (MD) and track merge (TM) (left and right assignment
possibilities in (c)) as well as a distinction between a split detection (SD) and a
track split (TS) (left and right assignment possibilities in (d)) needs to be done.
This issue is addressed in Section 4.1.6.

The feature-basedmeasurement reconstruction offers a solution to the problem
of split, merged, and partial detections, as well as to the problem of detections
which are bloated due to clutter. Occlusion handling is facilitated by maintaining
a grid-based object extent representation in 3D. A more detailed description of
both concepts is given in the following sections.

4.1.3 Feature-based reconstruction of object dynamics

The feature-based measurement reconstruction method is based on the idea illus-
trated in Figure 4.3. Knowing the spatial relationship between a group of tracked
feature points belonging to an object and a reference point 𝐩𝑂 on this object at
time 𝑘−1 it is possible to reconstruct the position of the reference point at time 𝑘.

The reconstructed position of the reference point may be used as measurement
for the data association and track state update. Using such “virtual” measure-
ments instead of e.g., detection centroids allows to obtain much more accurate
estimates of object position and velocity, especially in cases of partial detections
due to occlusions and in cases of bloated or narrowed detections due to wrong
segmentation.
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Figure 4.3: Feature-based reconstruction of reference point position (top view). A refer-
ence point 𝐩𝑂 on a car, which enters the field of view of the sensor (visualized
by a red line), can be reconstructed using its spatial relationship to the center
of gravity 𝐩𝐶 of the tracked object points (green).

4.1.4 Grid-based reconstruction of object dimensions

After having obtained a correct position of a reference point for each tracked ob-
ject we can proceed with estimating object dimensions. Internally we represent
object extent not only by means of a cuboid but also by means of a spatial occu-
pancy function, modeled as a local grid with occupancy and occlusion estimation
for each cell. This grid-based object extent representation offers a compromise
between a coarse and a fine-granular modeling of the objects’ extent and allows
for both detection and a proper handling of occlusion situations. Figure 4.4 shows
an sample visualization of a grid-based object representation with occupied cells.

During state prediction we use the grid-based object representation to generate
appearance masks 𝑀𝐱𝑖

A (𝑢,𝑣) ∈ {0,1} for each object 𝐱𝑖 by projecting the occupied
grid cells into the camera image. By weighting the appearance masks with the
corresponding object existence probabilities and an additional probability factor
for being non-transparent, we get the appearance probability masks 𝑀𝐱𝑖

P (𝑢,𝑣).
Image inversion of the appearance probability masks leads to the transparency
probability masks 𝑀𝐱𝑖

T (𝑢,𝑣) = 1 − 𝑀𝐱𝑖
P (𝑢,𝑣).
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Figure 4.4: Grid-based object representation.

The multiplication of the transparency probability masks of foreground objects
and image inversion of the results yield the observability probability masks
𝑀𝐱𝑖

⊃ (𝑢,𝑣) and the occlusion probability masks 𝑀𝐱𝑖
⊅ (𝑢,𝑣) = 1 − 𝑀𝐱𝑖

⊃ (𝑢,𝑣) for back-
ground objects. This allows to make an occlusion reasoning for their grid cells, as
shown in Figure 4.5. Occupied grid cells can thus be preserved in case of occlu-
sions, which allows to maintain the occluded object portions, to “reconstruct” the
corresponding extent measurement, and to correctly update the track dimensions.

During the update step we create one composite object extent measurement from
all point clouds associated to the track. This is done by sorting points of each
associated point cloud into the grid, which is aligned according to the updated
dynamic track parameters. Points of each point cloud contribute to the occupancy
value of the respective grid cell according to their affiliation probability to the
track and the association probability of the point cloud. Occupation of occluded
grid cells is preserved too, as shown in Figure 4.6.

The resulting updated occupancy grid is used as a basis for generation of the track
extent measurement. We treat each occupied cell as a data point and fit a cuboid
into the point cloud obtained in this way. The length, width, and height of the
obtained cuboid are used as the “reconstructed” measurements for the track di-
mensions.
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(a)

(b)

Figure 4.5: Grid-based object representation and procedure of estimating occlusion proba-
bilities of occupied object cells (camera image (a) and top view (b)). Estimation
of occlusion probabilities for individual grid cells of tracked objects is achieved
by means of appearance masks (blue) and occlusion mask (red).
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Figure 4.6: Grid-based reconstruction of object dimensions measurement.

4.1.5 Reference point filtering

At the track instantiation we use the center of the fitted cuboid as the reference
point that is to be tracked. In the consecutive frames, the center of the cuboid,
which is obtained by means of the grid-based extent reconstruction, does not nec-
essarily coincide with this tracked reference point. Ignoring this fact leads to an
erroneous relocation of the estimated object shape to the old reference point 𝐩𝑂 .
Especially in the cases of objects entering the FoV of the sensors, the estimated
object shape is systematically placed around the wrong reference point as shown
in Figure 4.7.

Shifting the reference point to the center 𝐩𝑁 of the fitted cuboid leads to incorrect
results as well, as shown in Figure 4.8. This is due to the fact that the object
dimensions are filtered, i.e., a weighted sum of prediction and measurement is
used as the a-posteriori state estimation of the object extent.

In order to cope with this problem, we propose to shift the reference point to a
filtered position 𝐩𝐹 , i.e., to weight coordinates of both the originally estimated
reference point and the measured cuboid center with factors that are computed
from the ratio of the corresponding predicted and filtered object dimensions.
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Figure 4.7: Wrong placement of the estimated object shape in the case of ignoring relo-
cation of the reference point. The estimated (i.e., filtered) object shape (thick
orange box) protrudes from the real object extend, if placed around the tracked
reference point. Thin orange box: predicted measurement of the object extent;
thin blue box: measured object extent.
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Figure 4.8: Wrong placement of the estimated object shape in the case of explicitly setting
the reference point to the new cuboid center. The estimated (i.e., filtered) ob-
ject shape (thick blue box) lags behind (especially with regard to the car front),
if shifted to the center of the fitted cuboid. Thin orange box: predicted mea-
surement of the object extent; thin blue box: measured object extent; thick
blue box: filtered object shape placed around the measured cuboid center.
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Figure 4.9: Correct placement of the estimated object shape in the case of filtering refer-
ence point position. The car front is correctly tracked, if the estimated (i.e., fil-
tered) object shape is placed around the filtered reference point position. Thin
orange box: predicted measurement of the object extent; thin blue box: mea-
sured object extent; thick magenta box: filtered object shape placed around
the filtered reference point position.

The filtered position is computed as follows:

𝑥𝐹 = 𝑥𝑂 + (𝑥𝑁 − 𝑥𝑂) ⋅ 𝜌𝑥 , (4.1)
𝑦𝐹 = 𝑦𝑂 + (𝑦𝑁 − 𝑦𝑂) ⋅ 𝜌𝑦 , (4.2)
𝑧𝐹 = 1/2 ⋅ ℎ𝑈 , (4.3)

with weighting factors

𝜌𝑥 =
|Δ𝑥𝑃 − Δ𝑥𝑈 |

|Δ𝑥𝑃 − Δ𝑥𝑈 | + |Δ𝑥𝑃 − Δ𝑥𝑀 |
(4.4)

and

𝜌𝑦 =
|Δ𝑦𝑃 − Δ𝑦𝑈 |

|Δ𝑦𝑃 − Δ𝑦𝑈 | + |Δ𝑦𝑃 − Δ𝑦𝑀 |
, (4.5)

where 𝑥𝐹 , 𝑦𝐹 , and 𝑧𝐹 are the coordinates of the filtered reference point position
𝐩𝐹 ; 𝑥𝑂 and 𝑦𝑂 are the coordinates of the old reference point 𝐩𝑂 in Frame 𝑘; 𝑥𝑁 and
𝑦𝑁 are the coordinates of the center 𝐩𝑁 of the fitted cuboid; Δ𝑥𝑃 and Δ𝑦𝑃 are the
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predicted lateral and longitudinal object extent; Δ𝑥𝑀 and Δ𝑦𝑀 are the measured
(reconstructed) lateral and longitudinal object extent; and Δ𝑥𝑈 , Δ𝑦𝑈 , and ℎ𝑈 are
the updated lateral and longitudinal object extent as well as updated object height
after the Kalman Filter correction step.

The result of the proposed reference point filtering procedure is shown in Fig-
ure 4.9.

4.1.6 Distinction between four split & merge
data association events

Thenext important issue is the introduction of a classification scheme of data asso-
ciation events incorporating assignments between a track and multiple detections
and vice versa. In order to correctly handle such multiple assignments, one has
to make a distinction between different possible reasons for such situations. In
addition to the regular data association events, such as correct detection (true pos-
itive), correct non-detection (true negative), phantom detection (false positive),
and missing detection (false negative), we introduce four basic split & merge data
association events:

• Merged detection (MD)
• Track merge (TM)
• Split Detection (SD)
• Track split (TS)

They are illustrated in Figure 4.10.

When two tracks result in a single detection, there are two scenarios that could
have led to this situation. The first one is when two objects evoke a single detec-
tion due to an incorrect segmentation, as shown in Figures 3.1 and 3.2 (b). In this
case (we will speak here of a “Merged Detection” (MD)) both tracks have to be
maintained and the (corrupted) detection has to be appropriately handled in order
to enable a correct update of both tracks. But there is also another scenario that
one can think of. The existing tracks may correspond to parts of a real object that
has not been detected correctly in previous time steps due to over-segmentation.
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(b) Split Detection (SD).
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(d) Track Split (TS).

Figure 4.10: Classification of data association events that incorporate splits and merges.

In this case (which will be referred to as a “Track Merge” (TM)) a new track has
to be created and the existing tracks have to be deleted.

A similar ambiguity arises when a single track is assigned to two or more detec-
tions. Each detection may correspond either to a part of the previously correctly
tracked object (“Split Detection” (SD)), as shown in Figure 3.2 (d) or to an actu-
ally existing small object that in the past has been detected together with other
objects due to an under-segmentation (“Track Split” (TS)).

An appropriate distinction between the MD and the TM scenarios, as well as be-
tween the SD and the TS scenarios is only possible, if a dedicated appearance-
based or model-based object recognition method is available. If such possibility is
not given, the only assumption one can make in order to resolve these ambiguities
is that the segmentation errors occur sporadically and most of the time a correct
segmentation is given.
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The disambiguation can be made only in the course of time. Until then both hy-
potheses have to be established and maintained in parallel. Adoption of this strat-
egy would lead to implementation of a computationally intensive multiscan ap-
proach (Multi-Hypotheses-Tracking), which propagates multiple mutually exclu-
sive object representations throughout multiple frames. FBPDATA offers a sub-
optimal but significantly less computationally expensive alternative.

4.1.7 Distinction between different causes for
missed and unassociated detections

In addition to the distinction between a non-existence and non-observability of
an object in case of a missed detection, which is made in [Muš02], we make an
additional distinction between a non-detection due to deficiencies of the sensors
or a failure of the object detection algorithm (in the following denoted as ∅) and
a non-detection due to an – in many cases predictable – occlusion situation (de-
noted as ⊅). Furthermore, for detections that cannot be associated to any of the
existing tracks, two possible causes are taken into consideration: high clutter den-
sity and appearance of new, previously not known objects. The two sources are
denoted as c⃝ (the clutter source) and b⃝ (the birth source). Often there ex-
ist some criteria that allow for a distinction between clutter-based detections and
true object detections. Examples of such criteria are density of the feature points,
homogeneity of their velocities, texture characteristics of the relevant image re-
gion etc. The FBPDATA approach allows to integrate this information by taking
it into account when computing the corresponding likelihoods. The same is valid
for the spatial distribution of the detections. Emergence of new objects is usu-
ally justified only at the borders of the sensor’s field of view or occlusions. This
can be also taken into account by integrating this information into the a-priori
probability computation.

4.1.8 Definition of stochastic joint data association events

Similar to JIPDA, we estimate object existence probabilities and use them for track
instantiation, confirmation, and termination, as well as for computation of the
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association weights 𝛽 that are used during the track state update. The respective
equations are derived from the state estimation problem formulation similarly to
the derivation in JIPDA. FBPDATA also considers mutually exclusive joint data
association events, which are conjunctions of assignments between tracks and
observed detections. A joint data association event Θ is defined in a way that
allows to make the following statements:

• for each obtained detection whether it is due to
– an already tracked object
– merge of two (or more) detections of already tracked objects
– a new previously not known object
– clutter

• for each maintained track:
– whether it exists
– whether it is occluded
– whether it gives a split detection
– whether a corresponding detection is absent due to

a sensor or detection failure.

As an illustration, joint events may be visualized bymeans of bipartite graphs con-
necting current detections with their causes, as shown in Figure 4.11 (a). On the
left side of the bipartite graph we put tracks 𝐱1, … , 𝐱𝑛𝑘 that are currently known to
the system. On the right side we put the currently obtained detections 𝑑1, … , 𝑑𝑚𝑘

.
Additionally, on the track side we put two special elements: the clutter source c⃝,
which is responsible for emerging of the clutter-based detections, and the birth
source b⃝, which is responsible for appearance of the new, previously not known
objects. On the detection side we additionally put three possible causes for a
missed detection, namely ∅, which indicates a missed detection due to a failure of
the sensor or detection algorithms, ⊅, which indicates a missed detection due to
non-observability (i.e., occlusion), and ∄, which indicates that the corresponding
object does not exist, which obviously also implies absence of a detection.

Joint events are considered to be feasible when each regular element (track or
measurement) is interconnected either with a special element or with one or more
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regular elements on the other side of the graph. Associations between two special
elements are prohibited.

A feasible joint data association event Θ may thus contain six types of edges 𝜃𝑘
between observations and their sources:

• 𝜃𝐱𝑖↦𝑑𝑗
𝑘 : assumption that detection 𝑑𝑗 has been caused by the tracked
object 𝐱𝑖

• 𝜃 b⃝↦𝑑𝑗
𝑘 : detection 𝑑𝑗 has been caused by a so far not known object

• 𝜃 c⃝↦𝑑𝑗
𝑘 : assumption that detection 𝑑𝑗 has been caused by clutter

• 𝜃𝐱𝑖↦⊅
𝑘 : track 𝐱𝑖 did not evoke a detection because it is occluded

• 𝜃𝐱𝑖↦∅
𝑘 : track 𝐱𝑖 did not evoke a detection because of a sensing error

• 𝜃𝐱𝑖↦∄
𝑘 : track 𝐱𝑖 did not evoke a detection because the it does not exist

Joint events can also be visualized by means of a matrix, as shown in Fig-
ure 4.11 (b). Both representations are equivalent.

𝒳𝑘 𝒟𝑘

𝐱1𝐱2𝐱3
c⃝
b⃝

𝑑1
𝑑2
⊅
∅
∄

(a) Modeling of data association by
means of a bipartite graph

𝑑1 𝑑2 ∅ ⊅ ∄
𝐱1
𝐱2
𝐱3
c⃝
b⃝

(b) Representation of a joint event by
means of a matrix

Figure 4.11: A possible joint data association event for the case of three tracks and two
detections represented as a graph and as a matrix.

The fact of not receiving a measurement for a known track will be in the following
denoted by 𝑑0, which is an aggregation of the two special elements ∅ and ⊅. Sim-
ilarly, the aggregation of the clutter source and the birth source will be denoted
by 𝐱0.
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In order to represent the dependencies within the joint events Θwe introduce the
following elementary events:

Event of existence of the target 𝐱𝑖 at time step 𝑘:

∃𝐱𝑘,𝑖 ∶ 𝜃𝐱𝑘,𝑖↦∄ ∉ Θ . (4.6)

Event of non-existence of the target 𝐱𝑖 at time step 𝑘:

∄𝐱𝑘,𝑖 ∶ 𝜃𝐱𝑘,𝑖↦∄ ∈ Θ . (4.7)

Missed detection event for the object 𝐱𝑖 at time step 𝑘:

∅𝐱𝑘,𝑖 ∶ 𝜃𝐱𝑘,𝑖↦∅ ∈ Θ . (4.8)

Event of a clutter-based 𝑑𝑗 detection event at time step 𝑘:

c⃝𝑗 ∶ 𝜃 c⃝↦𝑑𝑘,𝑗 ∈ Θ . (4.9)

Event of the track birth from the detection 𝑑𝑗 at time step 𝑘:

b⃝𝑗 ∶ 𝜃 b⃝↦𝑑𝑘,𝑗 ∈ Θ . (4.10)

Non-observability event for the object 𝐱𝑖 at time step 𝑘 due to occlusion (occlusion
event):

⊅𝐱𝑘,𝑖 ∶ 𝜃𝐱𝑘,𝑖↦⊅ ∈ Θ . (4.11)

Non-occlusion event for the object 𝐱𝑖 at time step 𝑘:

⊃𝐱𝑘,𝑖 ∶ 𝜃𝐱𝑘,𝑖↦∄ ∉ Θ ∧ 𝜃𝐱𝑘,𝑖↦⊅ ∉ Θ . (4.12)

Split detection event for the track 𝐱𝑖 at time step 𝑘:

𝑖 ≺ {𝑗} ∶ ∀𝑟 ∈ {1, … , 𝑚𝑘} ∶ 𝑟 ∈ {𝑗} ⇔ 𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑟 ∈ Θ . (4.13)
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Merged detection event for the tracks {𝐱𝑖} at time step 𝑘:

{𝑖} ≻ 𝑗 ∶ ∀𝑟 ∈ {1, … , 𝑛𝑘} ∶ 𝑟 ∈ {𝑖} ⇔ 𝜃𝐱𝑘,𝑟↦𝑑𝑘,𝑗 ∈ Θ . (4.14)

The occurrence of the elementary events within a joint association event is mod-
eled by means of multi-dimensional random variables 𝑬𝑘(Θ), 𝑩𝑘(Θ), 𝑶𝑘(Θ), 𝑺𝑘(Θ),
𝑴𝑘(Θ), 𝑵𝑘(Θ), and 𝑪𝑘(Θ), that give statements about object existence, births and
occlusions, as well as about splits, merges, missed, and clutter-based detections
respectively, and are defined as

𝑬𝑘(Θ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐸𝑘,1(Θ)
⋮

𝐸𝑘,𝑖(Θ)
⋮

𝐸𝑘,𝑛𝑘 (Θ)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 𝑩𝑘(Θ) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝐵𝑘,1(Θ)
⋮

𝐵𝑘,𝑗(Θ)
⋮

𝐵𝑘,𝑚𝑘
(Θ)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, etc. (4.15)

with formative random variables

𝐸𝑘,𝑖(Θ) = {
1 if ∃𝐱𝑘,𝑖
0 if ∄𝐱𝑘,𝑖

(4.16)

𝐵𝑘,𝑗(Θ) = {
1 if b⃝𝑗

0 else
(4.17)

𝑂𝑘,𝑖(Θ) = {
1 if ⊅𝐱𝑘,𝑖
0 if ⊃𝐱𝑘,𝑖

(4.18)

𝑆𝑘,𝑖↦{𝑗}(Θ) = {
1 if 𝑖 ≺ {𝑗}
0 else

(4.19)
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𝑀𝑘,{𝑖}↦𝑗(Θ) = {
1 if {𝑖} ≻ 𝑗
0 else

(4.20)

𝑁𝑘,𝑖(Θ) = {
1 if ∅𝐱𝑘,𝑖
0 else

(4.21)

𝐶𝑘,𝑗(Θ) = {
1 if c⃝𝑗

0 else .
(4.22)

4.1.9 Track clustering

For computation of the a-posteriori association probabilities between tracks and
point clouds (association weights), all possible assignment hypotheses (joint
events) have to be considered. The number of joint events that have to be evalu-
ated grows exponentially with the number of tracks and point clouds. As shown
in [Col92], this is an NP hard problem. In order to reduce the computational
complexity, we use a track clustering scheme similar to the one described in
[Muš02]. Prior to the actual data association, tracks are divided into disjoint
groups with no common point clouds, that are then considered separately.
Joint events are built and evaluated separately for each cluster. This allows to
drastically reduce the number of considered joint data association events and
significantly reduces the algorithm complexity.

4.1.10 Gating based on feature point affiliations

In most Multi-Object Tracking applications, a position-based gating is done, i.e., a
detection is rejected, if its centroid does not lie within the gate of the tracked object
[Kum06, Mäh08]. In PDA and JPDA, gating is done based on the Mahalanobis dis-
tance between the predicted and the real measurement (s. Section 2.3.3.1, page 41).
Specification of a gating probability leads to definition of a hyperelliptical gating
region around the predicted measurement ̂𝐳𝑘 . This makes sense for point-shaped
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targets and under assumption that a track may evoke only one detection and vice
versa. In case of extended objects with possibly incomplete or merged detections,
this may lead to erroneous rejections as shown in Fig. 4.12.

(a) Merged detection (b) Split detection (c) Partial
occlusion

Figure 4.12: Erroneous measurement rejection caused by a position-based gating in cases
of corrupted detections.

In the case of a video-based application with feature point tracking, rejection
of detections may be done based on the affiliation of the appertaining points to
tracks. Associations are considered infeasible and are rejected straight away, if a
detection does not contain any tracked points that are affiliated to the considered
track.

The only case that has to be considered separately is the case of objects that
reappear after an occlusion phase. Identification of such cases is done using the
feature-based approach too. The detection may be assumed to be a re-emerging
object part, if most of the appertaining feature points are not yet affiliated to any
tracked object. The association to the track is considered feasible, if the detected
point cloud lies within the predicted object extent or not far from it and if the
measurement reconstruction procedure produces a feasible measurement for the
reference point of the track. Incorporation of the reconstructed reference point
position instead of the detection centroid allows to efficiently avoid gating er-
rors that are due to bias between predicted measurements and real measurements
obtained from bloated or partial detections.
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4.1.11 Feature point management

Noise, blurring effects, correspondence confusion errors, and short-term occlu-
sions cause temporary dropouts in feature point tracking. In the case of a front-
looking automotive application, there might be additional causes for dropouts,
such as rain drops, spray clouds raised by preceding vehicles, or windshield
wipers. This problem is solved by means of an efficient feature point manage-
ment scheme which allows to maintain point tracking in spite of measurement
dropouts of both spatial and temporal correspondence search algorithms.

In case of dropouts in depth estimation, points can be tracked further using pre-
dicted depth values until the regular depth estimation is possible again. In case
of ambiguous or missing correspondences between two consecutive frames (opti-
cal flow dropouts), points can be propagated using predicted point motion in the
hope that at some point an unambiguous correspondence will be found. Re-iden-
tification trials are made in each frame using optical flow computation between
the current frame and the latest frame in which the point has been seen.

4.1.12 Track management

Track management in FBPDATA follows the Track-Before-Detect (TBD) para-
digm, i.e., tracking of hypotheses before confirming them as valid tracks. Track
instantiation is done, if a detection lies outside of the gates of existing tracks or
if the probability of representing a new track is higher than the sum of associa-
tion probabilities to existing tracks. Initialization of track position and extent are
done using position and extent of the cuboid fitted into the point cloud. Since
detections consist of already tracked points, their mean velocity is used for ini-
tialization of the object velocity. This leads to a much better convergence of the
state estimator. Yaw rate and acceleration are initialized with zero. A track is
confirmed, if the object existence probability exceeds a pre-defined threshold 𝑇∃.
It should be chosen high enough to allow confirmation of tracks whose existence
have been unambiguously confirmed through a sequence of measurements. Ab-
sence of measurements for erroneously initiated clutter-based tracks, as well as
high death probability for tracks that leave the field of view of the sensors, lead to
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decreasing existence probability of such tracks. If existence probability falls below
a certain (small) threshold 𝑇∄, tracks are terminated. Obviously, for correct track
management according to this scheme, track birth probability should lie above
𝑇∄ but below 𝑇∃. An example of track management according to this scheme is
shown in Figure 4.13.

Terminate

Track Before Detect

Confirm

1 2 3 4 5 6 7 8 9 10
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0.1
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P i,kx
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Figure 4.13: Existence based confirmation and termination of tracks according to Track-
Before-Detect scheme. A track 𝐱1, which has been initialized for a real ob-
ject, is confirmed through further observations. At the end of the sequence,
it leaves the field of view of the sensors, which leads to a decreasing exis-
tence probability and fast track termination. The second track 𝐱2 is falsely
initialized due to clutter. Absence of further detections leads to termination
of this track.
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4.2 Formal derivation

4.2.1 State estimation problem formulation

Before we derive the FBPDATA formulas, let us consider the object state estima-
tion problem as it has been formulated in JIPDA (cf. Equation (2.150) on Page 67):

�̂�𝑘,𝑖 = 𝔼[𝑿𝑘,𝑖 |∃𝐱𝑘,𝑖 , 𝒵1∶𝑘] =
𝑚𝑘

∑
𝑗=0

𝔼[𝑿𝑘|𝜃
𝐱𝑖↦𝐳𝑗
𝑘 , 𝒵1∶𝑘] ⋅ 𝑃(𝜃

𝐱𝑖↦𝐳𝑗
𝑘 |∃𝐱𝑘,𝑖 , 𝒵1∶𝑘)

=
𝑚𝑘

∑
𝑗=0

𝛽𝐱𝑖↦𝐳𝑗
𝑘 �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 (𝐳𝑘,𝑗 − ̂𝐳𝐱𝑖𝑘 )

= �̂�−𝑘 + 𝐊𝑘

𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑖𝑘,𝑗

= �̂�−𝑘 + 𝐊𝑘 ⋅ ̃𝐳𝐱𝑖𝑘,Comp (4.23)

with innovation

̃𝐳𝐱𝑖𝑘,𝑗 = 𝐳𝑘,𝑗 − ̂𝐳𝐱𝑖𝑘 (4.24)

being the innovation of the track 𝐱𝑖 produced by the measurement 𝐳𝑗 at time step
𝑘 and

̃𝐳𝐱𝑖𝑘,Comp ∶=
𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑖↦𝐳𝑗
𝑘 ̃𝐳𝐱𝑖𝑘,𝑗 (4.25)

being the composite innovation for the track 𝐱𝑘,𝑖 . One of the assumptions made
by JPDA and JIPDA at this point is that a detection (and the corresponding mea-
surement) are evoked by at most one track or by clutter (cf. Section 2.3.5, Page
61). This assumption does not hold in case of merged detections. Additionally,
all PDA derivates including JPDA and JIPDA assume that measurements depend
only on the state of the originating object and that measurement errors have a
Gaussian distribution (cf. Section 2.3.3.1, Page 42). These assumptions are sys-
tematically violated in occlusion situations as well as in cases of measurements
obtained from split, merged and bloated detections.
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4.2 Formal derivation

Measurements that are built from corrupted detections in general have a non-
Gaussian error distribution and are furthermore not independent on the constel-
lation of objects with respect to the sensor. Both the existence and appearance of
the individual measurements depend on the constellation of the scene, i.e., tracks
may not be considered independently from each other.

In case of a corrupted detection 𝑑𝑘,𝑗 , the obtained measurement 𝐳𝑘,𝑗 will be biased.
The innovation ̃𝐳𝐱𝑖𝑘,𝑗 , computed from the predicted “ideal” measurement ̂𝐳𝐱𝑖𝑘 and
the actually obtained biased measurement 𝐳𝑘,𝑗 , will be biased as well. A state
estimation based on it does not make much sense. A more reasonable approach
would be to consider different possible joint data association eventsΘ and to build
a weighted sum

�̂�𝑘,𝑖 = 𝔼[𝑿𝑘,𝑖 |∃𝐱𝑘,𝑖 , 𝒟1∶𝑘]

= ∑
Θ∈𝚯𝐱𝑖↦∃

𝑘

𝔼[𝑿𝑘,𝑖 |Θ, ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘] ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘) (4.26)

of the joint event dependent conditional expectations

�̂�Θ𝑘,𝑖 ∶= 𝔼[𝑿𝑘,𝑖 |Θ, ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘] , (4.27)

where

𝚯𝐱𝑖↦∃
𝑘 ∶= {Θ|𝜃𝐱𝑘,𝑖↦∄ ∉ Θ} (4.28)

is the set of joint events Θ that assume existence of the track 𝐱𝑖 at time 𝑘.

The joint event dependent conditional expectation from 4.27 can be computed
using the joint event dependent innovation ̃𝐳𝐱𝑖,Θ𝑘,Corr ∶= 𝐳𝐱𝑖,Θ𝑘,Corr − ̂𝐳𝐱𝑖,Θ𝑘

𝔼[𝑿𝑘,𝑖 |Θ, ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘] = �̂�−𝑘,𝑖 + 𝐊𝑘(Θ) ⋅ (𝐳
𝐱𝑖,Θ
𝑘,Corr − ̂𝐳𝐱𝑖,Θ𝑘 )

= �̂�−𝑘,𝑖 + 𝐊𝑘(Θ) ⋅ ̃𝐳𝐱𝑖,Θ𝑘,Corr . (4.29)

where ̂𝐳𝐱𝑖,Θ𝑘 is the joint event dependent measurement prediction for track 𝐱𝑖 (i.e.,
measurement prediction under the assumption of detection corruption due to oc-
clusions, splits and merges as they are defined in the joint event Θ), and 𝐳𝐱𝑖,Θ𝑘,Corr is
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the measurement obtained from the corresponding real detection 𝑑𝐱𝑖,Θ𝑘,Corr. 𝐊𝑘(Θ)
is the joint event dependent Kalman gain.

In principle, this means that for each track 𝐱𝑘,𝑖 , one has to predict correspond-
ing detections ̂𝑑𝐱𝑖,Θ𝑘 for all conceivable joint events Θ, i.e., detections that would
be obtained according to occlusions, splits and merges defined by the respective
joint event Θ. For distant tracking of point-shaped targets this approach might
be reasonable, as shown in [Cha84]. The reason is a rather simple measurement
model that allows for an independence assumption of the single measurements
and leads to a great simplification. In our case this approach is not applicable.
It would imply prediction of all steps of the detection process, which is a quite
complex problem since it requires modeling of the complete data acquisition and
measurement formation process including emerging uncertainties at all process
stages such as feature extraction, stereo correspondence search, computation of
optical flow, point clustering, fitting etc. Note also the dependence of the Kalman
gain 𝐊𝑘(Θ) on the joint event Θ. Different joint events may imply different mea-
surement formation models (e.g., in cases of incomplete detections, merges and
splits), which in turn lead to different Kalman gains. In most cases it will even not
be possible to obtain a linear measurement model, which would lead to the failure
of the entire approach.

FBPDATA proposes an alternative solution to this problem. The idea of predicting
expected observations ̂𝑑𝐱𝑖,Θ𝑘 for each conceivable joint event and comparing them
with the actually obtained detections is abandoned. Instead, the “ideal” prediction
̂𝐳𝐱𝑖𝑘 is computed for each track (i.e., the measurement that would be obtained in the
ideal case, if no effects such as (partial) occlusions, splits and merges influenced
themeasurement process). For each joint eventΘ, this “ideal” prediction is set into
relation with the artificially generated “ideal” measurement 𝐳𝐱𝑖𝑘,Reco(Θ). The index
“Reco” stands for “Reconstructed” and means that the measurement is artificially
reconstructed from detections 𝑑𝑘,𝑗 that according to the currently considered joint
event Θ are associated to the track 𝐱𝑖 .
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4.2 Formal derivation

In this case Equation (4.29) transforms to

𝔼[𝑿𝑘,𝑖 |Θ, ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘] = �̂�−𝑘,𝑖 + 𝐊𝑘(Θ) ⋅ (𝐳
𝐱𝑖
𝑘,Reco(Θ) − ̂𝐳𝐱𝑖𝑘 )

= �̂�−𝑘,𝑖 + 𝐊𝑘(Θ) ⋅ ̃𝐳𝐱𝑖𝑘,Reco(Θ) . (4.30)

Here, ̃𝐳𝐱𝑖𝑘,Reco(Θ) is the joint event dependent innovation obtained from the “ideal”
prediction and the reconstructed “ideal” measurement.

Equation (4.26) becomes then

�̂�𝑘,𝑖 = 𝔼[𝑿𝑘,𝑖 |∃𝐱𝑘,𝑖 , 𝒟1∶𝑘]

= ∑
Θ∈𝚯𝐱𝑖↦∃

𝑘

𝔼[𝑿𝑘,𝑖 |Θ, ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘] ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)

= ∑
Θ∈𝚯𝐱𝑖↦∃

𝑘

�̂�Θ𝑘,𝑖 ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)

= ∑
Θ∈𝚯𝐱𝑖↦∃

𝑘

�̂�−𝑘,𝑖 ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)

+ ∑
Θ∈𝚯𝐱𝑖↦⊃

𝑘

𝐊𝑘(Θ) ⋅ (𝐳
𝐱𝑖
𝑘,Reco(Θ) − ̂𝐳𝐱𝑖𝑘 ) ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)

= �̂�−𝑘,𝑖 + ∑
Θ∈𝚯𝐱𝑖↦⊃

𝑘

𝐊𝑘(Θ) ⋅ ̃𝐳𝐱𝑖𝑘,Reco(Θ) ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘) , (4.31)

where 𝚯𝐱𝑖↦⊃
𝑘 denotes the set of joint events that assume the track 𝐱𝑖 being vis-

ible at time 𝑘. A great simplification can be achieved when assuming that the
reconstruction rules with respect to a track are the same for each actually ob-
tained detection independently on the joint event Θ. This means that a detection
should contribute to the track reconstruction in the same manner regardless of
whether it is considered as being a 1:1 correspondence of the track, a part of it, or
a conglomeration of several tracks. Such approach can be realized by means of a
feature-based measurement reconstruction. Doing so allows to use a unified (and
much simpler) measurement model and a joint event-independent Kalman gain
𝐊𝑘(Θ) = 𝐊𝑘 .
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In case of a joint event assuming a split detection for a track, the reconstructed
measurement 𝐳𝐱𝑖𝑘,Reco(Θ) is composed from several detections. Here, the reconstruc-
tions 𝐳𝐱𝑖𝑘,Reco(𝑗) obtained from the single detections have to be weighted according
to their importance factors 𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) within the joint event:

𝐳𝐱𝑖𝑘,Reco(Θ) =
𝑚𝑘

∑
𝑗=1

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ⋅ 𝐳𝐱𝑖𝑘,Reco(𝑗) . (4.32)

These weighting factors 𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) reflect how much detection 𝑑𝑘,𝑗 contributes
to the state estimation of track 𝐱𝑘,𝑖 within joint event Θ. One may think of dif-
ferent approaches for defining this detection importance factor. Along with the
feature-based computation of a similarity measure one may incorporate the num-
ber of contributing feature points and their affiliation probabilities to the track.
Another, much simpler approximation can be done by assuming that all associated
detections within a joint event have the same importance, i.e., to use the uniform
weight distribution function:

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ∶= {
0 , if 𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 ∉ Θ ,

1

|{𝑗|𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗∈Θ}|
, otherwise .

(4.33)
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4.2 Formal derivation

This leads to

�̂�𝑘,𝑖 = 𝔼[𝑿𝑘,𝑖 |∃𝐱𝑘,𝑖 , 𝒟1∶𝑘]

= ∑
Θ∈𝚯𝐱𝑖↦∃

𝑘

𝔼[𝑿𝑘,𝑖 |Θ, ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘] ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)

= �̂�−𝑘,𝑖 + ∑
Θ∈𝚯𝐱𝑖↦⊃

𝑘

𝐊𝑘(Θ) ⋅ (𝐳
𝐱𝑖
𝑘,Reco(Θ) − ̂𝐳𝐱𝑖𝑘 ) ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)

= �̂�−𝑘,𝑖 + 𝐊𝑘 ⋅ ∑
Θ∈𝚯𝐱𝑖↦⊃

𝑘

((
𝑚𝑘

∑
𝑗=1

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ⋅ 𝐳𝐱𝑖𝑘,Reco(𝑗) − ̂𝐳𝐱𝑖𝑘 )

⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)) (4.34)

= �̂�−𝑘,𝑖 + 𝐊𝑘 ⋅ ∑
Θ∈𝚯𝐱𝑖↦⊃

𝑘

(
𝑚𝑘

∑
𝑗=1

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ⋅ (𝐳𝐱𝑖𝑘,Reco(𝑗) − ̂𝐳𝐱𝑖𝑘 )

⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)) (4.35)

= �̂�−𝑘,𝑖 + 𝐊𝑘 ⋅
𝑚𝑘

∑
𝑗=1

(𝐳𝐱𝑖𝑘,Reco(𝑗) − ̂𝐳𝐱𝑖𝑘 ) ⋅ ( ∑
Θ∈𝚯𝐱𝑖↦⊃

𝑘

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ)

⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘)) (4.36)

= �̂�−𝑘,𝑖 + 𝐊𝑘 ⋅
𝑚𝑘

∑
𝑗=1

̃𝐳𝐱𝑖𝑘,Reco(𝑗) ⋅ ∑
Θ∈𝚯

𝐱𝑖↦𝑑𝑗
𝑘

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘) (4.37)

= �̂�−𝑘,𝑖 + 𝐊𝑘 ⋅
𝑚𝑘

∑
𝑗=1

( ̃𝐳𝑡𝑟𝑘𝑖𝑘,Reco(𝑗) ⋅ 𝛽𝐱𝑘,𝑖↦𝑑𝑘,𝑗) , (4.38)

where

𝛽𝐱𝑘,𝑖↦𝑑𝑘,𝑗 = ∑
Θ∈𝚯

𝐱𝑖↦𝑑𝑗
𝑘

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ⋅ 𝑃(Θ|∃𝐱𝑘,𝑖 , 𝒟1∶𝑘) (4.39)

are the association weights similar to those in JPDA and JIPDA and

𝚯𝐱𝑖↦𝑑𝑗
𝑘 ∶= {Θ|𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 ∈ Θ} . (4.40)
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Note that the step between (4.34) and (4.35) is possible due to the fact that

𝑚𝑘

∑
𝑗=1

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) = 1 , (4.41)

and the step between (4.35) and (4.36) is possible due to the fact that the mea-
surement reconstruction 𝐳𝐱𝑖𝑘,Reco(𝑗) for individual detections and thus also the cor-
responding innovations ̃𝐳𝐱𝑖𝑘,Reco(𝑗) = (𝐳𝐱𝑖𝑘,Reco(𝑗) − ̂𝐳𝐱𝑖𝑘 ) are independent on the con-
sidered joint event Θ.

Restricting the sum to joint events containing the association 𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 in (4.37)
may be done due to the fact that according to the definition in (4.33)

𝜛𝐱𝑘,𝑖↦𝑑𝑘,𝑗 (Θ) ∶= 0 if 𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 ∉ Θ . (4.42)

4.2.2 Computation of the association weights 𝛽𝐱𝑘,𝑖↦𝑑𝑘,𝑗

In (4.39), the a-posteriori joint event probability conditioned on the existence of
an object 𝐱𝑘,𝑖 is given by

𝑃(Θ| ∃𝐱𝑘,𝑖 , 𝒟1∶𝑘) =
𝑃(∃𝐱𝑘,𝑖 | Θ, 𝒟1∶𝑘) ⋅ 𝑃(Θ| 𝒟1∶𝑘)

𝑃(∃𝐱𝑘,𝑖 | 𝒟1∶𝑘)
, (4.43)

where

𝑃(∃𝐱𝑘,𝑖 | Θ, 𝒟1∶𝑘) = {
1 for 𝜃𝐱𝑘,𝑖↦∄ ∉ Θ
0 otherwise

(4.44)

and

𝑃(∃𝐱𝑘,𝑖 | 𝒟1∶𝑘) = ∑
Θ∈𝚯𝑘

𝑃(∃𝐱𝑘,𝑖 | Θ, 𝒟1∶𝑘) ⋅ 𝑃(Θ|𝒟1∶𝑘)

= ∑
Θ∈𝚯𝐱𝑖↦∃

𝑘

𝑃(Θ| 𝒟1∶𝑘) (4.45)
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similar to JIPDA. However, the a-posteriori probability 𝑃(Θ|𝒟1∶𝑘) of a joint event
is computed differently. It is done using the Bayesian approach:

𝑃(Θ| 𝒟1∶𝑘) = 𝑃(Θ| 𝒟𝑘 , 𝒟1∶𝑘−1)

= 1
𝐶FBPDA
𝑘

⋅ 𝑝(𝒟𝑘| Θ, 𝒟1∶𝑘−1) ⋅ 𝑃(Θ| 𝒟1∶𝑘−1) , (4.46)

where 𝑃(Θ|𝒟1∶𝑘−1) is the a-priori probability of a joint eventΘ and 𝑝(𝒟𝑘|Θ, 𝒟1∶𝑘−1)
is the likelihood of the obtained detection set conditioned on this joint event.
𝐶FBPDA
𝑘 is the normalization constant. Equations for computation of the a-priori

joint event probability 𝑃(Θ|𝒟1∶𝑘−1) and the likelihood 𝑝(𝒟𝑘|Θ, 𝒟1∶𝑘−1) of a detec-
tion set conditioned on this joint event are presented in Sections 4.2.3 and 4.2.4.

4.2.3 Computation of the a-priori joint event probabilities

When computing the a-priori joint event probabilities one has to take into account
dependencies between the individual random variables. The observability of a
track depends on the existence of other tracks in the scene, splits and merges are
only possible, if a track is assumed to be detectable, and so on. Hence, 𝑃(Θ| 𝒟1∶𝑘−1)
is computed as follows:

𝑃(Θ| 𝒟1∶𝑘−1) =

= 𝑃 (𝑪𝑘(Θ),𝑴𝑘(Θ), 𝑺𝑘(Θ), 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ)| 𝒟1∶𝑘−1)

= 𝑃 (𝑪𝑘(Θ)| 𝑴𝑘(Θ), 𝑺𝑘(Θ), 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

⋅ 𝑃 (𝑴𝑘(Θ)| 𝑺𝑘(Θ), 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

⋅ 𝑃 (𝑺𝑘(Θ)| 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

⋅ 𝑃 (𝑵𝑘(Θ)| 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

⋅ 𝑃 (𝑶𝑘(Θ)| 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

⋅ 𝑃 (𝑩𝑘(Θ)| 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

⋅ 𝑃 (𝑬𝑘(Θ)| 𝒟1∶𝑘−1) . (4.47)

The computation of the probabilities in (4.47) is addressed in the remainder of this
section.
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4.2.3.1 A-priori joint existence probability

The a-priori joint existence probability 𝑃𝑘|𝑘−1 (𝑬(Θ)) is computed as the product of
the individual a-priori existence probabilities of the tracked objects in the joint
association event:

𝑃𝑘|𝑘−1 (𝑬(Θ)) ∶= 𝑃 (𝑬𝑘(Θ)|𝒟1∶(𝑘−1)) =
𝑛𝑘
∏
𝑖=1

𝑃 (𝐸𝑘,𝑖(Θ)| 𝒟1∶(𝑘−1)) (4.48)

with

𝑃 (𝐸𝑘,𝑖(Θ) = 1| 𝒟1∶(𝑘−1)) = 𝑃 (∃𝐱𝑘,𝑖 | 𝒟1∶(𝑘−1))

= 𝑃 (∃𝐱𝑘,𝑖 | ∃𝐱𝑘−1,𝑖) ⋅ 𝑃 (∃𝐱𝑘−1,𝑖 | 𝒟1∶(𝑘−1))

+ 𝑃 (∃𝐱𝑘,𝑖 | ∄𝐱𝑘−1,𝑖) ⋅ 𝑃 (∄𝐱𝑘−1,𝑖 | 𝒟1∶(𝑘−1))

= 𝑃∃→∃(𝐱𝑘,𝑖) ⋅ 𝑃 (∃𝐱𝑘−1,𝑖 | 𝒟1∶(𝑘−1))

+ 𝑃∄→∃(𝐱𝑘,𝑖) ⋅ 𝑃 (∄𝐱𝑘−1,𝑖 | 𝒟1∶(𝑘−1)) (4.49)

and

𝑃 (𝐸𝑘,𝑖(Θ) = 0| 𝒟1∶(𝑘−1)) = 𝑃 (∄𝐱𝑘,𝑖 | 𝒟1∶(𝑘−1))

= 1 − 𝑃 (∃𝐱𝑘,𝑖 | 𝒟1∶(𝑘−1)) , (4.50)

where 𝑃∃→∃(𝐱𝑘,𝑖) is the persistence probability and 𝑃∄→∃(𝐱𝑘,𝑖) the birth probabil-
ity for the track 𝐱𝑖 at time point 𝑘. The a-posteriori existence and non-existence
probabilities 𝑃 (∃𝐱𝑘−1,𝑖 | 𝒟1∶(𝑘−1)) and 𝑃 (∄𝐱𝑘−1,𝑖 | 𝒟1∶(𝑘−1)) from the last time step
are assumed to be known. This corresponds to the Markov chain approach used
in IPDA.

4.2.3.2 A-priori joint birth probability

To enable track initiation, each detection may be also considered as being
evoked by a new, previously not known track. For preventing creation of
multiple equivalent representations for the same object, the a-priori probability
𝑃 (𝐵𝑘,𝑗(Θ)|𝑬𝑘(Θ), 𝒟1∶𝑘−1) of track birth from a detection 𝑗 is conditioned on the
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4.2 Formal derivation

existence of other tracks around this detection. If the track that is going to be
created from a detection seems to correspond to one of the already existing
tracks, the a-priori joint birth probability has to be drastically reduced. This
may be realized using Mahalanobis distance as a measure for track similarity. In
our approach we utilize the point-to-track affiliations instead. If a point cloud
mainly consists of tracked points that are affiliated to existing objects, its a-priori
birth probability is set to zero. If a point cloud mainly consists of tracked points
that are not affiliated to any existing objects, and it can not be associated to a
re-emerging object part, its a-priori birth probability is set to (1 − 𝑃𝐹𝑃𝑐 ) where 𝑃𝐹𝑃𝑐
is the cardinal probability of a false negative detection due to clutter.

The a-priori joint birth probability 𝑃 (𝑩𝑘(Θ)| 𝑬𝑘(Θ), 𝒟1∶𝑘−1) is computed as the
product of the individual a-priori probabilities:

𝑃𝑘|𝑘−1 (𝑩(Θ)) ∶ = 𝑃 (𝑩𝑘(Θ)| 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

= ∏
{𝑗|𝐵𝑘,𝑗(Θ)=1}

𝑃 (𝐵𝑘,𝑗(Θ)| 𝑬𝑘(Θ), 𝒟1∶𝑘−1) . (4.51)

4.2.3.3 A-priori joint occlusion probability

The probability for the tracked objects to be occluded depends on the probability
of the existence of the other objects in the foreground. Furthermore, it depends
on the size of the visible object surface and opacity of the occluding objects. For
computation of the occlusion probability we first determine which objects lie in
foreground of other objects and can be occluded at all. Then we compute the
so-called appearance masks for both foreground and background objects. This is
done by projecting the occupied cells of an object into the camera image. Eval-
uating those appearance masks for each joint event as described in Section 4.1.4
we can predict occluded and visible areas of the background objects. In order
to get a detection, the visible area in the image (i.e., number of visible pixels)
has to exceed some pre-defined threshold. Another possibility to estimate the a-
priori occlusion probability is given due to the grid-based object representation
approach. The probability of occlusion may be computed from the number of
the object cells that are predicted as being visible. If their number exceeds some
threshold, the occlusion probability will be set to zero. This kind of occlusion
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4 Feature-Based Probabilistic Data Association and Tracking Algorithm (FBPDATA)

reasoning automatically excludes physically impossible occlusion configurations
(e.g., an occluded object without an occluder) from further consideration by set-
ting their probability to zero.

The functional dependency between the visible object area and occlusion proba-
bility may be modeled by means of the function shown in Figure 4.14. Here, 𝐴 is
(dependent on the model) either the number of visible object pixels or the number
of visible object grid cells and 𝜖 is the residual probability to see the object through
the occluders.

𝑃(⊅𝐱)

𝐴

1
(1−𝜖)

0 𝐴min

Figure 4.14: Estimation of the a-priori occlusion probability from the number of visible
pixels

The a-priori joint occlusion probability is computed as the product of the individ-
ual a-priori probabilities:

𝑃𝑘|𝑘−1(𝑶(Θ)) ∶=𝑃(𝑶𝑘(Θ)| 𝑬𝑘(Θ), 𝑩𝑘(Θ), 𝒟1∶𝑘−1)

= ∏
{𝑖|𝐸𝑘,𝑖(Θ)=1}

𝑃(𝑂𝑘,𝑖(Θ)| 𝑬𝑘(Θ), 𝑩𝑘(Θ), 𝒟1∶𝑘−1) . (4.52)

4.2.3.4 A-priori joint probability for missing detections

The a-priori probability for a tracked object to be not detected due to low reso-
lution of the sensor or failure of the detection algorithm depends on the size and
texture of the visible object surface in the image and on the parameters of the
detection algorithms. An approximation of this dependency can be made by tak-
ing into consideration the predicted size of the visible object parts and comparing
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4.2 Formal derivation

them with the size of the area sufficient for making a detection:

𝑃(∅𝐱𝑘,𝑖 | ∃𝐱𝑘,𝑖 , ⊃𝐱𝑘,𝑖 , 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1) =

= 𝑃(𝑁𝑘,𝑖(Θ) = 1| ∃𝐱𝑘,𝑖 , ⊃𝐱𝑘,𝑖 , 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

= max (1 − 𝐴
𝐴min

, 0) (4.53)

and

𝑃(𝑁𝑘,𝑖(Θ) = 0| ∃𝐱𝑘,𝑖 , ⊃𝐱𝑘,𝑖 , 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1) =

= min ( 𝐴
𝐴min

, 1) , (4.54)

with 𝐴 being the area of the predicted visible object surface (disregarding oc-
clusions) and 𝐴min being minimal visible area which is sufficient for making a
detection. This dependency is depicted in Figure 4.15.

𝑃(∅𝐱)

𝐴

1

0 𝐴min

Figure 4.15: Estimation of the a-priori probability of a missed detection from the number
of visible pixels

The individual misses are considered to bemutually independent, thus the a-priori
joint probability is computed as the product of the individual probabilities:

𝑃𝑘|𝑘−1(𝑵(Θ)) ∶=𝑃(𝑵𝑘(Θ)| 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

= ∏
{𝑖|𝑂𝑘,𝑖(Θ)=0}

𝑃(𝑁𝑘,𝑖(Θ)| 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1) . (4.55)
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4 Feature-Based Probabilistic Data Association and Tracking Algorithm (FBPDATA)

4.2.3.5 A-priori joint probability for split detections

A split detection may occur in the following cases: If there is a homogeneous area
or an occlusion in the middle of an object. This is rather difficult to model. How-
ever, the probability of an object to evoke a split detection grows with the object
size. One may approximate this dependency by means of the function depicted in
Figure 4.16 where 𝑤 is the visible object width in pixels, which is determined from
the object appearance mask, 𝑤min is the minimal visible object width for making
a detection, 𝑤max is the image width, and 𝜆 is the maximal a-priori probability of
a split detection.

𝑃

𝑤

1

𝜆

0 𝑤min 𝑤max

Figure 4.16: Estimation of the a-priori probability for getting a split detection

The feature-based approach allows to considerably simplify the computation. Due
to the fact that we have the possibility to robustly detect split detections based on
the point-to-track affiliations, the probabilistic handling may be dropped. We set
the a-priori probability of an object to evoke a split detection to one, if points
affiliated to the corresponding track are found in more than one detection. In the
opposite case the probability is set to zero.

Since the individual split events are mutually independent, the corresponding a-
priori joint probability can be computed as the product of the individual probabil-
ities for each track:

𝑃(𝑺𝑘(Θ)| 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ),𝑬𝑘(Θ), 𝒟1∶𝑘−1) =

= ∏
{𝑖| 𝑆𝑘,𝑖≺{𝑗}(Θ)=1}

𝑃(𝑆𝑘,𝑖≺{𝑗}(Θ)| … ) . (4.56)
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4.2.3.6 A-priori joint probability for merged detections

A merged detection may occur in cases when two objects are sufficiently close to
each other and there is a lot of clutter in between. This is also an issue which is
very hard to model exactly.

Approximation of the merge probability between two tracks 𝑖 and 𝑙 may be mod-
eled using the function depicted in Figure 4.17. Here, Δ𝑝(𝐱𝑘,𝑖 ,𝐱𝑘,ℓ) represents the
distance between the two closest points of the tracks 𝐱𝑘,𝑖 and 𝐱𝑘,ℓ . Δmax denotes
the maximal possible distance that still allows for a merge.

𝑃

∆𝑝

1

0 ∆max

Figure 4.17: Estimation of the a-priori probability for getting a merged detection

Due to the fact that we have the possibility to robustly detect merged detections
based on the point-to-track affiliations, the probabilistic handling may be consid-
erably simplified here too. We set the a-priori probability of a detection to be a
merged detection of two tracks to one, if its points are affiliated to both tracks. In
the opposite case the probability is set to zero.

The joint merge probability is computed analogous to other probabilities as the
product of the probabilities of the individual merges.

4.2.3.7 A-priori joint probability for clutter-based detections

The a-priori probability for getting clutter-based detections as specified by 𝑪𝑘(Θ)
may be modeled similarly to the JPDA approach [For80] using a Poisson distribu-
tion. However, we model it differently, using the feature-based approach instead.
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4 Feature-Based Probabilistic Data Association and Tracking Algorithm (FBPDATA)

This is done analogously to the procedure described in Section 4.2.3.2. Similarly
to the procedure used for the birth probability computation we utilize the point-
to-track affiliations. If a point cloud mainly consists of tracked points that are
affiliated to existing objects, its a-priori probability of being a clutter-based detec-
tion is set to zero. If a point cloud 𝑑𝑗 mainly consists of tracked points that are
not affiliated to any tracked objects, and it can not be associated to a re-emerging
object part, the a-priori probability

𝑃(𝐶𝑘,𝑗(Θ) = 1| 𝑴𝑘(Θ), 𝑺𝑘(Θ), 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

is set to 𝑃𝐹𝑃𝑐 .

The a-priori joint clutter probability

𝑃(𝑪𝑘(Θ)| 𝑴𝑘(Θ), 𝑺𝑘(Θ), 𝑵𝑘(Θ), 𝑶𝑘(Θ), 𝑩𝑘(Θ), 𝑬𝑘(Θ), 𝒟1∶𝑘−1)

is computed as the product of the individual a-priori probabilities:

𝑃𝑘|𝑘−1 (𝑪(Θ)) ∶=𝑃(𝑪𝑘(Θ)| 𝑴𝑘(Θ), … , 𝒟1∶𝑘−1)

= ∏
{𝑗|𝐶𝑘,𝑗(Θ)=1}

𝑃(𝐶𝑘,𝑗(Θ)| 𝑴𝑘(Θ), … , 𝒟1∶𝑘−1) . (4.57)

4.2.4 Likelihood computation of an observation set

The conditional likelihood 𝑝(𝒟𝑘| Θ, 𝒟1∶𝑘−1) of the complete detection set 𝒟𝑘
is given as the product of the individual conditional detection likelihoods
𝑝(𝑑𝑘,𝑗 | Θ, 𝒟1∶𝑘−1):

𝑝(𝒟𝑘| Θ, 𝒟1∶𝑘−1) =
𝑚𝑘

∏
𝑗=1

𝑝(𝑑𝑘,𝑗 | Θ, 𝒟1∶𝑘−1) . (4.58)

The likelihoods 𝑝(𝑑𝑘,𝑗 | Θ, 𝒟1∶𝑘−1) of detections that in the joint event Θ are as-
sumed to be evoked by a regular track are computed using the Mahalanobis dis-
tance between the predicted and the reconstructed measurements. As mentioned
in Section 4.1.7, in the case of detections that are assumed to be evoked by clut-
ter or by a new not yet tracked object, the likelihood computation may introduce
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4.2 Formal derivation

a distinction between the two origins. Parameters for the distinction might be
e.g., the density of the feature points, the homogeneity of their velocities, or the
texture characteristics of the relevant image region.

4.2.5 Computation of the point-to-track affiliations

Each tracked point 𝐩𝑞 is considered to have an affiliation either to one or more ob-
jects in the scene or to clutter. The corresponding affiliation probability is denoted
as 𝑃(𝐱𝑖 ↦ 𝐩𝑞) and 𝑃( c⃝ ↦ 𝐩𝑞) correspondingly. The affiliation probabilities can
be determined based on the association weights 𝛽𝐱𝑖↦𝑑𝑗

𝑘 of the association between
the detection 𝑑𝑘,𝑗 containing the considered point 𝐩𝑞 and the track 𝐱𝑘,𝑖 .

This can be derived from the following equation:

𝑃(𝐱𝑘,𝑖 ↦ 𝐩𝑞| 𝒟1∶𝑘) =
𝑚𝑘

∑
𝑗=1

𝑃(𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 , 𝐩𝑞 ∈ 𝑑𝑘,𝑗 | 𝒟1∶𝑘)

=
𝑚𝑘

∑
𝑗=1

𝑃(𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 , | 𝒟1∶𝑘) ⋅ 𝑃(𝐩𝑞 ∈ 𝑑𝑘,𝑗 | 𝒟1∶𝑘)

=
𝑚𝑘

∑
𝑗=1

𝛽𝐱𝑘,𝑖↦𝑑𝑘,𝑗 ⋅ 𝑃(𝐩𝑞 ∈ 𝑑𝑘,𝑗 | 𝒟1∶𝑘) , (4.59)

with

𝑃(𝐩𝑞 ∈ 𝑑𝑘,𝑗 | 𝒟1∶𝑘) = {
1 if 𝐩𝑞 ∈ 𝑑𝑘,𝑗 ,
0 else .

(4.60)

In order to overcome sporadically occurring corrupted detections, we introduce a
memory effect by implementing a recursive filter with a gain factor 𝑔 ∈ [0; 1]:

𝑃(𝐱𝑘,𝑖 ↦ 𝐩𝑞| 𝒟1∶𝑘) = 𝑔 ⋅ 𝛽𝐱𝑖↦𝑑𝑗
𝑘 + (1 − 𝑔) ⋅ 𝑃(𝐱𝑘,𝑖 ↦ 𝐩𝑞| 𝒟1∶𝑘−1) . (4.61)

The underlying assumption is that corrupted detections are exceptions and that
most of the time detections reflect the correct picture and can be used as the rep-
resentatives of objects (or their parts). The new point affiliation to each track is

127



4 Feature-Based Probabilistic Data Association and Tracking Algorithm (FBPDATA)

hence computed as a weighted sum of the old (predicted) affiliation probability to
the track 𝑃(𝐱𝑘−1,𝑖 ↦ 𝐩𝑞| 𝒟1∶𝑘−1) and the current association weight 𝛽𝐱𝑖↦𝑑𝑗

𝑘 of the
edge between the track and the the point cloud containing the point.

128



5 Stereo-video based object tracking
system for side collision detection

5.1 Overview

In Section 1.3, an overview flowchart of the video data processing pipeline was
presented. A more detailed flowchart is depicted in Figure 5.1.

The video processing framework consists of 5 main modules:

• Stereo Processing Module

• Point Tracking Module

• Ego-Motion Estimation Module

• Object Detection Module

• Object Tracking Module

The Stereo Processing Module is responsible for processing the corresponding
binocular image pairs and obtaining depth data. It consists of submodules for
feature extraction, correspondence analysis and depth reconstruction. For facili-
tation of feature point tracking, the Stereo Correspondence Module incorporates
a sophisticated feature extraction procedure that re-uses already tracked features.

The Point Tracking Module fuses depth values of the feature points that are ob-
tained from the Stereo Processing Module with the 2D displacements that are
obtained by establishing correspondences in consecutive monocular images. This
allows tracking of object points in the 3-dimensional space.
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Figure 5.1: Flowchart of the video processing.
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In order to obtain an initial search region for correspondence establishment, a pro-
jection of the predicted 3D position into the image is used. For this purpose, the
camera motion between two consecutive frames has to be estimated and compen-
sated. This is done bymeans of the vehicle data within the Ego-Motion Estimation
Module.

The Object Detection Module uses clustering methods in order to obtain detec-
tions from the sets of 6-dimensional feature points. As a preprocessing step, points
belonging to the ground have to be eliminated. Remaining points are clustered
and give detections for the subsequent tracking.

The next step is generation of more elaborate object hypotheses, i.e., estimation
of object properties such as position, extent and motion parameters. This is done
within the Object Tracking Module, which performs data association, dynamic
state estimation, and track management. At this step, a natural assumption of
classical tracking-by-detection algorithms is that each detection corresponds to a
single object (true positive) or to clutter (false positive) and that a measurement
obtained from a true positive detection represents the entire object. Thus, data
association and track state estimation are performed using measurements, which,
in our case, can be generated by fitting cuboids into the obtained point clouds.
In FBPDATA we revise this assumption, i.e., we assume that a detection does not
necessarily correspond to a single object and vice versa. As pointed out in Sec-
tion 4.1, data association in FBPDATA is performed using raw detections instead
of measurements. Dedicated object hypotheses are built after the data associa-
tion step using a feature-based approach for reconstructing object dynamics and
a grid-based approach for reconstructing object dimensions and location.

In order to enable usage of the most simple object motion models and risk as-
sessment constraints, the system uses absolute coordinates and velocities of the
tracked points and objects. However, in order to avoid numerical problems and er-
rors through dead reckoning, in each frame the absolute coordinate system (world
coordinate system) is re-attached to the new vehicle position i.e., moved accord-
ing to the the motion of the ego-vehicle. This requires an appropriate compen-
sation procedure for all absolute coordinates and velocities. This compensation
is done using the ego-motion parameters (rotation and translation) that are esti-
mated within the Ego-Motion Estimation Module.
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The following sections give background knowledge and describe implementation
of the framework and its modules. Section 5.2 gives details about motion model-
ing for the ego-vehicle. Section 5.3 deals with camera modeling and calibration.
Section 5.4 introduces the concept of optical flow. In Section 5.5, basics of stereo
vision are presented. Section 5.6 describes the principle and the implementation
of the 3D point tracking and discusses the issue of image feature selection. Sec-
tion 5.7 describes the object detection process. Finally, Section 5.8 deals with the
aspects of the implemented object tracking cycle.

5.2 Ego-motion computation

In this work, ego-vehicle motion is modeled by means of the so called “bicycle
model” which gives a very good approximation of the real vehicle motion and
is often used for modeling vehicle dynamics [Zom91, Mit04]. The model is moti-
vated by the actual kinematics of a wheeled vehicle with a front wheel steering.
It assumes that the normals of both front wheels coincide which makes it possible
to model them by means of a rigid steerable front axis with a single virtual wheel
in the middle of the axis. The same is done for the rear wheels. This reduces the
vehicle to a two-wheeler, from which the model derives its name. Bicycle model
neglects drift angle and slip, the velocity is attached to the rear axis and is oriented
along the wheelbase.

In case of constant steering angle, the bicycle model describes a circular motion
around the instantaneous center of rotation (ICR) which is defined by the in-
tersection point of both normals. The angle between the normals of both virtual
wheels corresponds to the steering angle as shown in Figure 5.2.

The radius 𝑟 of the circle can be calculated from the wheelbase 𝑙WB and the angle
between the two wheel normals (which corresponds to the steering angle 𝛼):

𝑟 = 𝑙WB
tan(𝛼) . (5.1)

132



5.3 Camera modeling

Knowing the current vehicle velocity, steering angle and the video frame rate
allows to compute the translation and the rotation of the vehicle between two
video frames.

ICR

α

r

α
v

WBl

Figure 5.2: Bicycle model.

5.3 Camera modeling

For making statements about the scene observed by a video camera one requires a
geometric camera model, i.e., a transformation model that describes the relation-
ship between the scene structure and the captured image. A camera model allows
to derive the rules for transforming a world point 𝐩W = (𝑥W, 𝑦W, 𝑧W) into the im-
age (pixel) coordinates 𝐩 = (𝑢, 𝑣). The inverse problem of determining a world
point from its image coordinates is called back projection or reconstruction.
The inverse problem is under-determined since a third parameter, the depth is
missing. It can only be solved using additional constraints such as e.g., stereopsis
which is described in Section 5.5.
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5.3.1 Idealized camera modeling

The simplest, idealized camera model is the so called pinhole camera model. It
is shown in Figure 5.3. It assumes that the world is observed through an infinitely
small aperture 𝐨C, referred to as the optical center of the camera or the camera
projection center. The image plane 𝐼 is situated behind the optical center at the
distance 𝑓 (focal length). Each point on the image plane 𝐼 defines a viewing ray
that goes through the optical center. The optical center is the origin of the pinhole
camera coordinate system. Its 𝑧 axis is perpendicular to the image plane and de-
fines the viewing direction of the camera. 𝑧 is called optical axis of the camera.
The 𝑥 and 𝑦 axes are perpendicular to the 𝑧 axis and are spanning the focal plane
𝐹𝑜𝑐𝑎𝑙𝑃𝑙𝑎𝑛𝑒. The focal plane is thus parallel to the image plane.
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Figure 5.3: Pinhole camera model.

The pinhole camera model provides upside down images. This can be avoided by
introduction of a virtual image in front of the optical center as shown in Figure 5.3.
The 𝑧 axis intersects the (virtual) image plane in a point 𝐜 called principal point.
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5.3 Camera modeling

For the image coordinates with the origin in the principal point and 𝑢′ and 𝑣′ axes
parallel to the 𝑥 and 𝑦 axes of the camera coordinate system, this leads to the
following projection rules:

For a world point 𝐩W = (𝑥W, 𝑦W, 𝑧W) with camera coordinates 𝐩C = (𝑥C, 𝑦C, 𝑧C),
the corresponding point 𝐩′ = (𝑢′, 𝑣′) in image coordinates is derived by means of
the intercept theorem:

𝑢′ = 𝑓 ⋅ 𝑥C𝑧C
, (5.2)

𝑣′ = 𝑓 ⋅ 𝑦C𝑧C
. (5.3)

Since image processing algorithms work with pixels, there are additional neces-
sary steps. First of all, the origin of the image coordinate system is set not to the
principal point but to an image corner, usually the upper left one. Furthermore,
two scaling factors 𝑠ᵆ and 𝑠𝑣 are introduced for conversion of the image coordi-
nates 𝑢 and 𝑣 frommeters to pixels. They also allow to model non-quadratic pixels
(when 𝑠ᵆ ≠ 𝑠𝑣). And, finally, an optional skew factor 𝑠 can also be modeled for the
case of non-rectangular pixels. In most cases however, the 𝑠ᵆ = 𝑠𝑣 and the skew
factor is zero.

Using 𝑓 ∶= 𝑠ᵆ ⋅ 𝑓 and 𝑓𝑣 ∶= 𝑠𝑣 ⋅ 𝑓, the new projection rules are thus given by

𝑢 = 𝑓 ⋅ 𝑥C + 𝑠 ⋅ 𝑦C
𝑧C

+ 𝑢𝐜 , (5.4)

𝑣 = 𝑓𝑣 ⋅
𝑦C
𝑧C

+ 𝑣𝐜 , (5.5)

with (𝑢𝐜, 𝑣𝐜) being the coordinates of the principal point in pixels. The overall
transformation from camera coordinates into normalized image coordinates can
be formulated as a matrix multiplication:
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. (5.6)
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Division by 𝑧C executes the projection 𝑢′ = 𝑥C

𝑧C
and 𝑣′ = 𝑦C

𝑧C
thus performing a

normalization of the vector 𝐩C = (𝑥C, 𝑦C, 𝑧C)𝑇 so that the last (third) coordinate
becomes 1. This yields the vector �̌�C = (𝑢′, 𝑣′, 1)𝑇 in normalized image coordi-
nates. The camera matrix 𝐂 contains the so called intrinsic camera parame-
ters, i.e., parameters responsible for the imaging process and not related to the
observed world. It transforms the normalized camera coordinates (𝑢′, 𝑣′, 1) into
image coordinates (𝑢, 𝑣, 1), with unit focal length as the applicate.

The camera coordinates (𝑥C, 𝑦C, 𝑧C) of a world point are, on their part, obtained
from the world coordinates (𝑥W, 𝑦W, 𝑧W) by an affine transformation consisting of
a rotation 𝐑 and a translation vector 𝐭:

𝐩C = 𝐑 ⋅ 𝐩W + 𝐭 . (5.7)

The overall transformation can be represented in a compact way using homoge-
neous coordinates:
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. (5.8)

The matrix 𝐄 contains the extrinsic parameters of the camera that are indepen-
dent from the actually used camera and describe its position and orientation with
respect to the scene. Note that the projection-related normalization is performed
implicitly in homogeneous coordinates.

5.3.2 Distortions

In contrast to the pinhole model, real cameras use lenses for gathering the incom-
ing light and focusing it on the imager. This leads to several side effects, such as
limited depth of field and distortions. Distortions can be modeled by means of a
nonlinear function 𝑑(⋅) ∶ �̌�C ↦ �̌�D which is applied to the undistorted normalized
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image coordinates �̌�C that are obtained before applying the camera matrix 𝐂:

�̌�D = 𝑑(�̌�C) . (5.9)

According to the distortion model of Brown [Bro71], the distorted image coordi-
nates �̌�D = (𝑢″, 𝑣″) may be approximated by

𝑢″ = 𝑢′(1 + 𝜅1𝑟2 + 𝜅2𝑟4) + 2𝜌1𝑢′𝑣′ + 𝜌2(𝑟2 + 𝑢′2) , (5.10)
𝑣″ = 𝑣′(1 + 𝜅1𝑟2 + 𝜅2𝑟4) + 2𝜌2𝑢′𝑣′ + 𝜌1(𝑟2 + 𝑣′2) . (5.11)

The radial distortion parameters 𝜅1 and 𝜅2 unfold their effect depending on the
radius 𝑟 = √𝑢′2 + 𝑣′2 from the principal point 𝐜 = (𝑢𝐜, 𝑣𝐜) and play the most
dominant role. The tangential distortion parameters 𝜌1 and 𝜌2 play a minor part
and are often neglected by setting them to zero as done in [Zha00]. The overall
transformation �̌�W ↦ �̌� for the pinhole model with distortions is given by

�̌� = 𝐂 ⋅ �̌�D = 𝐂 ⋅ 𝑑(�̌�C) = 𝐂 ⋅ 𝑑(𝐄 ⋅ �̌�W) . (5.12)

Since distortion parameters are independent from the scene they also belong to
intrinsic parameters of a camera. Both intrinsic and extrinsic parameters are ob-
tained by means of a calibration process which is described in Section 5.3.3.

5.3.3 Camera calibration

The parameters of the pinhole camera model are obtained in a process called
calibration. In this work the intrinsic camera calibration method proposed by
Zhengyou Zhang in [Zha00] is used. It uses a planar chess board pattern with
known number and size of the squares. The pattern does not need to be placed in
a certain position, it is sufficient to capture several images while either the pattern
or the camera is moved around so that different views of the pattern are obtained.

In order to obtain the extrinsic camera parameters, an image of a scene with sev-
eral marked points with known image coordinates has to be taken. Then camera
rotation and translation with respect to the world coordinate system are obtained
by marking those points in the image and performing robust estimation of the 6
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5 Stereo-video based object tracking system for side collision detection

degrees of freedom of the transformation. Figure 5.4 shows examples of images
taken for intrinsic and extrinsic camera calibration.

(a) Chess board pattern used for intrinsic
camera calibration.

(b) Image taken for extrinsic calibration.
Position of the black and white tiles
are known in the world coordinates.

Figure 5.4: Example of images taken for intrinsic and extrinsic camera calibration.

5.4 Optical flow

If an image sequence is captured while there is a relative motion between the
camera and the observed scene, i.e., either the camera or the observed objects
are moving, the same scene points are projected to different image coordinates.
The perceived displacement in the image is called optical flow (OF)1. A vector
𝐝 = (Δ𝑢, Δ𝑣) describing displacement between two corresponding image points
𝐩𝑘 = (𝑢1, 𝑣1) and 𝐩𝑘+1 = (𝑢2, 𝑣2) (i.e., image points belonging to the same scene
point 𝐩W = (𝑥W, 𝑦W, 𝑧W)) in two consecutive images is called optical flow vector.
The entirety of the OF vectors in an image is called optical flowfield. An example
of an optical flow field is shown in Figure 5.5.

A distinction is made between dense and sparse optical flow fields. Dense flow
fields assign an optical flow vector to each image pixel, in sparse flow fields flow
vectors are defined only for a set of selected image points.

1 sometimes also optic flow
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5.4 Optical flow

(a) Image from a video sequence
taken from a moving vehicle
by a side-looking camera.

(b) Corresponding optical flow field
(visualized by means of black lines).

Figure 5.5: Example of a sparse optical flow field (black lines in the right image) for a set
of selected image points (green points in the left image).

For calculation of the optical flow there have to be established correspondences
between the consecutive images. The problem of finding corresponding points in
two images is referred to as the correspondence problem. The correspondence
problem may have an ambiguous or even no solution. The reasons for this issue
are explained in the following.

5.4.1 Challenges of the correspondence problem

Solution to the corresponding problem is based on the assumption that scene
points look similar in all consecutive images, i.e., that they have specific char-
acteristic properties that do not change significantly throughout the sequence.
However, in addition to the thermal measurement noise of the image pixels and
quantization errors that occur during the image acquisition process there are four
additional cases that may make an unambiguous determination of the correct cor-
respondences impossible. These problems are illustrated in Figure 5.6

Aperture problem
Figure 5.6 (a) illustrates the classical aperture problem. For pixels on an
edge, both ends of which are outside of the considered image region, only
a displacement perpendicular to this edge can be measured. Any motion
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along the edge cannot be perceived. As shown in Figure 5.6 (b) there are
additional types of image elements and corresponding motion patterns
that do not allow unambiguous displacement determination. They are
also referred to as the aperture problem.

Assignment problem
If several image points have the same characteristic properties, the correct
assignment of the corresponding points in the consecutive frames might
be ambiguous as well. This problem is referred to as assignment problem.
It is illustrated in Figure 5.6 (c). This problem is particularly severe when
optical flow is calculated for each point separately.

Occlusions
Another major problem emerges when the world point corresponding to
an image point 𝐩𝑘 gets out of the field of view of the camera or gets oc-
cluded in the course of the image sequence as shown in Figure 5.6 (d). In
this case there exists no image point 𝐩𝑘+1 that would correspond to the
point 𝐩𝑘 .

Unequal capturing conditions
Characteristic properties of points may change in case of strong changes
of illumination, shutter interval of the camera or viewing perspective.
Additional errors may be introduced through pseudo-motion caused by
shadows or reflections.

?

(a) Aperture
problem

?

(b) Modified
aperture
problem

?

(c) Assignment
problem

?

(d) Occlusion

Figure 5.6: Ambiguities of the OF correspondence problem. Light blue and dark blue col-
ors represent objects in the image 𝑘 and 𝑘 + 1 respectively.
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5.4 Optical flow

There is a number of methods for optical flow estimation that aim at solving the
correspondence problem in one way or another. They can be classified into global
and local approaches.

Local approaches consider for each individual image point a small environment
around it and try to find an appropriate match with similar environment in the
consecutive image. They use correlation based techniques and are mostly lim-
ited to points with discriminative characteristics (feature points) [Har88, Shi94,
Rod06, Low04, Bay06]. The resulting optical flow fields are sparse. In contrast,
global approaches consider matches for all points in the entire image simultane-
ously. There are frequency based and gradient based approaches. The holistic
view of the global approaches allows for better solving the assignment and aper-
ture problem.

Since most of the global approaches use smoothing techniques, they can produce
approximate solutions even for those image regions where there is no possibility
to directly find the correspondences. This allows to estimate dense optical flow
fields, i.e., optical flow fields that assign optical flow vectors for each pixel. How-
ever, depending on the smoothing technique, the approximations might cause
undesirable side effects, especially at object boundaries. An overview of different
approaches and their performance is given in [Sin91], [Bar94], and [Sun14].

In this work, implementations of the pyramidal Lucas-Kanade algorithm [Luc81],
Horn-Schunck algorithm [Hor81], Farneback algorithm [Far00] and Brox et al. al-
gorithm [Bro04] that are available in the OpenCV library [Wil] have been adopted
for the estimation of the optical flow. Since this work aims at tracking a set of
individual feature points as accurately as possible, local approaches are prefer-
able. However, one has to take into account the fact that optical flow and stereo
processing have to draw on the same feature points in order to facilitate their
tracking in 3D space. Thus, when using sensors that directly provide depth maps
(e.g., [Woo06]), one might want to use algorithms that produce dense flow fields
in order to get more tracked points.
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5.5 Depth perception through stereo vision

The imaging process is a projection from 3D to 2D space. The third dimension –
the depth – gets lost during this process. Without any additional constraints it is
impossible to determine the range of an observed image point since each image
point corresponds to a line in the 3D world and each point on this line would be
projected onto the same image point. However, if a point is observed through at
least two cameras, the intersection constraint of the corresponding lines allows for
the reconstruction of its 3D coordinates as shown in Figure 5.7 (a). Stereo vision,
or stereopsis, is the capability of a system to perceive depth of a scene from two or
more 2-dimensional images that are taken from different points of view. In order
to do this, two problems have to be solved: the correspondence problem and the
3D reconstruction problem.

5.5.1 The correspondence problem

The correspondence problem of stereo vision is similar to that of the optical flow.
The difference is that in stereo vision images are taken simultaneously by different
cameras, whereas in optical flow both images are taken by the same camera at dif-
ferent times. If the mutual positions and orientations of the cameras are known,
the correspondence problem can be significantly simplified, since the search of a
corresponding point in the second image does not have to be performed in the
whole image but may be restricted to a curve that corresponds to the viewing ray
of the first camera (epipolar curve). This condition is called the epipolar con-
straint. In the case of undistorted images the epipolar curve becomes a straight
line as shown in Figure 5.7 (a). Restriction of the correspondence search to the
epipolar curve eliminates some of the ambiguities mentioned in Section 5.4.1. The
aperture problem may occur only for image regions that are homogeneous in di-
rection of the epipolar curve. The same applies to the assignment problem.

Another simplification can be achieved through rectification of the images, i.e.,
transformation into a common image plane. As a result, the epipolar lines coincide
and corresponding image points of the both rectified images turn out to lie in the
same image line, as shown in Figure 5.7 (b).
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(a) Visualization of the epipolar geometry for an arbitrary
camera alignment.

v

p

z

IL

cL

cR

oC,R

oC,L

lR

l L

pR

pL

b

u

u

v

f

f

W

I

C

R

(b) Simplified search for correspondences in rectified images.

Figure 5.7: Principle of the stereo vision.
(a): Finding corresponding image points 𝐩L and 𝐩R in the left and right camera
images 𝐼R and 𝐼L allows to reconstruct 3D coordinates of the world point 𝐩W.
To achieve this, one needs to know mutual orientation and distance of both
cameras (given e.g., as a rotation matrix 𝐑 and translation vector 𝐭). Corre-
sponding image points come to lie on the epipolar lines 𝑙L and 𝑙R.
(b): The search for correspondences may be simplified by rectifying the im-
ages, i.e., projecting them into a common plane. This leads to coincidence of
the epipolar lines and a simple formula for the range (depth) 𝑧C.
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The horizontal coordinate offset of the corresponding points 𝐩L and 𝐩R in rectified
images is called disparity. In analogy to the optical flow fields one speaks about
disparity fields when describing the entirety of disparities of image points. Sim-
ilarly to methods for estimation of dense and sparse optical flow fields, there exist
methods for computation of dense and sparse disparity fields. In general, the lat-
ter need less computation time. Disparity fields may be visualized by assigning a
pseudo-color value for each disparity value, as shown in Figure 5.8 (b). Blue cor-
responds to small disparities and red corresponds to large disparities. Resulting
images are called disparity maps.

(a) Original Image. (b) Disparity map. (c) Depth map.

Figure 5.8: Example of a disparity map and a depth map.

5.5.2 3D reconstruction

Having obtained pairs of corresponding points, their depth can be reconstructed
by means of triangulation, i.e., calculation of the point of intersection of the view-
ing rays of the cameras. In practice, due to noise and calculation inaccuracies, both
lines might not intersect. A geometrically motivated solution to this problem is
choosing e.g., the center of the perpendicular to both lines as an approximation of
the real 3D point. An algebraical solution is based on solving the corresponding
system of linear equations by means of the least squares method.

In the case of rectified cameras, there exists a simple formula for obtaining depth
from disparity which is derived from the intercept theorem:

𝑧C = 𝑓 ⋅ 𝑏
Δ𝑢 , (5.13)
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where 𝑏 stands for the base of the two cameras i.e., distance between the two
optical centers, Δ𝑢 = (𝑢R − 𝑢L) stands for the disparity, and 𝑓 stands for the focal
length after rectification which is equal for both cameras. With knowledge of 𝑧C,
the 3D coordinates of the point can be obtained by means of the inverse pinhole
camera model.

Using (5.13), a disparity map can be transformed into a depth map. An example
of a depth map is shown in Figure 5.8 (c). Similar to disparities depth values are
visualized with pseudo-colors: red means near and blue means far.

5.5.3 Synchronous image acquisition

In the case of dynamic scenes and especially in the case of a moving camera
platform, a proper synchronization of the image acquisition of both cameras of
a stereo system has to be ensured. In the opposite case, i.e., if there is a delay
between the acquisition of the images, both the correspondence search and 3D
reconstruction may fail completely or deliver wrong results due to the intermedi-
atemotion of the observed scene points in one of the images. In APROSYS SP6, the
synchronization of the image acquisition was achieved through a hardware-based
triggering of the cameras. The overview of the required architecture, which also
allows for synchronization between the video and radar subsystems, is depicted
in Figure 5.9.

When the video processing system is ready for image acquisition, it generates a
special trigger message that is sent over the CAN bus interconnecting the collision
detection system components. A dedicated piece of hardware that in Figure 5.9
is referred to as the “CAN ID Filter” 1 transforms this message with negligible
delay into a synchronous hardware trigger signal for both video cameras. The
trigger CAN message is received by the radar (fusion) system as well. Since the
message contains the current system time of the video PC (“image acquisition
time stamp”), this allows to refer the acquired images and the latter track data to
the corresponding acquisition time and in this way to to synchronize both sensor
systems.
1 Theworking principle and the architecture of the CAN ID Filter is described in detail in the APROSYS
deliverable report AP-SP62-0035-D624 [Tan08a].
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Figure 5.9: Hardware architecture of the APROSYS sensing system.

5.6 Point tracking

Finding correspondences between pixels of two stereo images allows for an es-
timation of their range as shown in Section 5.5. Knowing the position and ori-
entation of the cameras with respect to the world coordinate system allows to
reconstruct the corresponding 3D coordinates. Optical flow techniques described
in Section 5.4 allow to track feature points in consecutive images of a video se-
quence. Combination of both stereo vision and optical flow techniques allows for
determination of not only 3D coordinates of the world points but also of their 3D
velocities. This idea, which is known as “6D-Vision” [Fra05a] is used in this work
to enable a robust object detection and tracking.

In our framework, up to 3000 feature points are tracked simultaneously in 3D
space using Extended Kalman Filters. Point motion in space is modeled as a
straight-line steady motion. The six-dimensional state vectors [𝑥, 𝑦, 𝑧, 𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧]𝑇

of the points are estimated from the stereo depth measurements as well as from
their displacement in the image between consecutive frames (optical flow mea-
surements). The measurement vector for the point state estimation is given by
[𝑢, 𝑣, 𝑧C]𝑇 with image coordinates (𝑢, 𝑣) and feature depth 𝑧C. The measurement
model for the image coordinates (𝑢, 𝑣) which has to be used in the Kalman filter

146



5.6 Point tracking

is given in Equation (5.12). The measurement model for the feature depth 𝑧C is
given in Equation (5.13).

The system model for point tracking which describes the propagation of the
point coordinates between two consecutive frames has to account for the vehicle
ego-motion which is estimated from the vehicle data as discussed in Section 5.2.
The incorporation of the ego-motion is done after the application of the regular
linear motion model by transforming the point coordinates and velocities from
the old into the new vehicle coordinate system. The uncertainties of the ego-
motion estimation are incorporated by adapting the corresponding noise terms
appropriately.

5.6.1 Handling of ambiguous and missing correspondences

As mentioned above, in certain cases the correspondence problem may have an
ambiguous or even no solution. Sometimes ambiguous or ill-posed solution to
the correspondence problem is a permanent issue but in some cases this is only
a temporary issue which lasts only for a couple of frames and can be overcome,
if handled properly. This is true for both optical flow and stereo depth estimation
techniques.

In the case of dropouts in depth estimation, points can be tracked further using
predicted depth values. In the case of ambiguous or missing correspondences
between two consecutive frames (optical flow dropouts), points can be propagated
using predicted point motion in the hope that at some point an unambiguous
correspondence will be found. Re-identification trials are made in each frame
using optical flow computation between the current frame and the frame in which
the point has been seen for the last time.

In order to to enable maximal exploitation of the available information despite
measurement dropouts in both optical flow or stereo depth estimation, each point
is provided with an additional 3-dimensional state vector [𝑢, ̂𝑣, ̂𝑧C]𝑇 for the mea-
surement space and the respective covariance matrices in addition to the esti-
mated 6-dimensional state vector [𝑥, ̂𝑦, ̂𝑧, ̂𝑣𝑥 , ̂𝑣𝑦 , ̂𝑣𝑧]𝑇 . In the case of successful op-
tical flow estimation butmissing depthmeasurements, the predicted depth value is
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used together with the new image coordinates allowing thus to track point with a
higher accuracy than if pure prediction by means of the systemmodel was taken.

Along with the measurement dropouts, one of the biggest problems is point state
corruption due towrong correspondences (confusion errors) of both algorithms. If
such confusion errors remain undiscovered, the respective points become outliers
and might disturb subsequent algorithms leading to errors in object detection and
tracking. In order to remove measurement outliers caused by the correspondence
errors in both algorithms, a plausibility check is applied before performing further
processing steps. Points not falling into the sigma ellipsoid around the predicted
position are marked as outliers and ignored when processing the current frame.

Sharp camera movements due to e.g., potholes that are not sufficiently covered
by the system model may cause the aforementioned outlier detection method to
fail. In such cases all points may be classified as outliers. In order to prevent this
effect, an alternative outlier detection method based on a modified version of the
RANSAC algorithm was developed by the author of this thesis [Sch12], [Gri12].
In contrast to the standard RANSAC algorithm [Fis81], the best consensus set
is chosen not as the set having maximal number of inlier points, but depending
on the weighted sum of these. The weighting takes into account both the error
value 𝑒 and a quality measure regarding repeated point re-identification. The total
weight 𝜛 of an inlier is calculated as the product of the model error weight 𝜛𝑚
and the tracking quality weight 𝜛𝑡 with 𝜛𝑚 = (𝑒𝑚𝑎𝑥 − 𝑒)/𝑒𝑚𝑎𝑥 and 𝜛𝑡 = 𝑡𝑚/𝑡𝑜
where 𝑒𝑚𝑎𝑥 is the error threshold, i.e., the error value from which on a point is
considered an outlier. The tracking quality weight 𝜛𝑡 is computed as the ratio of
the number 𝑡𝑚 of successfully matched frames (i.e., frames, in which the point has
been successfully re-identified) to the total object tracking duration 𝑡𝑜 (measured
in frames).

5.6.2 Point management

In order to enable handling of outliers and measurement dropouts and to facilitate
efficient memorymanagement, a special point management schemewithmemory
recycling has been designed.
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Thememory allocation for the points is done in advance. In addition to the vectors
and matrices for physical state description of the feature points, each point is
provided with a flag that allows to mark its current tracking status. Additionally,
there are counters for successfully established correspondences and measurement
dropouts. Deletion of bad feature points is done by marking them as idle. This
allows to reuse the corresponding array elements without unnecessarily releasing
and allocating memory. A fast iteration through array elements with a certain
tracking status is facilitated by using linked pointer lists.

Points can be marked as “free”, “new”, “tracked”, “ignored”, and “ignoreZ”. At the
beginning of the processing all points are marked as “free”. This means that the
corresponding elements are currently idle and are available for filling with newly
extracted feature points.

The status “new” is assigned to the feature points that are seen for the first time.
This is done in the Feature Extraction Submodule of the Stereo Processing Mod-
ule. If there could be established no stereo correspondence or the depth recon-
struction delivers implausible results, such points are immediately deleted. In the
opposite case they are successfully forwarded to other modules. “New” points
have to be treated specially by the Point Tracking Module, since they do not yet
have a valid prediction. Despite lacking velocity estimation, “new” points may
be utilized in the Ground Estimation and Clustering submodules of the Object
Detection Module. Filter initialization of the “new” points is done under assump-
tion of their stationarity, i.e., by using [𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧]𝑇 = [0, 0, 0]𝑇 . For a faster filter
convergence one may use the Interacting Multiple Models approach with several
different initializations as described in Section 2.2.4, however, this is not currently
implemented.

In each frame (except the first one) the optical flow between ℓ >= 1 previous
frames and the current frame is computed prior to the feature extraction and the
stereo depth estimation. Feature points from last frames that could be re-identified
in the current frame are marked as “tracked”. In order to prevent multiple track-
ing of the same feature point, extraction of new features is suppressed in close
proximity to the “tracked” feature points.
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Figure 5.10: Detailed flowchart of the point tracking with tracking status transitions. The
possible status flags are “free” (F), “new” (N), “tracked” (T), “ignoreZ” (IZ), and
“ignored” (I).
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“Tracked” feature points for which no stereo correspondence can be established
are marked as “ingoreZ”. As mentioned above, their 6-dimensional state vector is
updated using their new image coordinates and the predicted depth value. Due to
the resulting uncertainty, points with the status “ignoreZ” should not be incorpo-
rated into the object detection and tracking process. In our implementation they
are ignored by the Object Detection and Object Tracking Modules.

Points that could not be unambiguously re-identified in the current frame are
marked as “ignored”. Point management stores their old image coordinates and
the ID of the frame in which they have been seen at last in order to retry the
re-identification in one of the subsequent frames. Their new image coordinates
are predicted from the previous 6D state by combining the system model and
the measurement model. Similarly to the points with the status “ignoreZ”, points
with the status “ignored” are not incorporated into the object detection and track-
ing process due to their uncertainty. If the uncertainty becomes too large, the
points are deleted. An additional reason for point deletion is posed by repeated
measurement dropouts.

The entire flowchart of the point management cycle is shown in Figure 5.10.

5.7 Initial object detection through clustering
of 6D point clouds

Generation of object hypotheses (object detection) from resulting 6D point clouds
is done by means of clustering. We use the flat world assumption mentioned in
Section 1.3 which allows to estimate the ground plane and eliminate points that
belong to the ground. The remaining points are assumed either to belong to the
scene objects or to be outliers caused by data processing errors (clutter). The
second assumption is that 6D points that belong to the same object are compact
in the sense that they may be separated from point clouds belonging to other
objects by means of an appropriate clustering algorithm in 6D space. Cluster-
ing is a term for unsupervised classification methods that build groups of data
objects in such a way that data objects of the same group are as similar as pos-
sible and differ as much as possible from the data objects of other groups. An
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overview of different clustering methods is given in [Gan07a]. There are hier-
archical, center-based, search-based, density-based, graph-based, model-based,
grid-based and fuzzy clustering algorithms.

Since neither the number, extent, nor shape of the clusters is known a-priori, only
density-based and grid-based clustering methods can be taken into consideration.
Density-based clusteringmethods are based on the assumption that the local point
density inside a cluster is higher than between two clusters. The local point den-
sity is defined by means of the number of neighboring points in the immediate
surroundings of the point. Thresholding allows to find connected regions of high
point density. The resulting clusters may have an arbitrary shape. Points that do
not belong to any cluster are interpreted as outliers (noise).

Grid-based clustering methods divide the space into cells. Instead of considering
individual points they analyze and cluster cells based on their occupancy.

In this work, two clustering algorithms have been implemented: Reduced Bucket
Clustering and GDBSCAN [Est96]. Reduced Bucket Clustering is a representa-
tive of grid-based clustering methods whereas GDBSCAN is a representative of
density-based clustering.

A great simplification can be achieved, if one assumes that objects may not hang
over each other, i.e., that points that have the same horizontal coordinates belong
to the same object. Massive object parts that are hanging above ground, such
as bridges, tree crowns, etc. are assumed to be taken out of consideration by
preceding preprocessing steps, such as building of regions of interest (ROIs) in
the images, removal of points which are too high, etc. This allows to meet the
assumption that one of the dimensions (height of the points above ground) is
irrelevant for separation of point clouds of different objects. Hence, it is enough
to consider the projection of the points onto the ground plane. Also one may
assume that objects move parallel to the ground. This reduces the number of
dimensions to be considered from six to four. In our application we assume that
objects with very different ground velocities do not come close together, i.e., it is
sufficient to perform spacial clustering for separating such objects. This allows to
drop the ground velocity components as the clustering parameters. The number
of clustering dimensions becomes two.
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5.7 Initial object detection through clustering of 6D point clouds

5.7.1 GDBSCAN

The principle of GDBSCAN algorithm is shown in Figure 5.11 (a). For each point
an environment with radius 𝜖 (𝜖-environment) is defined. Then for each un-
visited point, points within its 𝜖-environment are counted. If there are too few
neighboring points, the considered point is marked as noise. However, if the
number of points within the 𝜖-environment exceeds a certain threshold, the con-
sidered point is defined as a “cluster seed point” and a new cluster containing
this point is created. Then the following recursion is performed: All points within
the 𝜖-environment of the cluster seed point are added to this cluster and marked
as classified. Points that have enough neighbors within their 𝜖-environment are
defined as cluster seed points. If one of the points within the 𝜖-environment of a
cluster seed point belongs to another cluster, both clusters are merged.

(a) Density-based clustering procedure. (b) Grid-based clustering procedure.

Figure 5.11: Working principles of density-based and grid-based clustering algorithms.

5.7.2 Reduced Bucket Clustering

In order to perform the Reduced Bucket Clustering algorithm, points are sorted
into a grid structure. Camera projection properties are accounted for by using
a log-polar coordinate system. A considerable acceleration of the algorithm can
be achieved, if cameras are aligned parallel to the ground plane so that there is
no tilt and roll. Then, image columns can serve as the angular coordinates and
depth obtained bymeans of stereo processing can be used as the radial coordinate.
Quantization of both coordinates allows to sort the points into a grid structure as
shown in Figure 5.12. Points of neighboring non-empty cells (buckets) are merged
into clusters as illustrated in Figure 5.11 (b). In order to reduce the influence of
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noise points (outliers), a threshold regarding the minimal number of the points in
a cell is used for cell occupancy classification.

(a) Original image with visualized object
points. Point depth is visualized by
means of vertical lines to the ground.

(b) Results of clustering and rectangle
fitting (top view). Occupied grid cells
are highlighted in orange. Fitted
rectangle is drawn in red.

Figure 5.12: Principle of the Reduced Bucket Clustering.

5.7.3 Comparison

A great advantage of the Bucket Clustering algorithm is its high speed since it
has the complexity of 𝑂(𝑛 + 𝑚) with 𝑛 being the number of points and 𝑚 being
the number of non-empty buckets (with 𝑚 ≪ 𝑛) compared to 𝑂(𝑛 ⋅ log 𝑛) of the
GDBSCAN algorithm. Another advantage is the automatic incorporation of the
physical properties of the camera projection. However, use of a non-Cartesian
coordinate system also carries disadvantages. The resulting fine quantization for
small ranges and coarse quantization for large ranges may lead to split detections
in the area close to the camera and merged detections at large ranges.
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5.8 Object Tracking

5.8.1 Tracking cycle overview

Clustering algorithms generate detections in the form of 6-dimensional point
clouds. The next step is generation of more elaborate object hypotheses, i.e.,
estimation of object properties such as position, extent and motion parameters.
The process flow differs for the classical data association and tracking approach
and for FBPDATA. The overall tracking cycles of the classical approach and of
FBPDATA are depicted in Figure 5.13.
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Figure 5.13: Implementation of the tracking cycle:
classical tracking-by-detection approach (a) and FBPDATA (b).
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The tracking cycles consist of the following steps:

• Prediction
• Measurement generation (only classical approach)
• Data association, including

– occlusion reasoning (only FBPDATA),
– specification of joint events,
– computation of association weights

• Measurement reconstruction (only FBPDATA), consisting of

– feature-based reconstruction of a reference point,
– realigning occupancy grid according to the updated

object location
– grid-based reconstruction of object dimensions
– filtering of the reference point position

• Track state update
• Track management
• Update of point-to-track affiliations (only FBPDATA)

At the beginning of the processing of a new frame 𝑘, state prediction is done for
each track. Along with the conventional prediction of the dynamic track state, in
FBPDATAwe additionally compute the a-priori object existence and observability
probability. This is done based on the predicted observability probability masks
of the tracked objects, which, in turn, are computed from the appearance masks
of all tracked objects in the camera image as described in Section 4.1.4.

As mentioned in Section 5.1, measurements for the implemented classical data
association and tracking approach can be generated by fitting cuboids into the
obtained 3-dimensional point clouds. We simplify this problem by projecting all
object points into the ground plane and by fitting rectangles into the resulting 2-
dimensional point clouds. This procedure is described in Section 5.8.3. The height
of the highest point is used as the object height measurement. Due to the fact that
often only a part of an object is visible to the sensors, the orientation of the ob-
tained cuboid may differ from the estimated object motion orientation. Hence, the
geometrical orientation 𝜙 is modeled separately. Internally, objects are modeled
as cuboids with a centroid (𝑥, 𝑦, 𝑧), dimensions (𝑙, 𝑤, ℎ), geometrical orientation 𝜙,
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motion orientation 𝜑, speed 𝑣, acceleration 𝑎 and yaw rate ̇𝜑. This corresponds to
the Constant Yaw Rate Model with Acceleration, which has proved to deliver the
best performance in the case of a side-looking system [Rüh08]. Details about this
and alternative motion models are given in Section 5.8.2.

Next we specify candidate association hypotheses (the set𝚯𝑘 of feasible joint data
association events Θ) based on the set 𝒟𝑘 of detections 𝑑𝑘,𝑗 obtained at time step
𝑘. For the reduction of computational complexity, tracks are first divided into
clusters that can be considered independently from each other. In FBPDATA we
use the feature-based gating scheme that is described in Section 4.1.10 for track
clustering and joint event definition. Then, association likelihoods for assign-
ments between detections and tracks and association weights are computed. This
is done in four steps. First the individual detection-to-track assignment likeli-
hoods 𝑃(𝜃𝐱𝑘,𝑖↦𝑑𝑘,𝑗 | 𝒟1∶𝑘−1) are computed. They are saved into lookup tables. Then,
for each joint event Θ the likelihood 𝑝(𝒟𝑘| Θ, 𝒟1∶𝑘−1) of the obtained detection
set is computed by multiplying the corresponding edge probabilities. The overall
a-posteriori joint event probabilities 𝑃(Θ|𝒟1∶𝑘) are computed by multiplying those
likelihoods with the a-priori joint event probabilities 𝑃(Θ|𝒟1∶𝑘−1) and normalizing
them with a normalization constant. Then, for each possible detection-to-track
assignment the probabilities of the joint events containing this assignment are
summed up. The resulting association weights 𝛽 are saved into separate lookup
tables for further use in the correction step.

The a-posteriori object existence probability for a track 𝐱𝑖 is calculated as the sum
of the probabilities of all assignment hypotheses assuming existence of the corre-
sponding object divided by the sum of the probabilities of all possible hypotheses:

𝑃(∃𝐱𝑘,𝑖 | 𝒟1∶𝑘) =
∑Θ∈𝚯𝐱𝑖↦∃

𝑘
𝑃(Θ| 𝒟1∶𝑘)

∑Θ∈𝚯𝑘
𝑃(Θ| 𝒟1∶𝑘)

. (5.14)

Similarly:

𝑃(⊅𝐱𝑘,𝑖 | 𝒟1∶𝑘) =
∑Θ∈𝚯𝐱𝑖↦⊅

𝑘
𝑃(Θ| 𝒟1∶𝑘)

∑Θ∈𝚯𝑘
𝑃(Θ| 𝒟1∶𝑘)

, (5.15)
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and

𝑃(∅𝐱𝑘,𝑖 | 𝒟1∶𝑘) =
∑Θ∈𝚯𝐱𝑖↦∅

𝑘
𝑃(Θ| 𝒟1∶𝑘)

∑Θ∈𝚯𝑘
𝑃(Θ| 𝒟1∶𝑘)

. (5.16)

In FBPDATA, measurements are generated after and not before the data associ-
ation and may be composed of multiple (split) detections or “reconstructed” out
of partial, bloated, and merged detections. Measurement reconstruction is done
both for the object dynamic parameters and for its extent. First, we reconstruct
the objects’ reference point in the new frame using the information about stably
tracked points and their spatial relationship to the corresponding point in the old
frame. Each associated point cloud contributes according to its association weight
𝛽. This is described in Section 5.8.4. The reconstructed reference point is used for
performing the innovation of the dynamic object state. Then we update the lo-
cation and the orientation of the grid-based object extent representation. After
aligning it according to the updated dynamics we recompute appearance masks,
appearance probability masks and transparency masks for all objects. This allows
to compute observability probability mask, occlusion probability mask, and oc-
clusion probabilities for the occupied cells of each tracked object. Grid occupancy
of all tracked objects is updated using associated point clouds. In occluded object
areas, predicted occupancy is preserved. Details about this procedure are given
in Section 5.8.5. Extracting object dimensions measurements out of the composed
grid-based object representation is done analogously to the procedure in the clas-
sical approach, which is described in Section 5.8.3 – by treating each occupied cell
as a data point and fitting a cuboid into the resulting point cloud. After updat-
ing the object dimensions, the reference point is shifted to a filtered position as
described in Section 4.1.5.

Finally, the probabilities 𝑃(𝐱𝑘,𝑖 ↦ 𝐩𝑞) for points 𝐩𝑞 to belong to individual objects
𝐱𝑘,𝑖 are updated.
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5.8.2 Object motion modeling

The task of a collision detection system is not only to detect all relevant objects,
but to estimate their size and motion parameters (referred to as “dynamic state”)
and to predict whether a collision with the ego-vehicle will take place (and if
yes, when and where exactly). As mentioned in Section 2.2, for a dynamic state
prediction, a system model has to be defined.

This model makes assumptions about object motion of the observed objects. In
many applications very simplified assumptions are made, e.g., each velocity coor-
dinate is considered independently. Also, object orientation can often be assumed
constant, which simplifies object hypothesis generation and object tracking con-
siderably. If sensors are monitoring a narrow area in front of a road vehicle, such
assumptions might be sufficient. However, for stable object tracking and predic-
tion of complex scenarios these assumptions are insufficient.

In the following, six different motion models with correlated velocity components
are introduced. In the course of this work all six models have been implemented
and evaluated. Results of this evaluation have been presented at the Interna-
tional Workshop on Intelligent Transportation (WIT) in 2008 and can be found
in [Rüh08].

5.8.2.1 Constant heading models

The simplest model considers vehicle as a mass particle with constant velocity
(constant heading model with constant velocity). It is described by two pa-
rameters: motion direction (orientation angle 𝜑) and speed 𝑣. Vehicle state vector
𝐱 in Cartesian coordinates has thus 4 dimensions:

𝐱 = (𝑥, 𝑦, 𝜑, 𝑣)𝑇 . (5.17)

Taking into account possible acceleration 𝑎 leads to the constant headingmodel
with constant acceleration with the state vector

𝐱 = (𝑥, 𝑦, 𝜑, 𝑣, 𝑎)𝑇 . (5.18)
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5.8.2.2 Constant yaw rate models

Both previous models assume straight ahead motion. A simple way of modeling
turningmaneuvers can be done by introducing another state variable, the yaw rate
̇𝜑 which changes the orientation of the motion. In the case of constant velocity

this yields in the constant yaw rate model with constant velocity. Its state
vector is given by 𝐱 = (𝑥, 𝑦, 𝜑, 𝑣, ̇𝜑)𝑇 . Additionally modeling acceleration yields in
the constant yaw rate model with constant acceleration with the state vector
𝐱 = (𝑥, 𝑦, 𝜑, 𝑣, ̇𝜑, 𝑎)𝑇 .

5.8.2.3 Bicycle model

A better approximation of the real vehicle motion can be achieved through the
bicycle model which is described in Section 5.2.

Although the wheelbase 𝑙WB is a constant, it has to be included into the state
vector of themodel since it is a-priori unknown and has to be estimated alongwith
other object state variables. The state vector of the bicycle model with constant
velocity is thus given by 𝐱 = (𝑥, 𝑦, 𝜑, 𝛼, 𝑙WB, 𝑣)𝑇 .

In the case of a straight-line motion (𝛼 = 0), radius 𝑟 is infinite. Because of this
and due to the fact that neither 𝑙WB nor 𝛼 can be measured directly, the inverse
of 𝑟, 𝜌 with 𝜌 = 1

𝑟
= tan(𝛼)

𝑙WB
can be used as a representative state variable instead

[Rüh08]. This leads to the state vector 𝐱 = (𝑥, 𝑦, 𝜑, 𝜌, 𝑣)𝑇 .

The bicycle model can be easily extended by the acceleration, leading to the bicy-
cle model with constant acceleration.

5.8.2.4 Suitability of the models for the side collision
detection application

The six models described above were evaluated with data taken both in a con-
trolled environment and in regular traffic scenes. Hereby, the focus was laid on
the correct position and velocity estimation of the detected objects as well as on
the fast filter convergence and proper collision prediction results.
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In Appendix A, an evaluation of two sequences is presented, one taken in a crash
hall and one outdoors in a round-about situation. The experiments have shown
that the constant heading models are not sufficient for prediction of complex ob-
ject trajectories in the regular traffic observed from a side-looking stereo camera.
The big disadvantage of the bicycle model in our application is that the steering
angle cannot be directly observed and so the filter tends to oscillate. The best
results have been achieved when using the constant yaw rate model. Explicitly
modeling acceleration lead to oscillations at the beginning of the estimation and
slower filter convergence.

In the above considerations the steering angle (and hence the yaw rate) of the
observed vehicles as well as its acceleration (if any) were assumed to be nearly
constant. In a side-looking video-based pre-crash system with relatively short ex-
pected object observation time, these assumptions seem to be feasible. Instead of
modeling �̇� or ̈𝜑 and ̇𝑎, which may additionally slow down the filter convergence,
it is more feasible to use the Interacting Multiple Models (IMM) approach [Bla99]
for coping with severe steering, acceleration and deceleration maneuvers, as done
in e.g., [Kae05] and [Bar10].

5.8.3 Fitting rectangles into point clouds

Although stereo data processing provides point clouds in 3-dimensional space,
this data is not true 3D object data. Only points on the visible object surfaces
are obtained. One speaks of 2 1

2
D information. Since most of the vehicles have

a rectangular ground shape, in the bird’s-eye view the visible vehicle sides are
reduced to line segments. The majority of the obtained points which are situated
on the visible vehicle sides thus form in the bird’s-eye view “L”, “I” or “U” shapes as
shown in Fig. 5.14 (a). However, due to quantization and mismatches of the stereo
processing these shapes are extremely noisy as shown in Fig. 5.14 (b). Another
problem is posed by the fact that although the majority of the points is situated
on the mostly vertical surfaces, there might be also some inclined surfaces that
would lead to an additional spread out. Thus, the task of estimation of the correct
object position, spatial orientation and size is not trivial.

161



5 Stereo-video based object tracking system for side collision detection

(a) Visible object sides as “I”, “L” and “U”
shapes in the bird’s-eye view.

(b) Real data: point spread due to
inclinations, quantization and
mismatches.

Figure 5.14: Possible visible object shapes in the bird’s-eye view.

In the course of this work several algorithms that are conceivable for fitting rect-
angles into such data have been considered. The simplest one computes the min-
imal area bounding box, others aim at estimation of the object sides by iden-
tifying the main extent direction of the cluster or by fitting one or two major
line segments into the ground projection of the cluster points. In order to do
so, algorithms based on Principle Component Analysis (PCA) [Pea01] and the
RANSAC algorithm [Fis81] have been implemented and tested.

PCA also known as the Karhunen-Loève Transform is a method for structuring
complex data sets in order to reduce their dimensionality or in order to obtain
a better visualization. It aims at finding the principal components of the data,
i.e., linearly uncorrelated variables for which the data have the largest possible
variance. In our case it is enough to find the first principle component, which is
the major extent direction of the cluster as illustrated in Figure 5.15 (a).

The RANSAC algorithm chooses two arbitrary cluster points in each iteration.
The line going through those points is hypothesized to contain the edge that cor-
responds to the ground projection of themajor visible object side. All other cluster
points are considered to belong to this edge, if their distance to the line does not
exceed a pre-defined threshold, i.e., if they lie within a scatter tolerance corridor.
The aim is to identify a line for which most of the points can be considered as edge
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points (s. Figure 5.15 (b)). After having done this, an adjustment is done for the
best matching line. The new line parameters are computed from the correspond-
ing edge points using the Least Squares method. Then the object extent along this
line and perpendicular to the line are computed. An extension to the algorithm
that identifies a second line perpendicular to the first one after removal of the
identified edge points has been implemented. It did not yield any improvement
when applied to the real data sets and was thus discarded.

(a) Principle Component Analysis. The
object extent in the direction of the
first principal component (red line) is
maximal.

(b) RANSAC. The tolerance corridor
(yellow) around a line through two
cluster points (red) should contain as
many points as possible.

Figure 5.15: Functional principle of the PCA and RANSAC algorithms.

Experiments have shown, that both the computation of theminimal area rectangle
and the PCA based algorithm have some disadvantages when applied to 2 1

2
D data.

As shown in Figure 5.16 (a), rectangle of minimal area is not necessarily aligned
parallel to the actual object sides. The main extent direction of a cluster found
by the PCA algorithm may also differ from the longest visible object side as il-
lustrated in Figure 5.16 (b). Optimal results for noisy real world data have been
achieved when using the RANSAC based algorithm. Thus it has been adopted for
the system use.

163



5 Stereo-video based object tracking system for side collision detection

(a) Minimal area rectangle might be not
parallel to the real object sides.

(b) The first principal component might
not correspond to the largest visible
object side.

Figure 5.16: Failure cases of the fitting algorithms.

5.8.4 Feature-point based reconstruction of track’s
position and orientation

For the reconstruction of the track reference point 𝐩𝑂 from an associated point
cloud, we first calculate the centroid 𝐩𝐶 of the stably tracked points 𝐩𝑞 of this
point cloud both in the current and previous frame. Hereby we are weighting
the points’ 3-D positions with their track affiliation probability (known from the
previous frame). Having computed 𝐩𝐶 in both current and previous frames, we
can for each tracked point 𝐩𝑞 reconstruct the vector (𝐩𝐶𝐩𝑂)𝑞 pointing from the 𝐩𝐶
to the object reference point 𝐩𝑂 in the current frame using knowledge about the
relative orientation of this vector regarding the vector 𝐩𝐶𝐩𝑞 in the previous frame
(cf. Fig. 5.17).

Building a weighted mean of the resulting vectors (𝐩𝐶𝐩𝑂)𝑞 according to the affili-
ation probability of the respective points 𝐩𝑞 we get the new position of the track’s
reference point with respect to the considered point cloud and the yaw between
two frames. If more than one point cloud is associated to a track, the correspond-
ing reference point position and yaw measurements are weighted according to
the association probabilities of the point clouds to the track. The composed mea-
surement is then used for the innovation of the Kalman Filter responsible for the
track’s dynamics.
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Figure 5.17: Object position reconstruction based on spatial relationship of a reference
point to stably tracked points.

5.8.5 Grid-based reconstruction of the object extent

The object extent in FBPDATA is obtained as follows. After aligning the predicted
occupancy grid of the tracked objects according to the updated object dynamic
state, we recompute appearance masks, appearance probability masks and trans-
parency masks for all objects. This allows to compute observability probability
mask, occlusion probability mask, and occlusion probabilities for the occupied
cells of each tracked object.

Next, points of each associated point cloud are sorted into the grid and grid oc-
cupancy values are computed. To avoid an update of the occupancy value of an
occluded cell with 0, we filter the occupancy values of the cells using their occlu-
sion probability. Additionally, the probability of not receiving a detection due to
a sensor failure is accounted for. This process is visualized in Fig. 5.18.

A 𝑟th cell 𝑐𝐱𝑖𝑘,𝑟 of the track 𝐱𝑖 is marked as being occupied, if at least one point
belonging to one of the associated point clouds is affiliated to this track to more
than 50%. Its observability probability 𝑃(⊃𝑐𝐱𝑖𝑘,𝑟) is set to 1, the occlusion probability
𝑃(⊅ 𝑐𝐱𝑖𝑘,𝑟) and the non-detectability probability 𝑃(∅𝑐𝐱𝑖𝑘,𝑟) are set to 0. In all other
cases the non-visibility probability of a cell due to sensor failure 𝑃(∅𝑐𝐱𝑖𝑘,𝑟) is set

165



5 Stereo-video based object tracking system for side collision detection

from the object non-detectability probability 𝑃(∅𝐱𝑘,𝑖 | ∃𝐱𝑘,𝑖𝒟1∶𝑘) conditioned on
the object existence:

𝑃(∅𝑐𝐱𝑖𝑘,𝑟) = 𝑃(∅𝐱𝑘,𝑖 | ∃𝐱𝑘,𝑖𝒟1∶𝑘) . (5.19)

Point cloud Point cloud Prediction

Figure 5.18: Process of the grid-basedmeasurement composition for the track extent. Grid
cell occupancies of the track 𝐱𝑘,𝑖 are computed as a composition of the mea-
sured cell occupancies from the associated point clouds 𝑑1 and 𝑑2 (orange and
blue points) and the predicted cell occupancies (yellow). Occluded cells are
highlighted in red. Fitting a rectangle into the ground projection of the oc-
cupied grid cells yields a measurement for the track extent (green rectangle).

The cell visibility probability 𝑃(⊃𝑐𝐱𝑖𝑘,𝑟) is computed as follows:

𝑃(⊃𝑐𝐱𝑖𝑘,𝑟) = 𝑀𝐱𝑖
⊃ (𝑢𝑐𝑘,𝑟 ,𝑣𝑐𝑘,𝑟 ) ⋅ (1 − 𝑃(∅𝐱𝑘,𝑖 | ∃𝐱𝑘,𝑖𝒟1∶𝑘)) . (5.20)

The non-visibility probability of a cell due to occlusion 𝑃(⊅ 𝑐𝐱𝑖𝑘,𝑟) is computed as
follows:

𝑃(⊅𝑐𝐱𝑖𝑘,𝑟) = 𝑀𝐱𝑖
⊅ (𝑢𝑐𝑘,𝑟 ,𝑣𝑐𝑘,𝑟 ) ⋅ (1 − 𝑃(∅𝐱𝑘,𝑖 | ∃𝐱𝑘,𝑖𝒟1∶𝑘)) . (5.21)
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5.8 Object Tracking

For each cell 𝑐𝐱𝑖𝑘,𝑟 its filtered occupancy value ̄𝑜(𝑐𝐱𝑖𝑘,𝑟) at time step 𝑘 is given by

̄𝑜(𝑐𝐱𝑖𝑘,𝑟) = 𝑃(⊃𝑐𝐱𝑖𝑘,𝑟) ⋅ 𝑜(𝑐
𝐱𝑖
𝑘,𝑟) + (𝑃(⊅𝑐𝐱𝑖𝑘,𝑟) + 𝑃(∅𝑐𝐱𝑖𝑘,𝑟)) ⋅ ̄𝑜(𝑐𝐱𝑖𝑘−1,𝑟) . (5.22)

Object’s geometric orientation and dimensions are obtained using a RANSAC
based estimation of the main visible object surface in the top view and fitting a
rectangle with this orientation into the ground projection of the occupied grid
cells. Together, these parameters form the resulting composite measurement
which is then used for the innovation of the track’s geometric orientation and its
dimensions.
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6 Evaluation

6.1 Introduction

In this chapter we provide a sound evaluation of the concept presented in this
thesis. FBPDATA has been evaluated on several typical scenarios that are known
to bear problems for the classical data association and tracking approach. In
the following, the term “classical approach” will be used as the synonym for the
Tracking-by-Detection approach as described in Section 5.8.1 and illustrated in
Figures 5.13a and 4.2. Both FBPDATA and the classical approach use clustered 6D
point clouds as the input (we use GDBSCAN (see Section 5.7.1) for clustering and
the Iterative Extended Kalman Filter (see Section 2.2.3) for point tracking in 6D).
In contrast to the classical approach, in which measurements are generated by
fitting rectangles to the resulting point clouds (we use RANSAC-based algorithm
described in Section 5.8.3) and are then associated to the existing tracks using the
GNN algorithm (see Section 2.3.1), FBPDATA uses the raw detections (clustered
point clouds) as the input to the data association and performs measurement re-
construction of the track position and extent as described in Sections 5.8.4 and
5.8.5. Both algorithms use the Extended Kalman Filter (see Section 2.2.2) for the
object state estimation.

Both simulated and real data have been used in the experiments. In our evaluation,
we started by selecting known failure modes of the classical data association and
object tracking approach and running amultitude of simulations of relatively easy
as well as challenging scenarios. We then compared our approach to the classical
approach on a real-world sequence that combines several of the challenges. Sec-
tions 6.2 to 6.7 describe evaluations performed on simulated data, whereas Section
6.8 deals with a real-world scenario evaluation.
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6 Evaluation

6.2 Simulation tool

In order to perform a basic evaluation of the proposed data association and object
tracking methods a point cloud generation tool has been developed. This sim-
ulation tool allows to model tracked objects as sets of points with fixed relative
positions. Modeled object properties include dimensions, starting position, veloc-
ity, acceleration, and yaw rate. In each simulated time frame, a tracked object is
modeled as being either invisible or visible by means of one or multiple detec-
tions (fragments), which consist of clustered 6D points. This allows to simulate
different scenarios such as partial occlusions, splitting and merging point clouds,
or objects entering and leaving the FoV of the sensors.

For each simulated frame, the tool generates lists of labeled 3D points, pre-
clustered 6D points (raw detections), rectangular detections (fragments), and
labeled objects. It also allows to add noise to positions and velocities of the
(otherwise fixed) 3D points. In principle, the output of the tool may be used as
input data for Point Tracking, Clustering, Object Detection, and Object Tracking
modules, i.e., as the input at different stages of the object tracking. In our
evaluation, however, we used only pre-clustered point clouds, which served as
simulated (partial or whole) object detections for both FBPDATA and the classical
approach.

Pre-clustering the point clouds and setting part of them to invisible mode allowed
us to relatively easily generate some typical scenarios such as partial occlusions,
split and merged detections, and missing point correspondences. In order to eval-
uate the system and the proposed approach we used several simulated scenarios,
four of which are described in detail in Sections 6.3 to 6.6. Additionally, we have
performed a robustness evaluation by adding white Gaussian noise to the point
positions and by deleting individual points. This is described in Section 6.7.

Figures 6.1 and 6.2 show the main GUIs of the simulation tool. Figure 6.1 shows
the tool dialog for configuring detection fragments and corresponding 3D points.
The fragments may be framewise set to invisible mode in order to model splits or
partial occlusions. Figure 6.2 shows the dialog for configuring detection visibility
for each track.
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6.2 Simulation tool

Figure 6.1: GUI of the simulation tool: point cloud configuration.

Figure 6.2: GUI of the simulation tool: framewise track configuration.
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6 Evaluation

6.3 Simulated scenario 1:
Object crossing the field of view

In the first scenario, an object crosses the field of view (FoV) of the sensors from left
to right while the sensor-carrying vehicle remains stationary. Figure 6.3 illustrates
this scenario. The sensor-carrying vehicle is visualized by a black rectangle at the
image bottom. The borders of the FoV of the stereo camera are visualized as red
lines. The observed object (visualized as a blue rectangle) is modeled by means of
a point cloud which is depicted by black dots. The points are colored green as soon
as they become visible and are being clustered. The cluster centroid is visualized
by a thick green dot.

Figure 6.3: Top view of a simple scenario with an object crossing the FoV of the sensors
(red lines). The ego vehicle remains stationary. The observed object is modeled
by a point cloud. The points are clustered and build a detection as soon as
they enter the FoV (green dots). Thick green dot visualizes the centroid of the
cluster. Points beyond the FoV are depicted in black. They are not “seen” by
the tracking system.

Figure 6.4 shows simulated clusters (a) and results of the object detection, data
association, and tracking achieved by the classical approach (b) and FBPDATA (c).
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6.3 Simulated scenario 1: Object crossing the field of view

(a) Simulated clusters (b) Tracking results:
classical approach

(c) Tracking results:
FBPDATA

Figure 6.4: Tracking results for a simple simulated scenario with an object crossing the
FoV of the sensors (top view; Frames 2, 3, 4, 8, 10).
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6 Evaluation

The left column shows the simulated clusters. At the beginning, when the object
enters the FoV of the sensors, only a small set of points is visible. When the
visible portion of the object becomes larger, the point cluster seems to “grow”. Its
centroid moves towards the real object centroid and remains there for a couple
of frames. Towards the end of the sequence, when the object is leaving the FoV
borders, the visible part becomes smaller again. The cluster seems to “shrink”. Its
centroid moves further towards the rear part of the object.

The second column shows the results of the object tracking using the classical data
association and object tracking approach. Fitting a rectangular into the clustered
points results in an object detection. This is plotted as a black rectangle. The
instantiated but not yet confirmed object is depicted in gray. The orange rectangle
visualizes the results of filtering (the tracked and confirmed object). The thick
orange line visualizes the estimated object velocity.

At first, when the object enters the FoV, its initial velocity estimation is derived
from the velocities of the clustered points. Thus, it matches the ground truth value.
However, the cluster centroid “jumps” in the course of the next frames, resulting
in a reduced velocity estimation. The object seems to decelerate. Furthermore,
the direction of the motion is estimated incorrectly. This is due to the fact that
the detection seems to have rotated between the frames, which is interpreted as a
yaw. As soon as the entire object becomes visible and the cluster centroid adheres
to the real object centroid, the object seems to accelerate. After a short transient
process, the velocity estimation finally approaches the ground truth and the yaw
rate becomes zero. However, this lasts only for a few frames. As soon as the object
starts leaving the FoV, it seems to “stick” to the FoV border, decelerating again.

The third column shows the results of the object tracking using FBPDATA. Ob-
ject detections are shown as black rectangles as well. Occlusion handling is done
by means of the grid-based object representation. Occupied cells of the grid are
visualized by small black rectangles. Occupied cells that are estimated as being
occluded are colored red. As one can see, the orange line, which visualizes the
estimated object velocity, matches the real object velocity pretty well through the
whole sequence despite “jumps” of the cluster centroid. The object position is
also estimated pretty well throughout the whole sequence starting with Frame 3
(second row).
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6.3 Simulated scenario 1: Object crossing the field of view

The relevant parameters of the estimated object state are plotted in Figure 6.5.
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Figure 6.5: Simple simulated scenario with an object crossing the FoV of the sensors: plots
of the lateral position 𝑥, speed 𝑣, length 𝑙, and motion orientation angle 𝜑:
classical approach (red), FBPDATA (blue) and ground truth (black).
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As expected, tracking based on the estimated point cloud centroid suffers from the
effects of partial occlusion. It causes an erroneous underestimation of the object’s
velocity followed by an acceleration as soon as the entire object becomes visible.
At the end of the sequence, while the object leaves the FoV of the cameras, the
centroid of the visible points becomes slower again causing the track to decelerate
and to partially remain in the FoV. In contrast to that behavior, FBPDATAmanages
to correctly estimate the object parameters and even to correctly track the object
when it’s almost completely outside of the field of view of the sensors.

6.4 Simulated scenario 2:
Split detection due to a clustering error

The second experiment is based on the first one but additionally simulates a split
detection due to a clustering error in Frame 7. This is shown in Figure 6.6.

Figure 6.6: Frame 7 of the second scenario: Object is modeled by two distinct point clus-
ters (depicted in green and blue). Thick blue and green dots visualize cluster
centroids.
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6.4 Simulated scenario 2: Split detection due to a clustering error

Figure 6.7 shows simulated clusters and results of the object detection, data as-
sociation, and tracking achieved by the classical approach and FBPDATA. The
second column shows tracking results of the classical approach. The points are
recognized as a single cloud when the object enters the FoV. Later, the point cloud
is split into two parts. This causes instantiation of a new track from the smaller
point cloud. The bigger one is associated to the already tracked object. This seems
to decelerate rapidly due to the “jump” of the centroid of the associated point
cloud. In the following frames the entire object is detected as a whole again. As
soon as this happens, the track seems to accelerate. In contrast to that behavior,
FBPDATAmanages to correctly estimate the object parameters in spite of the split
as shown in the third column. Even though the cloud split produces two partial
detections, the overall state estimation is not affected. The relevant parameters of
the estimated object state are plotted in Figure 6.8.
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(a) Simulated clusters (b) Tracking results:
classical approach

(c) Tracking results:
FBPDATA

Figure 6.7: Tracking results for a simple simulated scenario with a split detection (top
view; frames 2, 3, 7, 8, 10).
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6.4 Simulated scenario 2: Split detection due to a clustering error
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Figure 6.8: Simulated scenario with a split detection: plots of the lateral position 𝑥, speed
𝑣, length 𝑙, and motion orientation angle 𝜑: classical approach (red), FBPDATA
(blue) and ground truth (black).
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6.5 Simulated scenario 3: Occlusion

Figure 6.9 shows a simple occlusion scenarios with two objects. In this scenario an
object, which is depicted in orange, is driving through the field of view being oc-
cluded both by the FoV borders (visualized as red lines) and by another stationary
object in the foreground (depicted in magenta).

Figure 6.9: Simulated occlusion scene (top view): Partial occlusion of the background ob-
ject (orange) due to a foreground object (magenta).

Figure 6.10 and Figure 6.11 show a comparison of the results achieved by the clas-
sical data association and tracking approach and FBPDATA. The classical associ-
ation and tracking approach suffers from the occlusion effects. They lead to con-
siderable corruption of the position and velocity estimation of the background
object and even to termination of the corresponding track and re-instantiation
of a new one as shown in Figure 6.10b and Figure 6.11. Due to the occlusion, re-
sults of the classical approach differ considerably from the ground truth beginning
with Frame 11. The object seems to decelerate and to shrink. Missing detections
finally lead to track termination in Frame 17. In Frame 19 a new track has to be
instantiated.
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6.5 Simulated scenario 3: Occlusion

Unlike the classical approach, FBPDATA manages to maintain both tracks and to
correctly update tracks’ parameters through the occlusion phases. Figure 6.10c
visualizes tracking results of FBPDATA together with the underlying grid-based
object representation. The occupied grid cells are depicted as black rectangles.
Occluded but still tracked grid cells are colored red.

Figure 6.11 shows plots of some of the estimated object parameters delivered by
both approaches in comparison to the ground truth.
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(a) Simulated clusters (b) Tracking results:
classical approach

(c) Tracking results:
FBPDATA

Figure 6.10: Tracking results for a simple simulated occlusion scenario (top view; frames
10, 14, 18, 20, 23, 25).
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6.5 Simulated scenario 3: Occlusion
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Figure 6.11: Simulated occlusion scenario: plots of the lateral position 𝑥, speed 𝑣, length
𝑙, and motion orientation angle 𝜑 of the upper object: classical approach (red
and magenta), FBPDATA (blue) and ground truth (black).
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6.6 Simulated scenario 4:
Splitting and merging point clouds

Figure 6.12 shows another scenario with two objects. In this scenario, one object
approaches the sensor-carrying vehicle and turns back while another object is
crossing the FoV. In the middle of the sequence (Frame 9) there is a simultaneous
merge and split of the corresponding point clouds followed by a merge in the next
frame. The respective point clusters are depicted in Figures 6.13 and 6.14.

Figure 6.12: Simulated Split & Merge scene (top view): simulated points and correspond-
ing ground truth objects.

The output of both data association and tracking algorithms for these and three
further frames of the “Split and Merge” sequence are shown in Figure 6.15. In
Frame 9, the lower track (colored magenta) is associated with the small partial
detection which results from a split of the lower point cloud. The centroid of the
magenta point cloud moves to the rear part of the object causing a deceleration
of the track. The large merged detection is associated with the upper track (col-
ored orange), causing this to grow and to slightly accelerate towards the sensor-
carrying vehicle instead of moving to the left.
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6.6 Simulated scenario 4: Splitting and merging point clouds

Figure 6.13: Simulated Split & Merge scene (top view, Frame 9): merge. The simulated
point cluster is depicted in green. Thick green dot visualizes the centroid of
the cluster.

Figure 6.14: Simulated Split & Merge scene (top view, Frame 10): simultaneous split and
merge. The simulated point clusters are depicted in green and blue. Thick
green dot visualizes the centroid of the green cluster.
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In the next frame, the small point cloud is merged with the large one as shown
in Figure 6.14. The lower track does not get any associated detection and remains
almost on the same spot adopting the predicted low speed value. The upper track
is associated with the merged detection. The centroid of this large point cluster
also happens to remain on the same spot, causing the upper track to abruptly
decelerate. The track continues growing. The impact of these two effects show
through in the next couple of frames. In Frame 11 and in the following frames
non-corrupted detections are obtained again. However, upper detection cannot
be associated with the correct track anymore since it is outside of the track’s gate.
A new track has to be instantiated for this detection (depicted in gray). Detection
corruption leaves its mark on the lower track too. It has to strongly accelerate in
order to compensate for the previous deceleration phase and needs several frames
to recover from the induced acceleration oscillation.

In contrast to such behavior, FBPDATA manages to maintain both tracks and to
reasonably update tracks’ parameters.

Figure 6.16 and Figure 6.17 show a comparison of the relevant track parameter of
the upper and the lower object for both approaches in comparison.
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6.6 Simulated scenario 4: Splitting and merging point clouds

(a) Simulated clusters (b) Tracking results:
classical approach

(c) Tracking results:
FBPDATA

Figure 6.15: Tracking results for a simulated scenario with splitting and merging point
clouds (top view; frames 8, 9, 10, 11, 13).
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Figure 6.16: Simulated Split & Merge scenario: plots of the lateral position 𝑥, speed 𝑣,
length 𝑙, and motion orientation angle 𝜑 of the upper object: classical ap-
proach (red and magenta), FBPDATA (blue) and ground truth (black).
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6.6 Simulated scenario 4: Splitting and merging point clouds
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Figure 6.17: Simulated Split & Merge scenario: plots of the lateral position 𝑥, speed 𝑣,
length 𝑙, and motion orientation angle 𝜑 of the lower object: classical ap-
proach (red), FBPDATA (blue) and ground truth (black).
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6.7 Robustness evaluation

We conducted several experiments to evaluate the robustness of the proposed ap-
proach with regards to impact of noise and missing correspondences. For noise
robustness evaluation we added white Gaussian noise to the 3D position of the
simulated points in each frame and computed variance of all relevant object pa-
rameters. Section 6.7.1 discusses the results of this evaluation. The robustness
with regard to point tracking failures, namelymissing point correspondences, was
evaluated in a similar way by randomly deleting multiple points in each frame.
Results of this evaluation are discussed in Section 6.7.2.

6.7.1 Noise robustness

Figures 6.19 – 6.22 show exemplary results of the noise robustness evaluation
for the 13th frame of the occlusion sequence from Section 6.5. The 13th frame is
a particularly interesting example since it is one of the frames in which the rear
object starts to be occluded by the object in the foreground as shown in Figure 6.18.

(a) Simulated point
clusters (green and
blue) and ground truth
objects

(b) Tracks provided by the
classical approach

(c) Tracks provided by
FBPDATA

Figure 6.18: Simulated occlusion scene, Frame 13: Simulated clusters and ground truth
objects (a) and tracking results of the classical approach (b) and FBPDATA (c)
(no noise added).

The standard deviation of noise added to the points was steadily varied from 0.1m
to 0.9m. For each step we performed 50 repetitions. In Figures 6.19, 6.20, 6.21, and
6.22 the resulting mean and standard deviation of the estimates of object position,
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6.7 Robustness evaluation

speed, motion orientation, box orientation, length, and width of the rear object
are plotted for different added noise values.

As expected, increasing noise leads to increasing variance of the estimates of ob-
ject position, velocity, dimensions and orientation for both approaches. Especially
in the case of length, width and geometric orientation both approaches show a
comparable behavior: noisy point positions lead to growing object dimensions
and almost random orientation of the object box.

However, one can see a great difference regarding variances of object position and
velocity estimates of both approaches. The variances of the FBPDATA estimates
are less then those of the classical approach.

One thing that has to be explained right away is the strong bias of the estimates
of the object length, lateral position, and lateral velocity in the classical approach.
They are due to the lacking occlusion handling of the classical approach. In Frame
13, only a part of the rear object is detected (clearly seen in Figure 6.18b). Cor-
rupted object detection leads to a strong underestimation of the object length,
lateral position and lateral velocity compared to FBPDATA, which “reconstructs”
the correct measurement. This effect can also be seen in the simulation without
added noise, as discussed in Section 6.5.
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Figure 6.19: Simulated occlusion scenario with added noise: plots of mean and standard
deviation of the position of the rear object in dependence on standard devi-
ation of added noise: classical approach (red), FBPDATA (blue) and ground
truth (black).
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Figure 6.20: Simulated occlusion scenario with added noise: plots of mean and standard
deviation of the dimensions of the rear object in dependence on standard de-
viation of added noise: classical approach (red), FBPDATA (blue) and ground
truth (black).
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Figure 6.21: Simulated occlusion scenario with added noise: plots of mean and standard
deviation of the velocity components of the rear object in dependence on
standard deviation of added noise: classical approach (red), FBPDATA (blue)
and ground truth (black).
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Figure 6.22: Simulated occlusion scenario with added noise: plots of mean and standard
deviation of the motion orientation and the geometric orientation of the rear
object in dependence on standard deviation of added noise: classical approach
(red), FBPDATA (blue) and ground truth (black).
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In case of the lateral object position the major effect is, in fact, the bias of the
mean value estimation of the classical approach (red hose). This is due to the fact
that the centroid of the visible points is tracked, which in Frame 13 is far behind
the real object centroid. In contrast to this, lateral object position estimated by
FBPDATA is much closer to the ground truth value. A small bias is due to the
grid-related quantization of the object length estimation that provides the basis
for the lateral position estimate. Besides, the FBPDATA shows a slightly lower
variance regarding the lateral position.

Longitudinal object position is estimated quite well by both approaches. A general
bias towards smaller values is due to the L-shaped simulation of the respective
point cloud, or more specifically due to unequal impact of positive and negative
values of added longitudinal noise on the longer part of the L-shape. Positive y
values of the added noise pull the corresponding points away from the bounding
box border towards the object center. Shifts of individual points towards object
center, however, do not lead to any major changes in the object shape. In contrast,
in case of negative values, points are pulled out of the bounding box. This causes
changes in object shape in the respective area and leads to an estimated rotation of
the object box and reduced longitudinal position. In FBPDATA this effect is even
slightly increased due to the aforementioned grid-related quantization effects.

The major difference with regard to variance can be observed for the velocity
components 𝑣𝑥 and 𝑣𝑦 . Both lateral and longitudinal velocity components show
much less variance in case of FBPDATA than in case of the classical approach.
As stated before, here too, estimates of the classical approach show a strong bias
(underestimation of velocity) whereas FBPDATA estimates are extremely close to
the ground truth values.

6.7.2 Missing point correspondences

Missing point correspondences between frames were modeled by randomly delet-
ing simulated points in each frame. Each point could be deleted with a probability
𝑃𝑑𝑒𝑙 that we varied from 0.1 to 0.6. Again, for each 𝑃𝑑𝑒𝑙 value, 50 runswere executed.
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Figures 6.23, 6.24, 6.25, and 6.26 show results of this evaluation for the 13th frame
of the aforementioned occlusion sequence. Again, mean and standard deviation
of object position, speed, motion orientation, box orientation, length, and width
of the rear object are plotted for different values of 𝑃𝑑𝑒𝑙 .

The results are comparable to those of the noise robustness evaluation with re-
spect to the estimated object position. Other parameters behave quite differently.
Contrary to the previous experiment, deletion of individual points has almost
no effect on the estimation of object position and dimensions for both evalu-
ated approaches. The same holds for the estimated object velocity. In the case
of FBPDATA there is no influence at all – even a few tracked points suffice for a
correct velocity estimation. This also means a correct estimation of the motion
direction. The impact on the orientation of the object bounding box is much less
than in the experiment with added noise. In the case of FBPDATA it starts to vary
only for 𝑃𝑑𝑒𝑙 > 30%.

Overall, one can state that FBPDATA provides a stable, robust tracking despite
missed correspondences and is less sensitive to noise than the classical approach.
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Figure 6.23: Occlusion scenario with missing point correspondences simulation: plots of
mean and standard deviation of the position of the rear object in dependence
on point deletion probability 𝑃𝑑𝑒𝑙 : classical approach (red), FBPDATA (blue)
and ground truth (black).
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Figure 6.24: Occlusion scenario with missing point correspondences simulation: plots of
mean and standard deviation of the dimensions of the rear object in depen-
dence on point deletion probability 𝑃𝑑𝑒𝑙 : classical approach (red), FBPDATA
(blue) and ground truth (black).
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Figure 6.25: Occlusion scenario with missing point correspondences simulation: plots of
mean and standard deviation of the velocity components of the rear object
in dependence on point deletion probability 𝑃𝑑𝑒𝑙 : classical approach (red),
FBPDATA (blue) and ground truth (black).
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Figure 6.26: Occlusion scenario with missing point correspondences simulation: plots of
mean and standard deviation of the estimated motion orientation and the box
orientation of the rear object in dependence on point deletion probability 𝑃𝑑𝑒𝑙 :
classical approach (red), FBPDATA (blue) and ground truth (black).
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6.8 Real world scenario: Dynamic occlusion

For the evaluation of our approach on the real-world data we focused on typical
scenarios that challenge object trackers. We perform our evaluation based on
video sequences obtained using a TYZX stereo camera [Woo06]. In contrast to
the aforementionedMOT performance evaluation which operates in the 2D image
domain [Gei12], we perform our evaluation based on the ground truth measured
directly in the 3D space, hence allowing to evaluate not only the performance
of the object detection and data association but also the state estimation in 3D,
including object velocities, which are crucial in a pre-crash application.

Figure 6.27 shows frames from a real-world sequence involving two relevant ob-
jects. The foreground object is a person who is crossing the field of view of the
camera, while the car in the background remains stationary. The motion of the
person causes a dynamic occlusion of different car portions starting from the rear
end. As soon as the person starts occluding the car, only the front part of the
latter can be detected (partial detection). After 9 frames the rear part of the car
starts showing again, while the front part is still visible. This leads to two sepa-
rately detected parts (split detection). Later on, only the rear portion of the car
is visible, while the front part becomes occluded (partial detection). Finally, the
entire car becomes visible again.

(a) Image of the left camera (b) Top view: point clusters and ground
truth objects

Figure 6.27: Real world sequence: pedestrian walking in front of a car.
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This scenario is equivalent to the commonly observed pattern for the side-looking
camera, where a relatively thin object in the foreground (a pedestrian, a pole etc.)
is occluding a relevant object in the background. We chose a sequence with a
stationary camera and a stationary background object in order to better focus
on the achieved algorithm results related to handling occlusions and occlusion-
related partial and split detections.

Figure 6.28 shows clustering results as well as the results of object tracking
achieved by both approaches. The left column shows the results produced by
the clustering algorithm in the top view projection. The middle column shows
object detection and tracking results of the classical approach (thin black and
thick colored cuboids). In the right column, tracking results of FBPDATA are
visualized. In addition to the tracked objects, the images show occupied grid
cells of both foreground and background objects, the appearance mask of the
foreground object (as a semi-transparent overlay), and occupied grid cells of the
background object that are recognized to be occluded (red).

In Figure 6.29 object position, length, speed, and dynamic orientation of the rear
object are plotted. From Frame 19 on, the person in the foreground starts occlud-
ing the car. Only a part of the points belonging to the rear object are detected
in the consecutive frames. The centroid of the respective point cloud moves to
the left. Application of the classical approach leads to a decrease of the estimated
lateral object position (𝑥); the estimated object centroid starts moving to the left
gaining speed. Short after the rear part of the car starts showing again, a new
object is created (cyan box). As the respective point cloud increases in size, its
centroid moves to the left and the object also gains speed. Starting from Frame 45
and further on, the orange track receives no detection and finally gets deleted in
Frame 47.

In contrast to that behavior, FBPDATA keeps the occluded object parts and recon-
structs the correct object extent despite the occlusion. The original object position
is maintained as well. Later on, when the split detection is obtained, both detected
point clouds are correctly associated to the orange track allowing for the correct
update of the track position, speed, and extent.
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(a) Results of clustering (b) Tracking results:
classical approach

(c) Tracking results:
FBPDATA

Figure 6.28: Tracking results for a real-world scene with a dynamic occlusion (top view;
frames 7, 28, 37, 48, 58).
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Figure 6.29: Dynamic occlusion scenario: plots of the lateral position 𝑥, speed 𝑣, length 𝑙
and motion orientation angle 𝜑 of the upper object: classical approach (red
and magenta), FBPDATA (blue) and ground truth (black).
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7 Conclusion and outlook

In this thesis, an approach for video-based tracking of multiple extended objects
has been presented, which is capable of coping with noisy, split, merged, incom-
plete and missed detections. In contrast to many object tracking systems, the
proposed approach does not require any additional knowledge and does not make
any assumptions about object appearance in the image domain. Object detections
are derived solely on the basis of clustered 3D points. No pre-learned appearance
information is assumed for object detection.

The side pre-crash safety system developedwithin the EU project APROSYS serves
as the motivation for this strategy. The restrictions of the side view lead to the
development of a stereo-video-based system which is based on a few reasonable
assumptions, such as the object rigidity and the “flat world” assumption. This
system has been described in detail. The description covers camera modeling,
optical flow computation, depth perception, point tracking in 3D, object detection,
data association, and object state estimation.

The focus of the thesis was laid on counteracting data association and tracking er-
rors that occur due to corrupted detections. We first gave a detailed introduction
to object tracking and its subtasks and provided basics of object state estimation
and data association. We analyzed the problem of corrupted detections and iden-
tified the major weaknesses of the classical tracking-by-detection scheme. As a
result, we formulated a data association and object tracking approach based on
the detection-by-tracking paradigm.

The proposed approach consists of several concepts for improving video-based
object tracking in cases of corrupted detections.
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First, we make a distinction between a measurement and a detection. Data asso-
ciation is performed using raw detections and is based on knowledge about the
previous affiliation of individual feature points to the detected objects from pre-
vious frames.

In contrast to most classical tracking approaches which follow the tracking-by-
detection paradigm, in our approach measurements are not directly derived from
detections but are “reconstructed” from the associated detections. The feature-
based reconstruction of object dynamics offers a solution to the problem of er-
roneous object state estimation in cases of split, merged and partial detections
as well as in case of detections which are bloated due to clutter. A grid-based
object object extent representation in 3D offers a compromise between a coarse
and a fine-granular modeling the objects’ extent and facilitates a detailed occlu-
sion modeling, which is realized by computing appearance masks and occlusion
masks for the tracked objects. This information allows to reconstruct object ex-
tent in case of partial and split detections and thus to provide an adequate occlu-
sion handling. Object reference point is filtered taking into account the estimated
object dimensions. The problem of false positives (clutter-based detections) and
false negatives (missed detections) is handled within a probabilistic data associ-
ation scheme with object existence and observability modeling. We make a dis-
tinction between three different causes for missed detections and two causes for
unassociated detections and incorporate the respective likelihoods into the state
estimation process. Explicit object existence and observability modeling allows
for realization of the Track-Before-Detect track management scheme that is based
on a sound probabilistic footing.

The approach has been evaluated based on simulated and real world data. The
selected sequences covered critical scenarios in terms of deficient object detection.
We succeeded in improving object position and velocity estimation and managed
to prevent track losses in case of occlusions and merged and split detections.

For tracking applications that have to cope with the above-mentioned effects
of corrupted detections and allow tracking on the feature point level, the pre-
sented approach offers a much-needed enhancement which has the potential to
increase detection and tracking performance in problematic scenarios and to sig-
nificantly improve the overall system robustness. But also an integration of the
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proposed feature-based data association and measurement reconstruction scheme
into frameworks that use appearance-based 2D detections and point clustering
based 3D detections (i.e., [Oše17]), might considerably improve their performance
in complicated scenarios.

The applicability of the proposed approach has been demonstrated based on a
stereo-video based object detection and tracking framework that was designed
for a side-looking pre-crash application. Adapting the framework for a front-
looking perspective or integrating the tracking module into another object de-
tection framework would allow to compare the tracking performance with other
state-of-the-art MOT approaches.

The area of application, however, has not necessarily to be restricted to stereo
cameras and to ADAS applications. Parts of the proposed approach have already
been successfully utilized for improving tracking performance in other applica-
tions, such as e.g., indoor surveillance application [Ste12], maritime surveillance
[Teu11], and vehicle tracking in Wide Area Motion Imagery (WAMI) data [Teu15,
Teu16].

In the current version of the framework we used a very simple model for distribu-
tion of object birth, clutter, etc. Collecting more data and learning distributions
for object births, splits, merges, and deaths from data is necessary to achieve good
results in a specific application.

We consider several enhancements to the presented approach. One of them is
utilization of more sophisticated interest point detectors and descriptors, such
as SIFT [Low04] or SURF [Bay06], instead of optical flow (or in addition to it)
for feature point tracking and particularly for re-identification of object parts re-
appearing after an occlusion. Other reasonable enhancements are integration of
the stixel representation [Pfe11], Dense6D [Rab10], and scene flow [Vog15] as the
underlying data input.
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The evaluation of the motion models described in Section 5.8.2 was done with data
taken both in a controlled environment (crash site) and in regular traffic scenes.
In the following, evaluation of two video sequences will be presented. The first
one was taken in a crash site. The underlying scenario was a side crash. It was
performed similar to a EURO NCAP side crash test using a crash barrier shown
in Figure A.1. The ground truth acquisition system of the crash site allowed for a
precise quantitative evaluation of the object velocity. The crash barrier (CB) was
heading straight for the sensor-carrying platform at the speed of 5.6 m/s as shown
in the Figure A.2 (a).

Figure A.1: Pictures of the crash test conducted at the CIDAUT crash site in Valladolid.

The second scenario was taken on a special track where a round-about situation
was simulated as shown in Figure A.2 (b). For this scenario there was approxi-
mate ground truth available which allowed for a qualitative analysis of the model
performance. The vehicle under test (VUT) was standing while another vehicle
(bullet vehicle, BV) was driving the depicted trajectory at approx. 8 m/s.
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(a) EURO NCAP side crash scenario (b) Round-about-Scenario

Figure A.2: Test constellation for the crash scenario and the round-about scene.

Object position measurements from the stereo video sensing system had the up-
date rate of approximately 42 Hz. Figure A.3 shows some images taken by one of
both video cameras.

Figure A.3: Selected images of the APROSYS camera taken during the crash test (upper
row) and during the track test (lower row).

In the crash sequence, all models yielded good object position estimation. As
shown in Figure A.4, object distance was estimated correctly by all models. At
the beginning of the sequence, a light oscillation of the lateral position could be
observed, but, as it can be seen in Figure A.5, with more measurements available
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it becomes stable. The constant heading model with constant velocity yields in
the most stable estimation of the motion direction. The estimation using bicycle
model overshoots and needs more time for convergence. The constant yaw rate
model performs slightly better than the bicycle model.

In Figure A.6 the estimated object speed is shown. All models show a good ten-
dency already after a few frames. The object speed was initialized with a very
small value. This facilitates a slightly faster convergence of the estimated driving
direction. The difference between the initial and the real value has to be corrected
by the filter. Models with explicit acceleration estimation tend to do this by assign-
ing the object an acceleration which can be seen in Figure A.7. This is not correct
and leads to oscillation of the object speed. The acceleration starts to decrease
after correct object speed is reached but the sequence is too short for reaching
the correct value for both acceleration and speed. Models without explicit accel-
eration estimation do not oscillate but need more time to reach the correct speed
value.

A closer look at the object detection results of the crash sequence has shown that
when the crash barrier approaches, the size estimate of the video object becomes
larger. This is due to the fact that occluded object points become visible which
leads to a shift of the estimated center of gravity and thus to slightly underesti-
mated velocity.

Figures A.8 (a), (b) and (c) show object trajectories obtained for the round-about
scenario with different models. When using constant heading model, after a short
transient phase, the trajectory is estimated correctly, however later in the turn,
linear motion is predicted for several frames before it can be corrected by the filter
(visualized by blue arrow). This can lead to prediction of non-existing collisions,
which could often be experienced. When using the bicycle model, the motion
direction change is also detected too late. The resulting position offset leads to a
stronger steering estimation which yields in a full rotation of the estimated object.
Besides, the bicyclemodel is very sensitive to the parameter settings of the Kalman
Filter and generally tends to oscillate. The path estimated with the constant yaw
rate model meets the driven path best. The obtained trajectory is smoother than
those of the other models. As expected, the explicit acceleration estimation leads
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to additional uncertainty of the velocity and position estimation. The observation
time is too short for a proper estimation. This leads to worse results.
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𝑡 / ms

𝑦 / m

(a)

𝑡 / ms

𝑦 / m

(b)

Figure A.4: Object distance estimation for models without (a) and with (b) explicit accel-
eration modeling. Thick red line shows the ground truth.
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(b)

Figure A.5: Estimated object trajectory for models without (a) and with (b) explicit accel-
eration modeling. Thick red line shows the ground truth.
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(b)

Figure A.6: Estimated object speed for models without (a) and with (b) explicit accelera-
tion modeling. Thick red line shows the ground truth.
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Figure A.7: Estimated object acceleration of the models with explicit acceleration model-
ing. Thick red line shows the ground truth.
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(a)
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(b)
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(c)

Figure A.8: Trajectories obtained for the roundabout sequence using different motion
models: constant headingmodel with constant velocity (a), bicyclemodel with
constant velocity (b), constant yaw rate model with constant velocity (c).
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This work proposes a feature-based probabilistic data association and track-
ing approach (FBPDATA) for video-based multi-object tracking. FBPDATA 
is based on re-identifi cation and tracking of individual video image points 
(feature points) and aims at solving the problems of partial, split (fragment-
ed), bloated or missed detections, which are due to sensory or algorithmic 
restrictions, limited fi eld of view of the sensors, as well as occlusion situa-
tions. FBPDATA explicitly models object existence, occlusions, detectability, 
noise, and clutter, representing them by means of probability distributions 
and considers different obtainable joint data association events and their 
probabilities. A probabilistic point-to-track assignment scheme and a grid-
based object representation allow for a feature-based reconstruction of ob-
ject measurements and for a correct data association and track state update 
even in case of corrupted detections – leading to a signifi cant improvement 
of the tracking performance.
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