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Abstract: Multivariate quantiles are of increasing importance in applications of hydrology. This calls
for reliable methods to evaluate the precision of the estimated quantile sets. Therefore, we focus on
two recently developed approaches to estimate confidence regions for level sets and extend them
to provide confidence regions for multivariate quantiles based on copulas. In a simulation study,
we check coverage probabilities of the employed approaches. In particular, we focus on small sample
sizes. One approach shows reasonable coverage probabilities and the second one obtains mixed
results. Not only the bounded copula domain but also the additional estimation of the quantile level
pose some problems. A small sample application gives further insight into the employed techniques.
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1. Introduction

The track record of multivariate quantiles in hydrology is long and started with the papers by [1–3].
Quickly, a growing amount of literature on this topic with an application focus arose (see, e.g., [4–6]).
A thorough overview of the current state of the art can be found in [7]. The notion of multivariate
quantile we use in this paper is based on copulas. It has the nice feature that a 100% · p multivariate
quantile separates the copula domain into two sets, one comprising p, the other comprising 1− p of
the total probability mass. Some theoretical aspects can be found in e.g., [8–10].

Not only the estimation of multivariate quantiles is important, but also an assessment of the
estimation uncertainty. Confidence regions can be an essential tool for doing this. In contrast to
pointwise confidence bands, confidence regions provide a holistic precision analysis of multivariate
quantiles. For example, Refs. [11,12] construct confidence regions for multivariate quantiles based on
highest density regions [13]. However, in principle, any approach for constructing confidence regions
of level sets is applicable since the multivariate quantiles considered are specific level sets.

We attempt to fill this research gap and contribute to the existing literature on multivariate
quantiles in several ways. First, we extend two recently developed approaches for construction of level
set confidence regions by Mammen and Polonik [14] and Chen et al. [15] to the estimation problem at
hand. Note that the multivariate quantiles considered here are level sets at specific levels of the copula.
However, in contrast to the cited works, where the levels are known and fixed in advance, the level
of the multivariate quantile has to be estimated. Second, we check the coverage probabilities of the
extended methods by a simulation study in order to investigate their reliability. Finally, we apply the
methods on a small sample of flood data to gain further insights.

The paper is structured as follows: The next section introduces copulas and the notion of
multivariate quantiles used here. The confidence region approaches by Mammen and Polonik [14]
and Chen et al. [15] are discussed in Section 3. Moreover, they are extended to multivariate quantile
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estimation. In Section 4, a simulation study is conducted in order to explore the strengths and
weaknesses of the considered methods. The paper is concluded by an application on a small sample of
flood data and a discussion of some further aspects.

2. Copulas and Multivariate Quantiles

This section introduces both copulas and the notion of multivariate quantiles we use throughout
the paper. Additionally, the notation and some preliminaries are covered. According to Sklar’s
theorem [16], every distribution function F of a continuous d-variate random variable X can be
decomposed into a copula C and its univariate marginal distributions F1, . . . , Fd by

F(x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)).

This allows for separating the marginal distributions and the overall dependence structure
of X. The copula itself is a distribution function of the random variable U = (U1, . . . , Ud) =

(F1(x1), . . . , Fd(xd)). Note that the univariate components of U are uniformly distributed. A good
theoretical introduction to copulas can be found, e.g., in [17–19]. An introduction for practical purposes
can be found, e.g., in [8,20].

Let X1, . . . , Xn be an i.i.d. sample of a random vector X and let xij be the ith component of the vector

Xj. The copula C of X may be estimated based on the so called pseudo observations Ûj =
(

û1j, . . . , ûdj

)
,

j = 1, . . . , n. These can be obtained either by estimation of the marginal distributions F̂i(x), i.e.,

Ûj =
(

F̂1(x1j), . . . , F̂d(xdj)
)

,

or by rank transformation of the data, i.e.,

Ûj =
1

n + 1
(vector of component-wise ranks of Xj in X1, . . . , Xn).

Note that estimation of the marginal distributions is prone to model misspecification [20]. Hence,
a rank transformation is often preferable.

Using the pseudo observations Ûj, j = 1, . . . , n, the copula can be estimated in different
fashions. The estimator Ĉ is called empirical copula and obtained by the empirical distribution
of the pseudo observations

Ĉ(u) =
1
n

n

∑
j=1

1{Ûj≤u}. (1)

A second estimator Ĉh that we use later on is based on kernel estimation. It is obtained by

Ĉh(u) =
1
n

n

∑
i=1

Kh(Φ
−1(u)−Φ−1(Ûi)), (2)

where Kh(x) = K(x/h) is the scaled version of a suitable multivariate kernel K and Φ−1 is
the inverse standard normal cumulative distribution function (CDF) applied component-wise.
Using a multiplicative kernel, this estimator is investigated in [21]. The transformation Φ−1

circumvents potential boundary issues that can arise in the copula domain [0, 1]d. It is also
recommended in [18]. Apart from choosing a kernel, the estimator also requires a bandwidth parameter

h. In this paper, we choose Kh to be a multiplicative multivariate Gaussian kernel and h =
(

4
d+2 n

) 1
d+4 ,

which is Silverman’s rule of thumb [22]. As will become clear later, these choices are particularly easy
to work with and let us generate confidence regions in the original copula domain.
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The Kendall distribution function KC : [0, 1] 7−→ [0, 1] [23–25] gives the probability that the copula
C stays at or below a given level p, i.e.,

KC(p) = P(C(u1, . . . , ud) ≤ p).

Barbe et al. [23] show that the Kendall distribution function can be estimated non-parametrically
from a sample of size n by

K̂C(p) =
1
n

n

∑
j=1

1{Vj≤p}, (3)

where Vj =
#{k 6=j|Xk≤Xj}

n−1 . In addition to that, we need an estimator of the inverse of KC(p).
For 0 < p < 1, this is obtained by

K̂−1
C (p) = inf{t|K̂C(t) ≥ p}. (4)

Furthermore, we define K̂−1
C (0) = 0 and K̂−1

C (1) = 1. Let plim denote convergence in probability.
It can be shown that not only plim K̂C(p) = KC(p) for p ∈ [0, 1] [23], but also plim K̂−1

C (p) = K−1
C (p)

for p < 1 [26]. Moreover, K̂C is strongly consistent [27].
Using the previous concepts of copulas and the Kendall distribution function, we can now define

the notion of multivariate quantiles we use in this paper. It has been used previously in, e.g., [7,9] and
in a similar fashion in [10]. In the following, let C denote the class of copulas for which KC is strictly
increasing and continuous.

Definition 1 ([9]). For a copula C ∈ C and p ∈ [0, 1] a multivariate quantile is defined as

Sp(C) := {u ∈ [0, 1]d : C(u) ≥ K−1
C (p)}.

We can now write P(Sp(C)) = P(C(u) ≥ K−1
C (p)) = 1 − P(C(u) ≤ K−1

C (p)) = 1 −
KC(K−1

C (p)) = 1− p. Hence, the boundary of the p · 100% multivariate quantile partitions the copula
domain into a set comprising probability mass p and a set comprising probability mass 1− p, which is
a nice feature of this particular definition. Furthermore, the shape of the boundary is determined by
the shape of the level curve of the copula. The level curve reflects the distribution of the probability
mass and the strength of dependence between the involved variables (see, e.g., [28]) which transfers to
the quantile definition here. For further motivation and theoretical considerations of this approach,
see [7,10]. Note that, because Rd, d > 1 has no total ordering, there are many other notions of
multivariate quantiles (see, e.g., [4,29–32]). However, we do not consider these further here.

Sp can be estimated either by

Ŝp(Ĉ) = {u ∈ Rd|Ĉ(u) ≥ K̂−1
C (p)}, (5)

or by
Ŝp(Ĉh) = {u ∈ Rd|Ĉh(u) ≥ K̂−1

C (p)}, (6)

where K̂−1
C is as defined in Equation (4), Ĉ is the empirical copula (1), and Ĉh is the kernel estimated

copula (2). The estimator Ŝp(Ĉ) is consistent [10]. An algorithm to construct the estimator on a given
bivariate copula sample can be found in [10].

We want to point out that the estimators (5) and (6) can be used for cases three and four in [7].
In addition, the estimators cover the multivariate quantiles used in [10]. Furthermore, note that we use
a non-parametric approach for multivariate quantile estimation here. Parametric and semi-parametric
estimators can be found, e.g., in [8,9].

A further concept we employ is the Hausdorff distance δH . It plays a key role in one of the
approaches to construct confidence regions (see Section 3.2). Let the Euclidean distance between two
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points x, y ∈ Rd be denoted by δ(x, y) = ‖x− y‖. We can then define the distance between a point
x ∈ Rd and a set A ⊂ Rd as δ(x, A) = infy∈A δ(x, y). If the set A is closed, min instead of inf can be
used. The Hausdorff distance δH can then be defined as follows.

Definition 2. For non-empty subsets A, B ⊂ Rd the Hausdorff distance δH(A, B) is defined by

δH(A, B) = max{sup
x∈A

δ(x, B), sup
x∈B

δ(x, A)}.

In general, the Hausdorff distance may be infinite. However, since we consider only subsets
of the compact set [0, 1]d, the Hausdorff distance is always finite. In the next section, we introduce
two approaches to construct confidence regions for level set estimation and extend them to
multivariate quantiles.

3. Confidence Regions for Multivariate Quantiles

In this section, we introduce the approaches by Mammen and Polonik [14] and Chen et al. [15].
These construct confidence regions for estimated level sets. The Mammen and Polonik [14] method is
applicable to level sets of any functions. On the other hand, the method by Chen et al. [15] is developed
for densities. Both approaches assume a fixed level for which the level set is estimated. This is different
from what we need in the context of multivariate quantiles. Thus, we make necessary extensions to
the approaches in order to make them applicable to estimated multivariate quantiles. We introduce
each method in turn and extend it. Moreover, we address some computational aspects.

We want to point out that there are other methods to construct confidence regions for multivariate
quantiles. For example, Refs. [11,12] follow a quite different approach based on highest density
regions [13]. This method constructs confidence regions which are centered at the distribution of points
on a level set. In contrast to that, the approaches by Mammen and Polonik [14] and Chen et al. [15]
yield confidence regions that bound the multivariate quantile. Thus, the techniques are principally
incomparable to one another. Therefore, we do not consider approaches based on highest density
regions further.

3.1. Approach by Mammen and Polonik (2013)

The approach by Mammen and Polonik [14] is based on the supremum distance between a
function and its estimate on a specific set of points. It can be used to construct confidence regions for
level sets of the form L = {x ∈ Rd : f (x) ≥ 0} of an arbitrary function f : Rd → R. Note that, by using
the function h(x) = f (x)− λ, instead, one can construct confidence regions for level sets of f at any
level λ. In the following, let L− = {x ∈ Rd : f (x) > 0} and let n denote the sample size. The approach
seeks to find sets L̂` and L̂u such that

P(L̂` ⊂ L− and L ⊂ L̂u)
n→∞−−−−−−→ 1− α,

where 1− α is the confidence level. The sets L̂` and L̂u are estimated by

L̂` = {x ∈ Rd : f̂ (x) > b̂n} and L̂u = {x ∈ Rd : f̂ (x) ≥ −b̂n},

where f̂ is an estimator of f and b̂n is an estimator of the 1− α quantile of Z = supx∈Rd :| f (x)|≤β | f̂ (x)−
f (x)|. Since the distribution of Z is unknown, Mammen and Polonik [14] suggest using a bootstrap.

The approach above is not directly applicable to the multivariate quantiles Sp since it assumes the
level λ to be fixed. In contrast to that, estimation of Sp requires estimation of the level K−1

C (p). Thus,
we have to extend the method. Let U1, . . . , Un be a d-dimensional copula sample. Then, the approach
by Mammen and Polonik [14] is extended and applied in Algorithm 1.
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Note that, by incorporating the estimation of K−1
C (p) into Step 5, we account for the estimation

uncertainty of Ŝp(Ĉ) and K̂−1
C (p) simultaneously. Thus, we propose to use h(x) = C(x)− K−1

C (p) and
we can write

sup
x∈Rd

∣∣∣ĥ(x)− h(x)
∣∣∣ = sup

x∈Rd

∣∣∣(Ĉ(x)− K̂−1
C (p)

)
−
(

C(x)− K−1
C (p)

)∣∣∣
= sup

x∈Rd

∣∣∣(Ĉ(x)− C(x)
)
−
(

K̂−1
C (p)− K−1

C (p)
)∣∣∣

≤ sup
x∈Rd

∣∣Ĉ(x)− C(x)
∣∣+ ∣∣∣K̂−1

C (p)− K−1
C (p)

∣∣∣ .

Recall that both the empirical copula and the Kendall distribution function are strongly
consistent [27,33,34] and that K−1

C (p) is strongly consistent when KC(p) is continuous and strictly
monotone [10]. Hence, the term above converges to 0 for n → ∞ and we expect the approach to be a
valid extension of [14]. Furthermore, the approach is easy to implement and is computationally very efficient.
An accompanying MATLAB implementation of Algorithm 1 can be found in the Supplementary Material.

Algorithm 1 Extension of Mammen and Polonik (2013).

1: Choose the level p and the confidence level 1− α.
2: Estimate K−1

C (p) and Sp on U1, . . . , Un according to Equation (4) and Equation (5), respectively.
3: Determine ∆n = {u ∈ {U1, . . . , Un} : −βn ≤ Ĉ(u)− K̂−1

C ≤ βn}, where βn = n−1/2 and Ĉ is the

empirical copula.
4: Draw nbs bootstrap samples U∗1 , . . . , U∗n. Repeat Step 2 on each of these.
5: Let Ĉi and K̂−1

C,i be the empirical copula and estimated inverse Kendall function of the ith bootstrap

sample. Determine Zi = maxu∈∆n |Ĉi(u)− K̂−1
C,i − Ĉ(u) + K̂−1

C | for each i = 1, . . . , nbs.
6: Estimate bn as the empirical 1− α-quantile of Z = (Z1, . . . , Znbs).
7: The confidence region of Ŝp(Ĉ) is determined by the two sets Ŝ` = {v ∈ [0, 1]d : Ĉ(v) > K̂−1

C (p)−

b̂n} and Ŝu = {v ∈ [0, 1]d : Ĉ(v) ≥ K̂−1
C (p) + b̂n}.

Figure 1 shows an exemplary application of the approach on a bivariate Clayton copula sample
(left panel) and a bivariate Gumbel copula sample (right panel) of size 100 each, where we have
bootstrapped 1000 times. The blue line depicts the boundary of the estimated multivariate quantile
Ŝp(Ĉ), whereas the gray line depicts the theoretical boundary of Sp with p = 0.9. The orange and
green lines are the boundaries of the sets Ŝ` and Ŝu for α = 0.1 and α = 0.05, respectively.
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Figure 1. Example of the extended Mammen and Polonik [14] approach. The blue line shows the
estimated boundary of the multivariate quantile, the gray line shows the theoretical multivariate
quantile boundary for p = 0.9. The orange and green lines depict the confidence regions for α = 0.1
and α = 0.05, respectively. Left Panel: Clayton copula sample with θ = 3 (i.e., Kendall’s τ = 0.6) and
n = 100; Right Panel: Gumbel copula sample with θ = 2.5 (i.e., Kendall’s τ = 0.6) and n = 100.

3.2. Approach by Chen et al. (2017)

The approach by Chen et al. [15] is based on the Hausdorff distance δH between an estimated level
set and its theoretical counterpart. Note that, in the following, we present Method 1 in [15]. The second
method in [15] is very similar to the approach in the previous section. Additionally, Chen et al. [15]
state that the approach by Mammen and Polonik [14] should yield better results compared to their
second method.

Chen et al. [15] focus on confidence regions for density level sets of the form L = {x ∈ Rd :
fh(x) = λ}, where fh is the convolution of a density f and a kernel K. Given a sample, L can be
estimated with a kernel density estimator f̂h of fh as L̂ = {x ∈ Rd : f̂h(x) = λ}. Let W be the Hausdorff
distance between L and L̂, i.e., W = δH(L, L̂). The confidence region of L̂ is then

R̂ =
⋃

x∈L̂

{y : ||x− y|| ≤ wn},

where wn is the 1− α quantile of W. This amounts to drawing a sphere of radius w around each point
in L̂. It can be shown that

P(L ⊂ R̂) ≥ 1− α,

where 1− α is the confidence level. Since the distribution of W is unknown, bootstrapping is suggested
by [15].

Similar to the approach in the previous section, the method by Chen et al. [15] is not directly
applicable to multivariate quantiles. However, not only the estimation of K−1

C has to be considered,
but also that copulas are distribution functions and not densities. Additionally, the method of
Chen et al. [15] assumes an unbounded domain which is not the case in a copula context. Again,
let U1, . . . , Un be a d-dimensional copula sample. We extend the approach in Algorithm 2.
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Algorithm 2 Extension of Chen et al. (2017).

1: Choose the level p and the confidence level 1− α.
2: Estimate K−1

C (p) on U1, . . . , Un according to Equation (4).
3: Estimate Sp based on the kernel density estimate Ĉh on U1, . . . , Un using Silverman’s rule of

thumb [22] and a Gaussian kernel according to Equation (6).
4: Draw nbs bootstrap samples U∗1 , . . . , U∗n. Repeat Step 2 and Step 3 on each of these.
5: Determine the Hausdorff distance δH between Ŝp(Ĉh) of the original sample and each bootstrapped

Ŝi
p(Ĉi

h), i = 1, . . . , nbs, where Ĉi
h is the kernel density estimated copula on bootstrap sample i.

6: Estimate wn as the empirical 1− α-quantile of Ŵ = (δH(Ŝp, Ŝ1
p), . . . , δH(Ŝp, Ŝnbs

p )).
7: The confidence region is

⋃
x∈Ŝp(Ĉh)

B(x, ŵn), where B(x, ŵn) = {y : ||x− y|| ≤ ŵn}.

This method is computationally more demanding than the approach by Mammen and Polonik [14].
Note that issues caused by the bounded copula domain are circumvented by using the Probit
transformation in Ĉh (cf Equation (2)). Thus, standard kernel density estimation can be used, which is
readily available in pertinent statistical software. The result of Step 3 in Algorithm 2 is a set of finitely
many points x ∈ Rd which make up the boundary of the multivariate quantile Ŝp(Ĉh) in the space Rd.
By using a Gaussian kernel and Silverman’s rule of thumb [22] for the bandwidth h, a point x on the
boundary can be transformed back to the copula domain [0, 1]d by

Φ
(

x√
1 + h2

)
→ u,

where Φ is the standard normal CDF applied component-wise. This allows us not only to compute
the Hausdorff distance in Step 5 on the bounded copula domain but also to construct subsequently
the confidence regions in [0, 1]d. Note that we interpolate the points on the multivariate quantile
boundary of the kernel density estimation linearly, which introduces a small numerical imprecision to
the Hausdorff distance calculation. By incorporating the estimation of K−1

C (p) in Step 4, we account for
its estimation uncertainty simultaneously. An accompanying MATLAB implementation of Algorithm 2
can be found in the Supplementary Material.

Figure 2 shows exemplary confidence region estimation results on a bivariate Clayton copula
sample (left panel) and bivariate Gumbel copula sample (right panel) of size 100 each. We have used
1000 bootstrap samples for each plot. The color coding is as in Figure 1 above: The blue line depicts the
boundary of the estimated multivariate quantile Ŝp(Ĉh), whereas the gray line depicts the theoretical
boundary of Sp for p = 0.9. The orange and green lines are the boundaries of the confidence region⋃

x∈Ŝp(Ĉh)
B(x, ŵn) for α = 0.1 and α = 0.05, respectively.

Note that we have extended the approaches by Mammen and Polonik [14] and Chen et al. [15] in
several aspects to make them applicable for the estimation of multivariate quantiles. It is not quite clear
whether they retain their statistical properties and how they behave on small sample sizes. In particular,
it is interesting to investigate the proposed confidence level 1− α via coverage probabilities. We do
this with a simulation study in the next section.
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Figure 2. Example of the extended Chen et al. [15] approach. The blue line shows the estimated
boundary of the multivariate quantile based on a kernel density estimated copula, the gray line shows
the theoretical multivariate quantile boundary for p = 0.9. The orange and green lines depict the
boundaries of the confidence region for α = 0.1 and α = 0.05, respectively. Left Panel: Clayton copula
sample with θ = 3 (i.e., Kendall’s τ = 0.6) and n = 100. Right Panel: Gumbel copula sample with
θ = 2.5 (i.e., Kendall’s τ = 0.6) and n = 100.

4. Simulation Study

We investigate in a simulation study whether the extended approaches introduced in Sections 3.1
and 3.2 hold their proposed confidence level 1− α via coverage probabilities. In particular, we focus on
small sample sizes as they are found in hydrology applications. For both approaches, we consider the
same simulation settings. We simulate samples of sizes n = 100, 200 from Gauss, Clayton, and Gumbel
copulas, where we restrict ourselves to the bivariate case. The Gauss copula has a parameter ρ

corresponding to a Kendall’s τ of −0.8,−0.5, 0, 0.5, 0.8, whereas, for the Clayton and the Gumbel
copula settings, the parameters correspond to a Kendall’s τ of 0.3, 0.5, 0.8. Note that in the Gauss case
a Kendall’s τ of 0 corresponds to independence.

For each setting, we estimate confidence regions for the p = 0.1, 0.5, 0.9 multivariate quantile to get
a better picture of the performance on the whole copula domain. Confidence regions are estimated at
the 90% and 95% confidence levels. For this, we use 1000 bootstraps for the Mammen and Polonik [14]
approach and 200 bootstraps for the Chen et al. [15] approach, due to the high computation times
of the latter. Each simulation setting is repeated 1000 times to obtain reliable results. The coverage
probability is calculated by checking whether the theoretical multivariate quantile boundary lies within
the estimated confidence region in each simulation run. For example, Figures 1 and 2 show cases
where the theoretical multivariate quantile is covered by the confidence region.

The coverage probabilities for the extended Mammen and Polonik [14] approach can be found in
Table 1. The first sanity check which can be made is that the 95% confidence region exhibits higher
coverage probabilities than the 90% confidence region, which is the case throughout. Most of the
settings for the 10% and 50% multivariate quantiles show more conservative coverage probabilities
than the respective confidence level would suggest. In contrast to that, particularly the negative
dependence settings for p = 0.9 exhibit too low coverage probabilities. Too high and too low coverage
probabilities could be due to the estimation uncertainty of K−1 and the bounded copula domain.
The results over the different sample sizes are very similar. We conclude from this that the estimator
works quite well for small sample sizes. Overall, the results for the Mammen and Polonik [14] approach
are reasonable.
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Table 1. Simulation results for the extended Mammen and Polonik [14] approach. The overall coverage
probabilities are reasonable.

1 − α = 90% 1 − α = 95%

n = 100 n = 200 n = 100 n = 200

Copula
τ

p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9

−0.8 100 97.7 82.6 100 97.8 80.7 100 99.2 91.9 100 98.8 89.1
−0.5 100 93.3 82.0 100 93.1 84.3 100 96.3 90.8 100 97.2 92.3

Gauss 0 99.4 89.6 85.2 99.4 89.8 86.0 99.8 94.4 93.1 100 95.1 93.0
0.5 97.1 92.0 91.3 98.1 89.6 89.6 98.7 96.1 96.1 99.5 94.9 94.7
0.8 96.5 92.7 94.5 96.7 90.6 93.0 98.0 96.6 97.2 98.8 95.5 97.4

0.3 98.5 91.6 89.6 98.1 91.9 86.4 99.5 96.0 95.2 99.1 95.8 93.8
Clayton 0.5 97.1 91.1 90.2 97.4 88.9 88.7 98.7 94.9 95.6 98.9 94.2 95.5

0.8 97.2 93.7 92.9 97.2 93.6 92.7 98.2 96.5 96.7 98.4 97.2 97.2

0.3 98.5 89.4 88.8 98.3 89.9 87.8 99.7 93.7 95.3 99.7 95.1 94.6
Gumbel 0.5 98.1 91.6 91.7 98.2 89.7 90.3 99.4 96.0 96.6 99.1 94.3 95.4

0.8 96.8 93.1 94.9 96.5 89.9 94.1 98.7 97.1 97.9 98.4 95.2 97.2

The results of the extended Chen et al. [15] approach can be found in Table 2. Most of the coverage
probabilities are too low. In particular, confidence regions for high dependence seem to be problematic.
In contrast to that, the results are reasonable for low to medium strong dependence, i.e., τ ∈ [−0.5, 0.5].
This could be due to several effects. First, the bounded copula domain could be an issue. Second,
the original approach by Chen et al. [15] was developed for densities and not for copulas which are
distribution functions. In addition, the estimation of K−1

C is present in the approach. However, we do
not think that the latter plays an important role since the results for the Mammen and Polonik [14]
approach are good where estimation of K−1

C is also necessary. Finally, we calculate the coverage
probabilities by checking whether the level curve at level K−1

C (p) of the underlying copula C is within
the boundaries of the constructed confidence set since we are actually interested in the level curves of
the copula C. In contrast to that, the approach of Chen et al. [15] aims to estimate confidence regions
for the level curves of a convolution of the copula C and the kernel Kh, whereby a certain smoothness
and limit behavior of the results in ensured. This could lead to the biased coverage probabilities in
our case.

Table 2. Simulation results for the extended Chen et al. [15] approach. The overall results are mixed.

1 − α = 90% 1 − α = 95%

n = 100 n = 200 n = 100 n = 200

Copula
τ

p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9

−0.8 0.0 0.5 93.0 0.0 0.0 76.8 0.2 2.7 96.8 0.0 0.0 93.2
−0.5 96.1 87.0 93.9 89.2 69.0 93.0 98.1 94.8 96.9 95.4 81.9 97.0

Gauss 0 86.1 91.5 94.7 89.2 91.9 93.1 91.5 95.9 97.8 94.3 96.2 97.1
0.5 79.5 83.1 90.0 78.5 80.2 89.6 87.9 90.0 95.9 86.7 86.6 95.6
0.8 71.3 63.0 79.7 62.8 51.7 70.9 80.1 74.6 89.0 74.3 65.5 81.6

0.3 77.2 87.8 93.4 75.5 84.4 93.3 84.4 93.0 97.4 85.6 91.7 96.7
Clayton 0.5 69.8 77.5 94.0 65.3 73.4 91.9 79.5 85.0 97.3 76.3 82.9 96.3

0.8 58.1 51.7 87.6 43.8 37.0 87.8 71.0 65.4 94.0 57.7 50.5 92.9

0.3 84.7 89.3 91.4 88.4 88.1 90.2 91.0 94.5 96.7 93.5 93.8 95.2
Gumbel 0.5 83.8 82.8 88.3 82.8 80.6 86.4 90.1 90.2 94.7 90.5 89.4 92.9

0.8 74.1 67.6 71.5 67.5 53.8 66.3 84.0 77.4 82.2 77.9 67.3 78.3



Water 2018, 10, 996 10 of 14

In conclusion, the simulation study shows a reasonable performance of the extended Mammen
and Polonik [14] method. On the other hand, results for the extended Chen et al. [15] method are mixed.
They are, however, reasonably precise for low to medium strong dependence. In summary, we advise
practitioners to use the Mammen and Polonik [14] approach for construction of multivariate quantile
confidence regions. In the next section, we apply the introduced methods on a small hydrology related
data set to gain further insights.

5. Application

We apply the two confidence region approaches on a small data set with a hydrology context.
The data can be found in [35]. It comprises 33 yearly maximum values of flood peak and flood
volume of the Ashuapmushuan basin in Quebec, Canada. The observations were collected in the
period 1963–1995. In a first step, we rank-transform the data to obtain the pseudo observations in the
copula domain [0, 1]2. Figure 3 shows a scatterplot of the original data and the rank-transformed data.
The data exhibit positive dependence with a Kendall’s τ of approximately 0.41.
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Figure 3. Left Panel: 33 flood peak and flood volume observations from the Ashuapmushuan basin in
Quebec, Canada. Right Panel: The same data, but rank-transformed to the copula domain [0, 1]2.

In a second step, we estimate the 90% (i.e., p = 0.9) multivariate quantile with the two estimators
Ŝp(Ĉ) and Ŝp(Ĉh). The estimation results are shown in Figure 4. As can be seen, the two estimated
boundaries nicely overlap. For comparison purposes, we additionally estimate a parametric copula model.
A Clayton copula with parameter θ ≈ 1.4 fits the data best among Gumbel, Frank, Gauss-, and t-copulas.
The estimated boundary is shown in Figure 4 as a red line and is close to the non-parametric estimates.

In a third step, we apply the extended method of Mammen and Polonik [14] as introduced in
Section 3.1 to the data. The result of this can be seen in Figure 4. The orange and green step curves
depict the confidence region boundaries for confidence levels 90% and 95%, respectively. Recall that
the boundary of the 90% multivariate quantile partitions the copula domain into a set comprising
10% of the probability mass, which lies to the upper right of the boundary, and a set comprising 90%
of the probability mass, which lies to the lower left of the boundary. Counting the points within the
confidence region boundaries, we obtain between 33% and 3% of the points for the 90% confidence
region and between 36% and 3% of the points for the 95% confidence region. Thus, the confidence
regions seem wide, which has to be related to the small sample size though.
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Figure 3. Left Panel: 33 flood peak and flood volume observations from the Ashuapmushuan basin
in Quebec, Canada. Right Panel: The same data, but rank-transformed to the copula domain [0, 1]2.
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Figure 4. Combined estimation results of the multivariate quantile with both confidence region
methods. Boundaries of the estimated multivariate quantiles Ŝp(Ĉ) and Ŝp(Ĉh) are shown as a
blue step curve and a blue smooth curve, respectively. The red curve refers to the boundary of the
multivariate quantile of a Clayton copula that is parametrically estimated on the data. Confidence
regions of Ŝp(Ĉ) for confidence levels 90% and 95% are depicted as orange and green step curves,
whereas the confidence regions of Ŝp(Ĉh) are shown as orange and green lines for the respective
confidence levels.

Figure 4. Combined estimation results of the multivariate quantile with both confidence region
methods. Boundaries of the estimated multivariate quantiles Ŝp(Ĉ) and Ŝp(Ĉh) are shown as a
blue step curve and a blue smooth curve, respectively. The red curve refers to the boundary of the
multivariate quantile of a Clayton copula that is parametrically estimated on the data. Confidence
regions of Ŝp(Ĉ) for confidence levels 90% and 95% are depicted as orange and green step curves,
whereas the confidence regions of Ŝp(Ĉh) are shown as orange and green lines for the respective
confidence levels.

Next, we also apply the extended method of Chen et al. [15] as introduced in Section 3.2. Figure 4
shows the results. The orange and green smooth lines depict the confidence region boundaries for
confidence levels 90% and 95%, respectively. With the same calculations as above, both the 90% confidence
region and the 95% confidence region enclose between 21% and 3% of the points. Thus, the confidence
regions are tighter than those of the Mammen and Polonik [14] method. This can also be seen in Figure 4.
Clearly, the approach of Chen et al. [15] gives a tighter confidence region on the lower end, whereas the
two approaches give similar results on the upper end. This has to be put in light of the simulation study,
which shows too liberal coverage probabilities for the method of Chen et al. [15] in the considered case
p = 0.9 and moderate positive dependence.

Furthermore, we analyze the secondary return period as defined in [36]. The estimated secondary
return period given by the multivariate quantile is 1

1−K̂C(P)
= 10 years. For the Mammen and

Polonik [14] approach, the confidence regions suggest a secondary return period between 3 and 33 years
and between 2.75 and 33 years for the 90% and 95% confidence levels, respectively. The confidence
regions of the Chen et al. [15] approach suggest a secondary return period between 4.7 and 33 years
and between 4.1 and 33 years for the 90% and 95% confidence levels, respectively. Thus, the confidence
regions can also be used to assess the precision of the implied secondary return period of the
multivariate quantile.

Finally, we want to stress again the advantages of having confidence regions for multivariate
quantiles in a hydrology context. Not only do confidence regions give a statistical insight into the
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estimation uncertainty present, e.g., Figure 4 shows that these are very wide and more data would
be needed for a reliable estimate of the multivariate quantile, but they are also helpful to the design
of infrastructures. Since the true multivariate quantile boundary lies within the confidence region
boundaries at the specified confidence level, the points within the confidence region should be
considered when planning, e.g., new dams. In particular, a point from within the region between the
lower boundary of the confidence region and the multivariate quantile boundary could actually be a
point with a (true) secondary return period of 10 years and thus would be rarer than the estimated
multivariate quantile suggests. Conversely, a point from within the region between the upper boundary
of the confidence regions and the multivariate quantile boundary could have a lower (true) secondary
return period and thus would occur more often than might be expected from considering the estimated
multivariate quantile boundary only.

6. Conclusions

We extend the two approaches by Mammen and Polonik [14] and Chen et al. [15] for construction
of confidence regions for level sets to make them applicable in a multivariate quantile context.
This involves incorporating the estimation of the quantile level via the inverse Kendall distribution
function K−1

C and also adjusting for the bounded copula domain. Accompanying MATLAB code can
be found in the Supplementary Material.

The simulation study shows reasonable coverage probabilities for the extended Mammen and
Polonik [14] method. Some of the coverage probabilities are too conservative. However, in particular
for negative dependence and high quantile levels, the approach yields too low coverage probabilities.
On the other hand, the extended Chen et al. [15] method shows mixed results. Overall, the coverage
probabilities are too liberal. However, they show a reasonable precision for low to medium strong
dependence. An application on a small hydrology-related data set illustrated some further aspects of
the approaches.

On a final note, we want to point out that we tried to keep the extension of the methods as simple
as possible. The approaches could be extended in several further ways. For example, a smoothed
bootstrap along the lines of [10] can be incorporated into the analysis. However, we will leave this
for future research. We hope that practitioners in hydrology and other fields find the considered
approaches helpful and easy to apply to their problems at hand.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/10/8/996/
s1.
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