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Abstract. Compositional analysis of atmospheric and labo-
ratory aerosols is often conducted via single-particle mass
spectrometry (SPMS), an in situ and real-time analytical
technique that produces mass spectra on a single-particle ba-
sis. In this study, classifiers are created using a data set of
SPMS spectra to automatically differentiate particles on the
basis of chemistry and size. Machine learning algorithms
build a predictive model from a training set for which the
aerosol type associated with each mass spectrum is known
a priori. Our primary focus surrounds the growing of ran-
dom forests using feature selection to reduce dimensionality
and the evaluation of trained models with confusion matri-
ces. In addition to classifying ∼ 20 unique, but chemically
similar, aerosol types, models were also created to differ-
entiate aerosol within four broader categories: fertile soils,
mineral/metallic particles, biological particles, and all other
aerosols. Differentiation was accomplished using ∼ 40 posi-
tive and negative spectral features. For the broad categoriza-
tion, machine learning resulted in a classification accuracy of
∼ 93 %. Classification of aerosols by specific type resulted
in a classification accuracy of ∼ 87 %. The “trained” model
was then applied to a “blind” mixture of aerosols which was
known to be a subset of the training set. Model agreement
was found on the presence of secondary organic aerosol,
coated and uncoated mineral dust, and fertile soil.

1 Introduction

Following the introduction of random forests in the 1990s,
recent developments in deep learning and neural networks
have helped to trigger a renewed interest in machine learn-
ing. This has led to the development of numerous easy-to-
use, freely available open-source packages in popular pro-
gramming languages like Python, and these tools are increas-
ingly being used in academia and industry. While random
forests have been used for complex classification and regres-
sion analysis in various fields, studies that employ random
forests in aerosol mass spectrometry remain sparse. Utilizing
these tools, the primary purpose of our study is to introduce
a framework for growing random forests, reducing dimen-
sionality, ranking chemical features, and evaluating perfor-
mance using confusion matrices. Such properties are desir-
able for SPMS studies, where input variables can become
redundant and interpretability is more limited with more ad-
vanced methods such as neural networks. Neural networks
rely on a series of variable transformations rectified by non-
linear activation functions, making details of a given clas-
sification notoriously difficult to follow. The interpretability
and explainability of these models remains an active area of
research. Overall, analysis techniques such as those coming
out of recent artificial intelligence research can prove useful
for helping to tease out the subtle yet significant impact that
aerosol chemistry has on the climate system.

Atmospheric aerosols impact clouds and the Earth’s radia-
tive budget. A lack of understanding of aerosol composition
therefore contributes to uncertainty in determination of both
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anthropogenic and natural climate forcing (Boucher et al.,
2013; Lohmann and Feichter, 2005). Aerosols directly af-
fect atmospheric radiation by scattering and absorption of
radiation from both solar and terrestrial sources. The ra-
diative forcing from particulates in the atmosphere depends
on optical properties that vary significantly among different
aerosol types (Lesins et al., 2002). Aerosols also indirectly
affect climate via their role in the development and mainte-
nance of clouds (Vogelmann et al., 2012; Lubin and Vogel-
mann, 2006). Ultimately, the formation, appearance, and life-
time of clouds are sensitive to aerosol properties like shape,
chemistry, and morphology (Lohmann and Feichter, 2005;
Andreae and Rosenfeld, 2008). Characterization of aerosol
properties plays a vital role in understanding weather and cli-
mate.

The chemical composition and size of aerosols have been
analyzed on a single-particle basis in situ and in real time
using single-particle mass spectrometry (SPMS; Murphy,
2007). First developed ∼ 2 decades ago, SPMS permits
the analysis of aerosol particles in the ∼ 150–3000 nm size
range, while differentiating internal and external aerosol
mixtures and characterizing both semi-volatile (e.g., organics
and sulfates) and refractory (e.g., crystalline salts, elemen-
tal carbon, and mineral dusts) particle components. Particles
are typically desorbed and ionized with an ultraviolet (UV)
laser, and resultant ions are detected using time-of-flight
mass spectrometry (Murphy, 2007). A complete mass spec-
trum of chemical components is normally produced from
each analyzed aerosol particle (Coe and Allan, 2006). De-
spite almost universal detection of components found in at-
mospheric aerosols, SPMS is not normally considered quan-
titative without specific laboratory calibration (Cziczo et al.,
2001).

Chemical composition of an individual atmospheric
aerosol particle is a complex interplay between its primary
composition at the source (e.g. dust, biogenic organic, an-
thropogenic organic, soot) and its atmospheric processing up
to the time of detection. Atmospheric processing can include
a combination of coating with secondary material, coagula-
tion, and cloud processing. Even different primary aerosol
types can have similar mass spectral markers. For example,
fly ash, mineral dust, and bioaerosol can all contain strong
phosphate signal (Zawadowicz et al., 2017). Secondary ma-
terial is often difficult to differentiate from primary material,
but even minor compositional changes can be atmospheri-
cally important (Hoose and Möhler, 2012). As one exam-
ple, mineral dusts are known to be effective at nucleating ice
clouds; however, despite minor addition of mass, atmospheri-
cally processed mineral dust is less suitable for ice formation
(Cziczo et al., 2013). As a second example, ice nucleation
in mixed-phase clouds has been suggested to be predom-
inantly influenced by feldspar, a single component among
the diverse mineralogy of atmospheric dust (Atkinson et al.,
2013). Using current SPMS data analysis approaches, it is
difficult to detect these minor yet important compositional

differences, and new robust and generalizable analysis tech-
niques are critical.

We show that supervised training with random forests can
differentiate aerosols in SPMS data more accurately than
simpler approaches. Various clustering methods have been
used to group aerosol types (Murphy et al., 2003; Gross et
al., 2008), but these algorithms are known to combine chem-
ically similar aerosols as they do not incorporate known par-
ticle labels in the training process. Another limitation en-
countered is the need to manually reduce the number of fi-
nal clusters due to grouping of mathematically similar yet
chemically distinct aerosols (Murphy et al., 2003). Such “un-
supervised” clustering algorithms automatically group unla-
beled data points in feature space, in this case mass spectral
signals. For the purposes of setting broad aerosol categories,
which are chemically distinct and easily separable in feature
space, clustering is the simpler tool, and the data are easier to
interpret. For identification of new or potentially unexpected
atmospheric aerosols, such properties are desirable; however,
the advantages of clustering greatly diminish when consider-
ing similar particle types that overlap in feature space. Fertile
soils, for instance, are often grouped into a single category
despite different sources and atmospheric histories.

Clustering algorithms should be considered as a tool to use
alongside supervised classification. The latter may be used
to further explore unique aerosol types or verify manually
labeled clusters with higher precision. Furthermore, the en-
semble approach presented here also produces interpretable
variable rankings and probabilistic predictions that assist in
characterizing measurement uncertainty. Uncertainties asso-
ciated with mass spectrometry include the determination of
mass peak areas, internal mixing of aerosols during the ex-
periment, and transmission efficiency. Additionally, the clas-
sification method itself introduces and quantifies uncertainty
in aerosol identification as a result of imperfect class sepa-
ration and parameter uncertainty. The choice of supervised
or unsupervised machine learning will depend on the re-
searcher’s use case, and each method has unique advantages
and disadvantages. We note that a limitation of the random
forest approach – and for supervised learning in general –
is the inability to classify aerosol types outside of the train-
ing set. The ability of a random forest to characterize am-
bient atmospheric data sets, therefore, will strongly depend
on which aerosols are contained within the training set. Ad-
ditionally, it is noted that comparisons between all machine
learning models are sensitive to user-defined parameters and
algorithm implementation.

In this study, we demonstrate the capabilities of random
forests to automatically differentiate particles on the basis
of chemistry and size. The resulting model can capture mi-
nor compositional differences between aerosol mass spectra.
By testing predictions using an independent, or “blind”, data
set, we illustrate the feasibility of combining online analysis
techniques such as SPMS with machine learning to infer the
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behavior and origin of aerosols in the laboratory and atmo-
sphere.

2 Methodologies

2.1 PALMS

The Particle Analysis by Laser Mass Spectrometry (PALMS)
instrument was employed for these studies. PALMS has been
described in detail previously (Cziczo et al., 2006). Briefly,
the instrument samples aerosol particles in the size range
from ∼ 200 to ∼ 3000 nm using an aerodynamic lens inlet
into a differentially pumped vacuum region. Particle aero-
dynamic size is acquired by measuring particle transit time
between two 532 nm continuous-wave neodymium-doped yt-
trium aluminum garnet (Nd:YAG) laser beams. A pulsed UV
193 nm excimer laser is used to desorb and ionize the par-
ticles, and the resulting ions are extracted using a unipolar
time-of-flight mass spectrometer. The resulting mass spec-
tra correspond to single particles. The UV ionization ex-
tracts both refractory and semi-volatile components and al-
lows analysis of all chemical components present in atmo-
spheric aerosol particles (Cziczo et al., 2013).

2.2 Data set

A set of “training data” was acquired by sampling at-
mospherically relevant aerosols. The majority of the data
set was acquired at the Karlsruhe Institute of Technology
(KIT) Aerosol Interactions and Dynamics in the Atmosphere
(AIDA) facility during the Fifth Ice Nucleation workshop –
part 1 (FIN01). The remainder were acquired at our Aerosol
and Cloud Laboratory at MIT. The FIN01 workshop was
an intercomparison effort of ∼ 10 SPMS instruments, in-
cluding PALMS. The training data correspond to spectra
of known particle types that were aerosolized into KIT’s
main AIDA and a connected auxiliary chamber for sam-
pling by PALMS and the other SPMSs (Table 1). Here-
after we group both chambers with the name “AIDA”. The
number of training spectra acquired varied by particle type,
ranging from ∼ 250 for secondary organic aerosol (SOA) to
∼ 1500 for potassium-rich feldspar (“K-feldspar”). In total,
∼ 50 000 spectra are considered, with each spectrum con-
taining 512 possible mass peaks and an aerodynamic size
(Table 2). The FIN01 workshop included a blind sampling
period, where AIDA was filled with an unknown number of
aerosol categories known to be from the training set (i.e.,
for which spectra had already been acquired). Knowledge of
size, specific types, and concentrations were not known a pri-
ori.

Figure 1 illustrates a simple differentiation of particles us-
ing only two mass peaks in one (negative) polarity. Mass
peaks represent fractional ion abundance, measured as a to-
tal signal (ion current) normalized to allow for spectra-to-
spectra comparison (Cziczo et al., 2006). In this example,

Figure 1. Aerosol training data plotted as feature area 16 (O−) ver-
sus area 24 (C−2 ). Axes represent peak areas normalized to total
signal obtained from PALMS (i.e., 1= 100 % of signal). This illus-
trates simple two-dimensional clustering of aerosols from the train-
ing data set by type. Co-plotted are ∼ 500 randomly drawn spectra
from the AIDA blind experiment, which were known to be a subset
of the training data aerosols.

the normalized areas of negative mass peaks 24 (C−2 ) and
16 (O−) are plotted. Distinct aerosol types are differenti-
ated by color with clusters forming in this two-dimensional
space. Note that spectra of the same aerosol type form dis-
tinct clusters (e.g., Arizona Test Dust, ATD), as do similar
aerosol classes (e.g., soil dusts). Co-plotted in Fig. 1 are
data from the blind experiment. Distinct clusters of spec-
tra from the blind experiment are noticeable and correlate
with known clusters. As described in the next section, ma-
chine learning algorithms draw “decision boundaries” that
best separate different groups of data points based on a set
of rules. Machine learning is not bound by the simplistic
two-dimensional space shown in Fig. 1 and instead uses all
512 mass peaks and aerodynamic size.

2.3 Aerosol classification

A trained classification model maps a continuous input vec-
tor X to a discreet output value using a set of parameters
“learned” from the data. Figure 2 illustrates the mapping of
a mass spectrum to vector space. In contrast to traditional,
hard-coded classification methods, machine learning deter-
mines parameters that partition the data set. To form X, mass
spectra are converted to dimensional vectors normalized to
the total ion current (i.e., the total of all mass peaks amounts
to 1 in each spectrum). The elements of the vectorized mass
spectrum, termed “features”, hold information about the ion-
ization efficiency and relative abundance of chemical species
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Table 1. Description of aerosol types used in the training data set. Rows are grouped by broad aerosol categories in the following order:
fertile soil, mineral/metallic, biological, and other. “n/a” stands for not applicable.

Aerosol type FIN label Description and/or supplier Generation method Sample Reference
provided by

Fertile soil

Argentinian SDAr01 Soil dust collected in La Pampa
province, Argentina

Dry-dispersed KIT Steinke et al. (2016)

Chinese SDMo01 Soil collected from Xilingele steppe,
China/Inner Mongolia

Dry-dispersed KIT Steinke et al. (2016)

Ethiopian VSE01 Soil collected in Lake Shala National
Park, Ethiopia (collection coordinates:
7.5◦ N, 38.7◦ E)

Dry-dispersed KIT n/a

German SDGe01 Arable soil collected near Karlsruhe,
Germany

Dry-dispersed KIT Steinke et al. (2016)

Moroccan DDM01 Soil collected in a rock desert in Mo-
rocco (collection coordinates: 33.2◦ N,
2.0◦W)

Dry-dispersed KIT n/a

Paulinenaue n/a Arable soil collected in northern Ger-
many (Brandenburg)

Dry-dispersed KIT n/a

Mineral/metallic

ATD n/a Arizona Test Dust, Powder Technology,
Inc. (Arden Hills, MN)

Dry-dispersed MIT n/a

Illite IS03 Illite NX (Arginotec, Germany) Dry-dispersed KIT Hiranuma et al. (2015a)

Fly ash n/a Four samples of fly ash from US power
plants: J. Robert Welsh Power Plant
(Mount Pleasant, TX), Joppa Power
Station (Joppa, IL), Clifty Creek Power
Plant (Madison, IN), and Miami Fort
Generating Station (Miami Fort, OH)
(Fly Ash Direct, Cincinnati, OH)

Dry-dispersed MIT Zawadowicz et al. (2017)

Na-feldspar FS05 Sodium and calcium-rich feldspar, sam-
ples provided by Institute of Applied
Geosciences, Technical University of
Darmstadt (Germany), and University
of Leeds (UK)

Dry-dispersed KIT Peckhaus et al. (2016)

K-feldspar FS01 Potassium-rich feldspar, samples
provided by Institute of Applied
Geosciences, Technical University of
Darmstadt (Germany) and University
of Leeds (UK)

Dry-dispersed KIT Peckhaus et al. (2016)

Biological

Agar n/a Agar growth medium for bacteria,
Pseudomonas agar base (CM0559, Ox-
oid Microbiology Products, Hampshire,
UK)

Wet-generated KIT n/a

Bacteria PS32B74 +
PFCGina01

Two different cultures of Pseudomonas
syringae

Cultures grown on the agar
growth medium (as above), sus-
pended in nanopure water and
wet-generated

KIT Zawadowicz et al. (2017)

Cellulose MCC01, FC01 Microcrystalline and fibrous cellulose
(Sigma Aldrich, St. Louis, MO)

Wet-generated KIT Hiranuma et al. (2015b)

Hazelnut PWW-hazelnut Natural hazelnut pollen (GREER,
Lenoir, NC) wash water

Wet-generated KIT Zawadowicz et al. (2017)

Snomax Snomax Snomax (Snomax International, Den-
ver, CO) irradiated, desiccated, and
ground Pseudomonas syringae

Wet-generated KIT Zawadowicz et al. (2017)
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Table 1. Continued.

Aerosol type FIN label Description and/or supplier Generation method Sample Reference
provided by

Other

PSL n/a Polystyrene latex spheres (Poly-
sciences, Inc. Warrington, PA), various
sizes

Wet-generated MIT n/a

Soot CAST
minOC or
maxOC

CAST soot miniCAST flame soot generator
(manufactured by Jing Ltd, Zol-
likofen, Switzerland)

KIT Henning et al. (2012)

SOA SOA Secondary organic aerosol Ozonolysis of α-pinene KIT Saathoff et al. (2003)

K-feldspar cSA FS01cSA or
FS04cSA

Potassium-rich feldspar (as above)
coated with sulfuric acid (SA).

Small amounts of sulfuric acid
were incrementally added to the
chamber filled with K-feldspar
to achieve thin coatings, as
judged from PALMS spectra

KIT Saathoff et al. (2003)

K-feldspar cSOA FS04cSOA Potassium-rich feldspar (as above)
coated with secondary organic aerosol
(SOA, as above).

Small amounts of SOA were in-
crementally added to the cham-
ber filled with K-feldspar to
achieve thin coatings, as judged
from PALMS spectra

KIT Saathoff et al. (2003)

Table 2. Features rankings for differentiation of particles between labels and between broad categories in positive and negative ion modes.
See text for additional details. “n/a” stands for not applicable.

Aerosol type Broad categories

Negative Positive Negative Positive

Ion Feature Ion Feature Ion Feature Ion Feature

35 35Cl− 23 Na+ 35 35Cl− 23 Na+

25 C2H− 59 Co+(1)/CaF+/ C2H2OOH+ 26 CN−/C2H−2 59 Co+(1)/CaF+/ C2H2OOH+

24 C−2 39 39K+ 46 NO−2 44 SiO+/COO+/44Ca+/AlOH+

57 C2OOH− 12 C+ 1 H− 39 39K+

59 C2H2OOH−/AlO−2 24 C+2 57 C2OOH− 28 Si+/CO+

43 HCN−/AlO− 41 41K+/C3H+5 59 C2H2OOH−/AlO−2 41 41K+/C3H+5
1 H− 204–208 Pb region (204Pb, 206Pb, 45 COOH− 54 54Fe+

207Pb and 208Pb)
26 CN−/C2H−2 27 Al+/C2H+3 42 CNO−/C2H2O− 56 Fe+/CaO+

46 NO−2 44 SiO+/COO+/44Ca+/AlOH+ 43 HCN−/AlO− 27 Al+/C2H+3
16 O− 57 57Fe+/CaOH+/C3H4OH+ 16 O− 45 SiOH+/COOH+

17 OH− n/a Aerodynamic diameter 73 C2O3H−/C3H2OOH−3 66 Zn+

61 SiO2H−/29SiO−2 /C5H−/CHO−3 83 H3SO+3 /C4H2OOH+ 63 PO−2 57 57Fe+/CaOH+/C3H4OH+

63 PO−2 87 87Rb+/CaPO+ 60 SiO−2 /C−5 /CO−3 /AlO2H− 87 87Rb+/CaPO+

19 F−/H3O− 13 CH+ 15 NH−/CH−3 85 85Rb+

76 SiO−3 66 Zn+ 24 C−2 83 H3SO+3 /C4H2OOH+

77 SiO3H−/29SiO−3 28 Si+/CO+ 76 SiO−3 24 C+2
79 PO−3 85 85Rb+ 32 O−2 204–208 Pb region (204Pb, 206Pb,

207Pb and 208Pb)
60 SiO−2 /C−5 /CO−3 /AlO2H− 72 FeO+/CaO+2 n/a Aerodynamic diameter 40 Ca+

45 COOH− 54 54Fe+ 71 C3H2OOH− 153 137BaO+

n/a Aerodynamic diameter 82 ZnO+ 50 C4H−2 n/a Aerodynamic diameter

in each aerosol and serve as the variables for the machine
learning model.

Machine learning is conducted in two phases: training and
testing. During training, a model is constructed and itera-
tively updated based on data (i.e., mass spectra) from the

training set. For this work, the set of known aerosol types
sampled by PALMS was converted to dimensional vectors.
These data form the basis set for defining each aerosol type.
A random forest was used to generate predictions of aerosol
type. A single decision tree is a statistical decision model that

www.atmos-meas-tech.net/11/5687/2018/ Atmos. Meas. Tech., 11, 5687–5699, 2018



5692 C. D. Christopoulos et al.: A machine learning approach to aerosol classification

Figure 2. Schematic of decision tree classification for a single aerosol spectrum. From left to 
right, mass spectra are normalized with respect to total ion current, forming the elements of a 
normalized vector X. A trained decision tree then applies a series of tests to a discreet number of 
peaks in order to arrive at a categorical aerosol prediction. 

1

(a) Mass 
spectrum 

(b) Feature 
vector

(c) Decision 
tree

(d) Leaves

Figure 2. Schematic of decision tree classification for a single aerosol spectrum. From left to right, a mass spectrum is normalized with
respect to total ion current, forming the elements of normalized feature vector X. A trained decision tree then applies a series of tests to a
discreet number of peaks in order to arrive at a categorical aerosol prediction (the leaves).

performs classification based on a series of comparisons re-
lating a variable Xi (in this case a normalized mass peak in
X) to a learned threshold value (Breiman, 2001). A random
forest is an ensemble of perturbed decision trees, whereby
a final classification is made by averaging the predictions
across all trees (described below in Sect. 2.4). Represented
as an algorithmic tree, a binary decision tree consists of a hi-
erarchy of nodes where each node connects via branches to
two other nodes deeper in the tree. At each node, one of the
two branches is taken based on whether a normalized peak
Xi is greater or less than a threshold value. Each branch leads
to another node where a different test is performed. After a
series of tests, one at each node, a class is assigned to a given
sample; these are the so-called “leaves”. Figure 2 illustrates
the classification model for a single decision tree.

Each test in the tree narrows the set of reachable output
leaves and thus the sample space of possible aerosol labels.
After h tests in this study, where h ranges from 10 to 3000,
the set of reachable leaves and possible labels is 1 and the de-
cision tree outputs a prediction. Because PALMS is unipolar
– either a positive or negative mass spectrum is produced –
simultaneous generation of positive and negative spectra on a
particle-by-particle basis is not possible. Two separate clas-
sification models, one for each polarity, were generated to
classify aerosols. These are hereafter referred to as the “pos-
itive” and “negative” classification algorithms.

2.4 Random forests

A random forest is an ensemble of decision tree classifiers
where each classifier independently labels an unknown spec-
trum vector X. To make a final prediction of aerosol type,
trees within an ensemble “vote” on a classification label.

Each vote has equal weight, and the spectrum is assigned
to the majority choice. Each tree within an ensemble is in-
dependently grown on a subset of the training data so that a
commonly voted-for label implies a higher certainty. Adding
members to an ensemble increases the robustness of a clas-
sification model by providing alternative hypotheses and is
therefore preferable to single classifiers.

Before an ensemble method is implemented for classifica-
tion, trees are independently grown during training. A total
of k trees, with k = 110, were grown using a bootstrap sam-
ple from the training set. In bootstrap sampling, each tree
sees an independent sample set of equal size drawn from the
full training set by sampling spectra with replacement. On
average, each tree is built with ∼ 63 % of the original data,
leaving a portion of the training set unsampled. The unsam-
pled data for each tree, known as “out-of-bag” observations,
are recorded and later provide a means to assess classifica-
tion error for the forest. To determine model error, predic-
tions are made for each point in the data set using only the
subset of trees that did not use the point for training. Each
training point is left out at least once. This is analogous to
making predictions with a separately trained forest that did
not observe the point and prevents testing with the same data
used for training.

Given a bootstrap sample, a tree is grown by sequentially
creating tests that maximize the separation between classes
in parameter space. A test is created by defining a compar-
ison that minimizes the information entropy of a possible
split, thus minimizing the randomness of prediction labels
(Breiman, 1996). To generate variability in the model, only
a random set of splits is tested at each node, and only the
best split in terms of entropy is chosen (Breiman, 2001). Af-
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ter iteratively defining thresholds for each new node, the tree
grows in size until a series of tests ending at some node Sq
uniquely characterizes an aerosol as a particle type. A leaf
is then appended to node Sqwith the corresponding label. In
classification mode, an aerosol spectrum that passes the same
tree will undergo the same series of tests and will end in the
same leaf, thus being labeled in the same way. For the pur-
poses of this study, each tree had ∼ 3300 nodes.

The number of variables per split is chosen to be 11, and
the number of trees is 110. Using grid search, the optimal
model was determined by enumerating combinations of these
parameters on a coarse grid and selecting the values that pro-
duce the lowest test error, or out-of-bag error. Given several
lists of parameters, where each list corresponds to a different
model hyperparameter, models are trained one by one un-
til each combination of parameters has been tested. For this
study, the grid representing variables per split was spaced by
1, and the grid for number of trees was spaced by 5. The
number of nodes in each tree depends on other hyperparam-
eters and cannot be explicitly set. Model behavior is primar-
ily sensitive to the number of variables per split and shows
weak dependence on the number of trees and number of in-
put variables beyond small values. As the number of vari-
able splits increases, error decreases exponentially to a lo-
cal minimum before again rising due to overfitting. Alterna-
tively, as the number of trees is increased, the error converges
to some nonzero value, a known characteristic of random
forests where test error converges to the generalization er-
ror. The models were trained with the Python 2.7 Scikit-learn
module on a MacBook Pro with 16 GB 1600 MHz DDR3
memory and a 2.5 GHz Intel Core i7 processor. A typical ran-
dom forest model took about 5–10 s to train, and we found a
linear relationship between runtime and both the number of
trees and variables per split.

Overall, the generalizability and robust performance of
random forests is owed significantly to the series of random
statistical procedures used to construct such models. An en-
semble classifier reduces variability by averaging predictions
over a series of independently trained models, and bagging
introduces additional randomness by producing “perturbed”
versions of the original data via random sampling of input
data. The randomness used in constructing forests, both in
bagging the training set and choosing variable splits, works
to decorrelate the output of each tree even as the inputs be-
come correlated (Breiman, 2001). As the number of trees in-
creases, the law of large numbers guarantees a convergence
of the out-of-bag error to the generalization error.

2.5 Dimensionality reduction and chemical feature
selection

Dimensionality reduction is the process of representing data
with fewer variables than initially present in the data set, in
this case less than the original 512 mass peaks and aerody-
namic size. In addition to facilitating data visualization, re-

ducing computation time, and limiting overfitting (Mjolsnes,
2001), dimensionality reduction, in the context of aerosol
mass spectra, also indicates the most important chemical
markers for differentiation. Feature ranking was algorith-
mically determined by comparing the performance of trees
before and after removing information about peak Xi . The
method is that the values of variable Xi are permuted for
tree k in the out-of-bag set so that the variable is irrelevant
to the final label. The change in misclassification before and
after the permutation is calculated and then repeated for all
trees so that a variable ranking is obtained (Breimann, 2001).
Table 2 ranks mass peaks (features) by polarity in impor-
tance using this method. The columns on the left list feature
rankings (i.e., most to least important for correct classifica-
tion) for the entire set of aerosol types. The columns on the
right list rankings when aerosol types are grouped into the
broad, chemically similar, categories. A final ranking was
determined by sequentially adding variables and observing
classification performance response. All variables preceding
two e-foldings in classification error were maintained in the
final model. Both the specific aerosol type and broad aerosol
category models were retrained using this subset of the initial
variables, listed in Table 2.

2.6 Comparison to Euclidean distance classifier

To access relative model performance, we contrast the results
with a simple classifier that compares unseen aerosols to a
set of class mean vectors. Using the Euclidean distance met-
ric, the unknown aerosol is assigned to the nearest class. This
simple baseline classifier helps to put results in the context of
machine learning techniques that rely on distance-based met-
rics such as k-means and hierarchical clustering. K-means
clustering attempts to divide the data points into k distinct
clusters, representing spectra as vectors. Using Euclidean
distance, the standard algorithm assigns points to centroids,
or clusters, which are essentially mean vectors representing
the average of all points in the cluster. Assuming perfect con-
vergence of k-means clustering, where k is the number of
aerosol classes, each cluster represents the mean of aerosol
in that class. The random forest results below demonstrate
many areas of improvement over the simple classifier.

3 Results

3.1 Confusion matrices and probabilistic model
performance

A confusion matrix captures misclassification tendencies by
pair-wise matching the model prediction with the true aerosol
type or broad category (Powers, 2007) and can be understood
as a contingency table matching model predictions to true
labels. Confusion matrices represent model predictions as
columns i and true aerosol type or category as rows j,where
class names are mapped to integers i, j ∈ {1,2, . . .,y}. In this
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Figure 3. Column-normalized confusion matrices showing fraction of aerosols labeled as j that belong to i, where i and j are row and
column indices, respectively. Confusion matrices are determined from training data of known origin and are used to compute probability
distributions. Aerosol types (Table 1) are grouped into four broad categories delineated by the bold horizontal and vertical bars. From top
to bottom or left to right: fertile soils, mineral/metallic, biological, and other. Classification accuracy, the average probability of a correct
aerosol prediction across all labels, is computed by averaging diagonal matrix elements. For all aerosol types, the accuracy is 87 % in positive
ion mode and 87 % in negative ion mode.

study, matrices have been normalized along each column to
show the fraction of aerosols labeled as j that actually be-
long to i (Figs. 3 and 4). For aerosol classification, these ma-
trices can also be interpreted as similarity measures between
particle types. Since the basis of classification is separation
of physical quantities, misclassifications result from similar-
ity in mass peaks and their ion abundance between aerosol
types. This is most easily visualized as overlapping clusters
in the simple two-dimensional space in Fig. 1.

Model performance for each aerosol is summarized in the
diagonal elements of the confusion matrix P, which repre-
sent the fraction of aerosol in column j labeled correctly.
The classification accuracy (a) is given by averaging diag-
onal elements of P. A perfect classification model produces
the identity matrix, as all data points are classified correctly
100 % of the time. For example, in the positive confusion ma-
trix, SOA and agar growth medium are correctly labeled in
the test set 100 % of the time. Barring element truncation, all
columns of P add to 1.

Figures 3 and 4 display confusion matrices as heat maps
for the full set of particle labels and broad grouped parti-
cle categories, respectively. Broad categories are delineated
by bold horizontal and vertical lines in Fig. 3 as fertile soil
(Argentinian, Chinese, Ethiopian, Moroccan, and two Ger-
man soils), pure mineral dust and metallic particles (ATD,
illite NX, fly ash, Na-feldspar, and K-feldspar), biological
particles (agar growth medium, P. syringae bacteria, cellu-
lose, Snomax, and hazelnut pollen), and other particles (K-

feldspar with sulfuric acid (SA) and SOA coatings, soot, and
SOA). Some model confusion exists between fertile soils and
coated/uncoated feldspars which can be explained by the fact
that soils are mineral dust mixed with organic and other ma-
terials.

Positive mass spectra appear to hold more information
with respect to differentiating aerosols than negative mass
spectra. Label-wise classification accuracy for the negative
algorithm ranges from 3 to 5 % lower. A large part of this
performance discrepancy is due to greater ability of posi-
tive spectra to differentiate coated particles within the “other”
category.

In addition to quantifying misclassification tendencies be-
tween classes, the confusion matrix can be redefined to show
confusion for aerosols within broad categories themselves.
The precision score (Powers, 2007) captures the classifica-
tion behavior for some subset of aerosol L by averaging frac-
tions of correctly classified aerosols for labels within that cat-
egory:

precision score (L)=
1
|L|

|L|∑
i=j

P(i ∈ L,j ∈ L). (1)

When applied to Pl , the precision score captures classifi-
cation performance in a population with only aerosol labels
contained in L. The algorithm is expected to correctly label
an aerosol in such a population with a probability equal to
the precision score. The precision score is valuable when us-
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Figure 4. Column-normalized confusion matrices for the broad categorization of aerosols following the convention in Fig. 3. (a, b) For all
aerosol categories, the random forest has an accuracy of 93 % in positive ion mode and 91 % in negative ion mode. (c, d) The Euclidean
distance classifier has an accuracy of 70 % in positive ion mode and 69 % in negative ion mode.

ing the classification model as a particle screener, producing
probability distributions over a subset of aerosol labels of in-
terest. The confusion characteristics are shown in Table 3 for
each category in terms of the precision score and the mean
and standard deviation of misclassification within each cate-
gory. Although both models perform similarly for biological
spectra, discrepancies of 2–5 % appear in the remaining cat-
egories. For regimes consisting of only mineral/metallic or
other particles, the positive algorithm shows intraclass per-
formance advantages not only in terms of the precision score
but also, most notably, in terms of fewer mislabeling of min-
eral/metallic particles. The largest precision discrepancy is
observed for fertile soils, where the positive ion algorithm
has a 5 % advantage in precision with approximately half the
false labeling rate.

Across all categories, the random forest shows improve-
ments over the Euclidean classifier in terms of both accuracy
and precision. Figure 4 directly compares confusion matri-

Table 3. Model performance by category and ion mode in a pop-
ulation consisting entirely of aerosols within that category. (a) Av-
erage classification accuracy where 1.0= 100 % precision (Powers,
2007). (b) Mean and standard deviations of misclassification.

(a) Category Negative Positive

Fertile soil 0.88 0.83
Mineral/metallic 0.93 0.98
Biological 1.00 1.00
Other 0.96 0.93

(b) Category Negative Positive

Fertile soil 0.024± 0.020 0.035± 0.033
Mineral/metallic 0.017± 0.027 0.006± 0.008
Biological 0.000 0.001± 0.002
Other 0.021± 0.015 0.024± 0.053
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ces for the two methods, revealing overall accuracy improve-
ments of at least 20 %. The largest improvements are in the
fertile soil and other category, where accuracy rises between
20 % and 39 % with the random forest. Computing the full
confusion matrix for the Euclidean technique (as in Fig. 3)
reveals similar results, with far more frequent mislabeling
between fertile soils and coated/uncoated particles than our
approach. These results reinforce the fact that chemically
similar aerosols which overlap in feature space will often be
grouped together when using a single distance-based classi-
fier. The improvement from random forests is likely a result
of (a) the ensemble approach, which is known to produce
better generalizability than single classifiers, and (b) the ten-
dency of aerosols with similar chemical properties and atmo-
spheric effect to appear mathematically distinct with a dis-
tance metric.

Beyond classification, the obtained variable rankings alone
provide interesting insights into the data set. It is noteworthy
that while most of the features are logical differentiators of
the aerosol types investigated in FIN01 there were also sur-
prises. One example is 59+ (cobalt), determined to be one of
the most important features for differentiation. Further inves-
tigation determined this material was associated with tung-
sten carbide contaminant from dry-powder-dispersion equip-
ment used on some samples. The contamination affected
feldspar samples used during the second half of the AIDA
measurements in particular. This serves to illustrate the lack
of a priori judgment by the algorithm and an unintended ben-
efit of machine learning processes (i.e., contamination iden-
tification).

3.2 Characterization of blind data

As part of the FIN01 workshop, an a priori unknown num-
ber of aerosol types from Table 1 were aerosolized into the
AIDA chamber at unknown size and relative concentration.
PALMS, one member of the blind intercomparison effort,
collected ∼ 25 000 spectra. After data analysis, the aerosol
types and relative abundances were provided to each group
(Fig. 5, top center).

The presence or absence of particle types in the blind set
was initially diagnosed by choosing particles predicted at or
above the 1 % level. We note here that this step was based
on the knowledge that (1) a distinct set of particles would be
placed in the chamber and (2) particles present at or below
the 1 % level were most likely contaminated. We further note
that this step is unique to a blind study and would not be
applicable to the atmosphere.

Figure 5 illustrates the fractional percentages for each
aerosol category. Because SOA was nearly always labeled
correctly (Fig. 3), the remaining aerosols are considered sep-
arately using the full set of candidate aerosol labels. Both
positive and negative models arrived at similar results, with
inconsistencies primarily associated with the presence of
trace fertile soils and mineral dust/fly ash particles. The posi-

tive algorithm identifies Argentinean soil, German soil, ATD,
and cellulose as each comprising ∼ 2–4 % of the AIDA pop-
ulation, whereas the frequency of these aerosols was too low
to consider in the negative algorithm. Alternatively, the neg-
ative model estimates Na-feldspar at∼ 14 % of the total pop-
ulation, a label not identified by the positive algorithm. This
discrepancy can partially be explained by the 1 % selection
criterion for aerosols present in the population. Fertile soils,
ATD, and cellulose frequently accumulate error along rows
in the full positive confusion matrix, indicating frequent con-
fusion with other categories (Fig. 3). Furthermore, with the
observed misclassification rates ranging ∼ 1–4 %, it is ex-
pected that these aerosol labels are false positives. The nega-
tive model offers an alternative hypothesis, suggesting these
miscellaneous aerosols are Na-feldspar. Since there is signifi-
cant model agreement on the percentages of SOA and coated
feldspars, this part of the blind mixture population can be
characterized with more certainty. For the disputed aerosol
labels, more credence is lent to the negative classification al-
gorithm on the basis of improved precision for fertile soils.

The aerosols reported in the blind mixture were soot, min-
eral dust, and SOA. The soot aerosols used in the blind study
were smaller than in the training data experiments and were
below the cutoff diameter for PALMS; they were therefore
not detected and therefore could not be identified by the algo-
rithms. This bias in transmission efficiency should be noted,
whereby aerosols are detected at a rate that depends on their
size and aerodynamic properties (Cziczo et al., 2006). The
result is that particles with diameters below ∼ 200 nm or
greater than ∼ 1000 nm are detected with increasing ineffi-
ciency, which leads to relative undercounting of small soot
or large mineral dust (Cziczo et al., 2006). The specific min-
eral component was not identified and may have been either
a pure mineral or soil dust. Both algorithms robustly labeled
SOA with large agreement, consistent with the 100 % accu-
racy observed in the test set.

SOA-coated mineral dust was identified as a particle type.
This material was not directly input to AIDA, but the report
is most likely correct, due to coagulation within the AIDA
chamber during the course of the blind experiment. Since
percentages were reported before particles entered the cham-
ber, it is not possible to directly verify the fraction of SOA-
coated aerosols or the extent to which coagulation occurs, as
the process is time dependent. This may also explain some
indications of fertile soils, which are known to be mixtures
of mineral and organic components. The training data set did
not contain coagulated SOA and mineral dust but did include
SOA-coated K-feldspar, which explains the identification.

While both models identified a variety of fertile soils,
and not a single type, these results are largely consistent
with the presence of coagulated organics and minerals and
the known uncertainties highlighted by the confusion ma-
trices discussed previously. Given the presence of any sin-
gle mineral dust, some confusion with fertile soils, SA-
coated Feldspar, and Na-feldspar is expected (Fig. 3). More-
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Figure 5. Model predictions of∼ 5000 aerosols sampled from the AIDA FIN01 blind mixture, which was known to be a subset of the training
data. All percentages represent relative number concentrations. Middle left: aerosol types input to the chamber for the blind mixture. Middle
right: aerosol types input to the chamber for the blind mixture and above the detection limit for PALMS. Model predictions are shown for
negative and positive ion mode on the left and right, respectively. Bottom: broad categories. Top: breakout by aerosol type of the non-SOA
categories above the 1 % level. Note that (1) the soot in the blind mixture was known to be below the instrument detection limit and therefore
is not expected to be found in the data (Cziczo et al., 2006); (2) coagulation of SOA and mineral dust, which occurred after aerosol input to
the chamber, was often categorized as mixed mineral and organic particles or fertile soils (i.e., mixtures of mineral and organic components)
considered in the training data set; and (3) the aerosols types reported by AIDA do not account for PALMS transmission efficiency (see text
for details).

over, as discussed previously (Gallavardin et al., 2008a, b),
AIDA backgrounds are not completely particle free. During
the FIN01 study, contaminated particles from previous test
aerosol were frequently observed as background, and they
could also be the origin of some low-concentration particles
matching fertile soil chemistry. Overall, discrepancies be-
tween the reported aerosol fractions and model predictions
can be accounted for with model and experiential uncertain-
ties.

An additional consideration is experimental bias in the
training data, which could result in test errors that underes-
timate true generalization errors in real aerosol populations.
For SPMS, spurious relationships between spectra may arise
due to instrumental parameters that are assumed to be con-
stant between the training, test, and blind data. This consid-
eration plagues all SPMS analysis requiring a training set,
where correlations may arise as a result of signals that depend
on ambient properties like temperature, humidity, and pres-
sure or instrument parameters such as laser power. Although
several well-established steps were taken to minimize over-
fitting – including dimensionality reduction and out-of-bag
testing – data set bias may still exist if these quantities vary
significantly between aerosol types in the training or blind
data.

4 Conclusions and future work

This study lays out a framework for training and imple-
menting random forests on SPMS data, with a focus on di-
mensionality reduction and the evaluation of model perfor-
mance with confusion matrices. A key benefit to the pro-
posed method is chemical feature selection, which allows
researchers to identify potentially important chemical mark-
ers between arbitrary groups of aerosols or identify sources
of contamination. In this particular study, the contaminant
was identified and removed in the dimensionality reduction
step while reasoning through the subset of ranked features.
As illustrated by Fig. 2, cobalt is suspiciously identified as
the second-most-important variable for classification, but it
is a known component of the dry-powder-dispersion equip-
ment used on some samples. The contaminate peak would be
present in a cluster analysis, but it would not be obvious to
pick out and remove as standard clustering is not typically
suited for variable rankings.

For future studies tackling ambient atmospheric data that
may contain aerosol types absent from the training set, a form
of subspace selection may be used to improve results. The
region of parameter space where training data are available
can be characterized with a joint probability density function.
One such approach is kernel density estimation – a machine
learning method that approximates a multidimensional prob-
ability density function in a non-parametric manner based
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on data density. To obtain accurate probability estimates, the
method should be fit with a smaller set of important but un-
correlated peaks. The task of classification is then preceded
by a filtering step. Spectra residing in the subspace contain-
ing the training data should first be identified based on the
probability density function. Then, only these particles that
are most certain to lie in the training subspace are classified
using the classification model as described in this paper. An
alternative is to combine the method with clustering by clas-
sifying particles in each automatically identified cluster.

Overall, the random forest approach allows for differentia-
tion of aerosols within a SPMS data set, augmenting existing
tools and reducing the need for a qualitative comparison be-
tween mass spectra. Across a representative sample of possi-
ble aerosol types, the behavior of each algorithm predictably
allows users to infer the presence or absence of specific
aerosols and quantify aerosol abundance. Machine learning
is automated, and the output of the model must then be in-
formed by human knowledge of aerosol chemistry. Machine
learning should therefore be considered as an additional tool
to interpret mass spectra to better distinguish aerosols with
unique properties in terms of atmospheric chemistry, bio-
genic cycles, and population health.

The random forest classification framework described here
may be generalized to any instrument, or set of instruments,
capable of collecting physical and chemical information that
distinguishes particles. Although the method described here
is applied to a stand-alone SPMS and tested with a set of
“blind” data, ancillary laboratory or field data can be inte-
grated to expand the data set. The success of these algorithms
is data dependent, where better performance is expected for
instruments that provide more, and more quantitative, analy-
sis of the aerosol properties. Although the algorithms imple-
mented in this study were primarily used to categorize SOA,
mineral dust, fertile soil, and biological aerosols, these mod-
els can adopt an arbitrarily large set of aerosol data.
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Author contributions. CDC wrote code for the models and analysis
used in this paper with the direction of SG and DJC. MAZ provided
the positive and negative training datasets and details surrounding
experiments in which these data were collected. MAZ, SG, and DJC
provided knowledge of particle chemistry in the context of PALMS
and helped identify important features and contaminants. OM pro-
vided AIDA data and details surrounding the FIN01 experiment.
CDC, MAZ, SG, and DJC participated in writing the manuscript.

Competing interests. The authors declare that they have no conflict
of interest.

Acknowledgements. We thank the FIN01 and AIDA teams for
logistical support and scientific discussions. We acknowledge
funding from NSF, which made our participation possible (grant
AGS-1461347). Maria A. Zawadowicz acknowledges the support
of the NASA Earth and Space Science Fellowship program, and
Daniel J. Cziczo acknowledges the support of the Victor P. Starr
Career Development Chair.

Edited by: Francis Pope
Reviewed by: two anonymous referees

References

Andreae, M. and Rosenfeld, D.: Aerosol–cloud–precipitation
interactions. Part 1. The nature and sources of
cloud-active aerosols, Earth-Sci. Rev., 89, 13–41,
https://doi.org/10.1016/j.earscirev.2008.03.001, 2008.

Atkinson, J., Murray, B., Woodhouse, M., Whale, T., Baus-
tian, K., and Carslaw, K., Dobbie, S., O’Sullivan, D., and
Malkin, T. L: The importance of feldspar for ice nucleation
by mineral dust in mixed-phase clouds, Nature, 498, 355–358,
https://doi.org/10.1038/nature12278, 2013.

Boucher, O., Randall, D., Artaxo, P., Bretherton, C., Feingold, G.,
Forster, P., Kerminen, V.-M. , Kondo, Y., Liao, H., Lohmann, U.,
Rasch, P., Satheesh, S.K., Sherwood, S., Stevens B., and Zhang,
X. Y.: Clouds and Aerosols, Climate Change 2013: The Physi-
cal Science Basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate
Change, 5, Cambridge University Press, Cambridge, UK and
New York, NY, USA, 571–657, 2013.

Breiman, L.: Bagging Predictors, Mach. Learn., 24, 123–140, 1996.
Breiman, L.: Random Forests, Mach. Learn., 45, 5–32, 2001.
Christopoulos, C.: A Machine Learning Approach to Aerosol Clas-

sification for Single Particle Mass Spectrometry, Harvard Data-
verse, V1, https://doi.org/10.7910/DVN/J1FZYU, 2018.

Coe, H. and Allan, J. D.: Analytical Techniques for Atmospheric
Measurement, edited by: Heard, D. E., Blackwell Publishing,
Oxford, UK , 265–311, 2006.

Cziczo, D. J., Thomson, D. S., and Murphy, D. M.: Ablation, flux,
and atmospheric implications of meteors inferred from strato-
spheric aerosol, Science, 291, 1772–1775, 2001.

Cziczo, D. J., Thomson, D., Thompson, T., DeMott, P., and Mur-
phy, D.: Particle analysis by laser mass spectrometry (PALMS)
studies of ice nuclei and other low number density particles, Int.
J. Mass. Spectrom., 258, 21–29, 2006.

Cziczo, D. J., Froyd, K., Hoose, C., Jensen, E., Diao,
M., Zondlo, M., Smith, J. B., Twohy, C. H., and Mur-
phy, D. M.: Clarifying the Dominant Sources and Mecha-
nisms of Cirrus Cloud Formation, Science, 340, 1320–1324,
https://doi.org/10.1126/science.1234145, 2013.

Gallavardin, S. J., Lohmann, U., and Cziczo, D.: Analysis
and differentiation of mineral dust by single particle laser
mass spectrometry, Int. J. Mass. Spectrom., 274, 56–63,
https://doi.org/10.1016/j.ijms.2008.04.031, 2008a.

Gallavardin, S. J., Froyd, K. D., Lohmann, U., Möhler, O., Mur-
phy, D. M., and Cziczo, D. J.: Single Particle Laser Mass
Spectrometry Applied to Differential Ice Nucleation Experi-

Atmos. Meas. Tech., 11, 5687–5699, 2018 www.atmos-meas-tech.net/11/5687/2018/

https://doi.org/10.1016/j.earscirev.2008.03.001
https://doi.org/10.1038/nature12278
https://doi.org/10.7910/DVN/J1FZYU
https://doi.org/10.1126/science.1234145
https://doi.org/10.1016/j.ijms.2008.04.031


C. D. Christopoulos et al.: A machine learning approach to aerosol classification 5699

ments at the AIDA Chamber, Aerosol Sci. Tech., 42, 773–791,
https://doi.org/10.1080/02786820802339538, 2008b.

Gross, D., Atlas, R., Rzeszotarski, J., Turetsky, E., Christensen, J.,
Benzaid, S., Olson, J., Smith, T., Steinberg, L., and Sulman, J.:
Environmental chemistry through intelligent atmospheric data
analysis, Environ. Modell. Softw., 25, 760–769, 2008.

Henning, S., Ziese, M., Kiselev, A., Saathoff, H., Möhler, O.,
Mentel, T. F., Buchholz, A., Spindler, C., Michaud, V., Monier,
M., Sellegri, K., and Stratmann, F.: Hygroscopic growth and
droplet activation of soot particles: uncoated, succinic or
sulfuric acid coated, Atmos. Chem. Phys., 12, 4525–4537,
https://doi.org/10.5194/acp-12-4525-2012, 2012.

Hiranuma, N., Augustin-Bauditz, S., Bingemer, H., Budke, C., Cur-
tius, J., Danielczok, A., Diehl, K., Dreischmeier, K., Ebert, M.,
Frank, F., Hoffmann, N., Kandler, K., Kiselev, A., Koop, T., Leis-
ner, T., Möhler, O., Nillius, B., Peckhaus, A., Rose, D., Wein-
bruch, S., Wex, H., Boose, Y., DeMott, P. J., Hader, J. D., Hill,
T. C. J., Kanji, Z. A., Kulkarni, G., Levin, E. J. T., McCluskey,
C. S., Murakami, M., Murray, B. J., Niedermeier, D., Petters, M.
D., O’Sullivan, D., Saito, A., Schill, G. P., Tajiri, T., Tolbert, M.
A., Welti, A., Whale, T. F., Wright, T. P., and Yamashita, K.: A
comprehensive laboratory study on the immersion freezing be-
havior of illite NX particles: a comparison of 17 ice nucleation
measurement techniques, Atmos. Chem. Phys., 15, 2489–2518,
https://doi.org/10.5194/acp-15-2489-2015, 2015a.

Hiranuma, N., Möhler, O., Yamashita, K., Tajiri, T., Saito, A., Kise-
lev, A., Hoffmann, N., Hoose, C., Jantsch, E., Koop, T., and Mu-
rakami, M.: Ice nucleation by cellulose and its potential con-
tribution to ice formation in clouds, Nat. Geosci., 8, 273–277,
https://doi.org/10.1038/ngeo2374, 2015b.

Hoose, C. and Möhler, O.: Heterogeneous ice nucleation
on atmospheric aerosols: a review of results from labo-
ratory experiments, Atmos. Chem. Phys., 12, 9817–9854,
https://doi.org/10.5194/acp-12-9817-2012, 2012.

Lesins, G., Chylek, P., and Lohmann, U.: A study of internal and
external mixing scenarios and its effect on aerosol optical prop-
erties and direct radiative forcing, J. Geophys. Res.-Atmos., 107,
1–12, https://doi.org/10.1029/2001jd000973, 2002.

Lohmann, U. and Feichter, J.: Global indirect aerosol ef-
fects: a review, Atmos. Chem. Phys., 5, 715–737,
https://doi.org/10.5194/acp-5-715-2005, 2005.

Lubin, D. and Vogelmann, A.: A climatologically significant
aerosol longwave indirect effect in the Arctic, Nature, 439, 453–
456, https://doi.org/10.1038/nature04449, 2006.

Mjolsness, E.: Machine Learning for Science: State of the
Art and Future Prospects, Science, 293, 2051–2055,
https://doi.org/10.1126/science.293.5537.2051, 2001.

Murphy, D. M.: The design of single particle laser mass spectrome-
ters, Mass Spectrom. Rev., 26, 150–165, 2007.

Murphy, D. M , Middlebrook, A. M., and Warshawsky, M.: Cluster
Analysis of Data from the Particle Analysis by Laser Mass Spec-
trometry (PALMS) Instrument, Aerosol Sci. Tech., 37, 382–391,
https://doi.org/10.1080/02786820300971, 2003.

Peckhaus, A., Kiselev, A., Hiron, T., Ebert, M., and Leisner, T.:
A comparative study of K-rich and Na/Ca-rich feldspar ice-
nucleating particles in a nanoliter droplet freezing assay, Atmos.
Chem. Phys., 16, 11477–11496, https://doi.org/10.5194/acp-16-
11477-2016, 2016.

Powers, D. W.: Evaluation: From Precision, Recall and F-Factor
to ROC, Informedness, Markedness and Correlation, Journal of
Machine Learning Technologies, 7, 1–24, 2007.

Saathoff, H., Naumann, K.-H., Schnaiter, M., Schöck, W., Möh-
ler, O., Schurath, U., Weingartner, E., Gysel, M., and Bal-
tensperger, U.: Coating of soot and (NH4)2SO4 particles by
ozonolysis products of α-pinene, J. Aerosol Sci., 34, 1297–1321,
https://doi.org/10.1016/S0021-8502(03)00364-1, 2003.

Steinke, I., Funk, R., Busse, J., Iturri, A., Kirchen, S., Leue, M.,
Möhler, O., Schwartz,T., Schnaiter, M., Sierau, B., Toprak, E.,
Ullrich, R., Ulrich, A., Hoose, C., and Leisner, T.: Ice nucle-
ation activity of agricultural soil dust aerosols from Mongolia,
Argentina, and Germany, J. Geophys. Res.-Atmos., 121, 13559–
13576, https://doi.org/10.1002/2016JD025160, 2016.

Vogelmann, A., McFarquhar, G., Ogren, J., Turner, D., Comstock,
J., Feingold, G., Long, C., Jonsson, H., Bucholtz, A., Collins,
D., Diskin, G., Gerber, H., Lawson, R., Woods, R., Andrews, E.,
Yang, H., Chiu, J., Hartsock, D., Hubbe, J., Lo, C.,Marshak, A.,
Monroe, J., McFarlane, S., Schmid, B., Tomlinson, J., and Toto,
T.: Racoro Extended-Term Aircraft Observations of Boundary
Layer Clouds, B. Am. Meteorol. Soc., 93, 861–878, 2012.

Zawadowicz, M. A., Froyd, K. D., Murphy, D. M., and Cz-
iczo, D. J.: Improved identification of primary biological
aerosol particles using single-particle mass spectrometry, At-
mos. Chem. Phys., 17, 7193–7212, https://doi.org/10.5194/acp-
17-7193-2017, 2017.

www.atmos-meas-tech.net/11/5687/2018/ Atmos. Meas. Tech., 11, 5687–5699, 2018

https://doi.org/10.1080/02786820802339538
https://doi.org/10.5194/acp-12-4525-2012
https://doi.org/10.5194/acp-15-2489-2015
https://doi.org/10.1038/ngeo2374
https://doi.org/10.5194/acp-12-9817-2012
https://doi.org/10.1029/2001jd000973
https://doi.org/10.5194/acp-5-715-2005
https://doi.org/10.1038/nature04449
https://doi.org/10.1126/science.293.5537.2051
https://doi.org/10.1080/02786820300971
https://doi.org/10.5194/acp-16-11477-2016
https://doi.org/10.5194/acp-16-11477-2016
https://doi.org/10.1016/S0021-8502(03)00364-1
https://doi.org/10.1002/2016JD025160
https://doi.org/10.5194/acp-17-7193-2017
https://doi.org/10.5194/acp-17-7193-2017

	Abstract
	Introduction
	Methodologies
	PALMS
	Data set
	Aerosol classification
	Random forests
	Dimensionality reduction and chemical feature selection
	Comparison to Euclidean distance classifier

	Results
	Confusion matrices and probabilistic model performance 
	Characterization of blind data

	Conclusions and future work
	Data availability
	Author contributions
	Competing interests
	Acknowledgements
	References

