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Abstract
We have measured the multiplicity of charm quark pairs arising from gluon splitting in a sample of

about 3.5 million hadronic Z0 decays. By selecting a 3-jet event topology and tagging charmed hadrons
in the lowest energy jet using leptons, we established a signature of heavy quark pair production from
gluons. The average number of gluons splitting into a cc pair per hadronic event was measured to be
ng!cc=(2.27�0.28 �0.41)�10

�2.
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1 Introduction

Heavy quark production from gluon splitting, i.e. e+e�!qqg, where the gluon produces two heavy
quarks, g!cc or g!bb, can be reliably calculated in perturbative QCD theory because it is an infrared
�nite quantity. However, at jet energy scales well above the heavy quark mass, as can be the case for
the gluon in e+e�!Z0

!qqg, large logarithmic terms arise at all orders of the perturbative expansion,
spoiling its convergence. Theory predicts ( [1{3] and Table 3) values as high as 0.0033 for ng!bb

and 0.0218 for ng!cc which are the average number of bb or cc pairs produced from gluon splitting
per hadronic Z0 decay, respectively. A measurement of these quantities would allow an important
comparison with QCD calculation. At the moment there is only one experimental measurement for
ng!cc giving a value of ng!cc= 0:044� 0:014� 0:015 [4].

The Standard Model prediction for �bb=�had di�ers by (1.8�1.3)% from the experimental value [5].
If this di�erence were to persist when the measurements become more precise, knowledge of ng!cc and
ng!bb can also be useful in an attempt to explain this di�erence as an excess of observed b hadrons

arising from gluon splitting into bb.
To establish the signature of secondary charm quark pair production in hadronic decays of the

Z0, i.e. Z0
!qqg, g!cc, where q is any avour quark, we looked for events with a three jet topology

and assumed that the lowest energy jet was the gluon. We then looked for a lepton in the gluon jet
as a heavy quark tag. While the two charm quarks might be thought of as producing two jets, we
con�ned our search to a three jet topology by optimizing the jet �nding algorithm such that most of
the Z0!qqg, g!cc events were identi�ed as three jet events.

2 The OPAL Detector

A complete description of the OPAL detector is given elsewhere [6]. Here we describe briey the
aspects of the detector pertinent to this analysis. Tracking of charged particles is performed by a
central detector, which consists of a silicon microvertex detector, a vertex detector, a jet chamber and
z chambers. The central detector is positioned inside a solenoid, which provides a uniform magnetic
�eld of 0.435 T parallel to the beam direction. The silicon microvertex detector consists of two layers
of silicon strip detectors. The inner layer covers the range j cos�j < 0:831 and the outer layer covers
j cos �j < 0:77: The vertex chamber is a precision drift chamber, which covers the range j cos �j < 0:95:
The jet chamber is a large volume drift chamber 4 m long and 3.7 m in diameter, providing both
tracking and ionization energy loss (dE=dx) information. The z chambers measure the z coordinate
of tracks as they leave the jet chamber in the range j cos �j < 0:72: The coil is surrounded by a time-
of-ight counter array and a lead-glass electromagnetic calorimeter with a presampler. The lead-glass
covers j cos �j < 0:98: The magnet return yoke is instrumented with nine layers of streamer tubes and
serves as a hadron calorimeter. Outside the hadron calorimeter are muon chambers, which cover 93%
of the full solid angle.

3 Hadronic Event Selection and Simulation

3.1 Hadronic Event Selection

Hadronic Z0 decays were selected according to the number of charged tracks and the visible energy
of the event, using the criteria described in Ref. [7]. Charged tracks and electromagnetic clusters
unassociated with any charged track were grouped into jets using the JADE E0 recombination scheme
with a ycut value of 0.03 [8]. The primary vertex of the event was reconstructed using the charged

1The OPAL coordinate system is de�ned with positive z along the electron beam direction; � and � are the polar and

azimuthal angles respectively.
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tracks in the event along with knowledge of the average position and e�ective spread of the e+e�

collision point.
The analysis was performed on data collected in the vicinity of the Z0 peak from 1990 to 1994.

We used the microvertex detector information for data taken after its commissioning in 1991. A total
of 3.511 million hadronic events satis�ed the event selection criteria.

3.2 Event Simulation

Monte Carlo events were used to determine the selection e�ciency and background levels. For the
�rst purpose we used the JETSET 7.4 Monte Carlo program [9] to generate Z0

!qqg, g!cc decays
in which at least one of the charm hadrons decayed semileptonically. For background studies, 2.5
million hadronic Z0 decays were also generated using the JETSET 7.3 Monte Carlo. An additional
400,000 Z0

!bb events were generated. In all the above samples, the heavy quark fragmentation was
parameterised using the function of Peterson et al., [10] with �b = 0:0057 and �c = 0:046; in accordance
with the measurements of the mean energy fraction in Z0

!bb and Z0
!cc [11]. Standard Model values

of the partial widths of the Z0 into qq were used [12]. The mixture of c-avoured hadrons produced
in Z0

!cc, g!cc and in b hadron decays was as prescribed in Ref. [13]. The semileptonic branching
ratios of charm hadrons and associated uncertainties are also given in Ref. [13]. All samples were
processed with the OPAL detector simulation package [14]. Despite the detailed detector simulation,
it was necessary to degrade the curvature, angle, and impact parameter resolution on charged tracks
produced in the Monte Carlo by an additional 40% to reproduce the resolution observed in the OPAL
data. This additional smearing was varied between 0 and 80% when evaluating systematic errors.

4 Selection of g!cc events

To identify the process of gluon splitting into a charm-quark pair, we made requirements on the
topology of the event to select qqg events. We selected 3-jet events, assumed the lowest energy jet as
the gluon jet, and tagged a decay of a heavy quark in this jet by the presence of a prompt lepton,
which can be either an electron or a muon. As the number of jets depends on the value of ycut, we
chose a value (0.03) that maximizes the number of events with three jets in a sample of Monte Carlo
simulated events of the process Z0

!qqg, g!cc with at least one lepton coming from the decay of the
charmed hadrons. Of these events 62% were found to have 3 jets, while 16% had 4 or more jets and
22% had 2 jets. About 50% of the events with three identi�ed jets contained a lepton in the lowest
energy jet coming from the charmed hadrons. We also investigated the `Durham', `Geneva' and the
Cone jet algorithms [15], which were found to be slightly less e�cient than the JADE E0 algorithm
currently used. The jet energies were calculated using the relation:

Ei = Ecm

sin jk

sin jk + sin ij + sin ik

where Ecm is the center-of-mass energy and  ij is the angle between jets i and j. This equation holds
for coplanar events and therefore events were rejected if the sum of the angles between the jets was
smaller than 3580. Requiring three jets with the above selection criteria, 1.544 million events were
found. We then identi�ed the charm content of the gluon products by requiring a lepton. Only events
with three jets and a lepton candidate in the lowest energy jet were selected.

Electrons were identi�ed using an arti�cial neural network [16] which was trained on a sample of
Monte Carlo data. Electrons from photon conversions were identi�ed by pairing them with an oppo-
sitely charged track, and placing requirements on the pair invariant mass and vertex as in [13]. Muons
were identi�ed using information from the muon chambers in association with the drift chambers as
in [17]. Electrons were required to satisfy (2 < p < 6) GeV=c and j cos �j < 0:9; while for muons, we
increased the lower momentum requirement to 3 GeV=c to suppress the background. The e�ciency
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for passing these momentum cuts is approximately 32% for electrons and 20% for muons coming from
the process g!cc. For leptons satisfying these momentum cuts the tagging e�ciencies are about 50%.
At this point the data sample contained 5761 electron events and 4186 muon events.

4.1 Background Sources and Suppression

We considered the following background sources:

� Jet misassignment in Z0
!bb and Z0

!cc events { cases where the lowest energy jet contains a
lepton from the decay of the primary heavy quark rather than from a heavy quark in a gluon
jet.

� Lepton misidenti�cation { hadrons passing the lepton identi�cation criteria.

� Photon conversions.

� Dalitz decays of �0 and � into a �nal state containing an electron.

� Decays in ight of �� and K� into a muon.

� Z0
!qqg, g!bb.

As the �rst source is from heavy avour events only, especially bb events, while the others can be
found in all Z0!qq events, we designed cuts to reduce the bb contamination. Secondary vertices were
sought in each jet of the event, using the algorithm described in [18], and were required to contain at
least three tracks and to be separated from the primary event vertex by at least �ve times the error
on the separation distance. The event was then rejected if any such vertex in the event contained a
track with a signi�cant impact parameter, i.e. if the impact parameter with respect to the primary
event vertex (d0) divided by its error (�(d0)) was greater than 2.5. This requirement reduced the
overall background level by 54% (and from bb events in particular by 75%) while retaining 61% of the
Z0!qqg, g!cc sample. With the addition of the above cut, the data sample contained 2754 electron
events and 2061 muon events. To reduce further background from non-gluon jets, we investigated the
invariant mass of the lowest energy jet. We compared Monte Carlo samples containing the process
of gluon splitting into a charm quark pair with samples of Z0

!bb events in which a lepton coming
from the decay of a primary b quark was assigned by the jet �nder to the lowest energy jet. Fig. 1
shows the distribution of the invariant mass of the lowest energy jet for these two samples. Based on
the di�erence of the two distributions, we rejected events having their third jet invariant mass below
7.5 GeV.

After applying all the above selection criteria, we obtained 1184 events containing an electron and
930 events containing a muon. We then evaluated the remaining backgrounds in the sample as follows:

Jet misassignment background

The rate of this background was estimated from Monte Carlo simulation. Counting the number of
events that passed the selection criteria in the 2.5 million hadronic Z0 decays mentioned in section 3.2,
where the lepton does not come from g!cc or g!bb, and scaling to the number of hadronic events in
the data sample, we estimate the background to be 382�22�44 electron events and 249�19�26 events
in the muon channel where the �rst error is statistical and the second is the systematic uncertainty
which is discussed in section 5.1.

Photon conversions

Although we rejected electrons suspected of coming from photon conversion, we estimate from Monte
Carlo that the number of electrons from conversions which fail to be tagged is 30.7�5.6% of the tagged
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number. Scaling the number of electrons tagged as conversions in the data by this factor, we estimate
the background to be 156�28 events. The error on this number is dominated by the uncertainty in
the Monte Carlo simulation of the process, and is accounted for as systematic uncertainty.

Lepton misidenti�cation and decays in ight

In order to estimate the background from hadrons which are erroneously identi�ed as leptons, we used
the Monte Carlo with detector simulation to estimate the probability that a charged track with a
given momentum, p, and transverse momentum with respect to the direction of the associated jet, pt,
should be incorrectly identi�ed as a prompt lepton. The number of background leptons in the data is
derived by multiplying these fake probabilities by the number of tracks in the data. In practice this is
done by deriving fake probabilities in bins of p and pt, correcting these probabilities for di�erences in
the composition of hadronic background between the Monte Carlo simulation and the data as in [17],
then weighting each data track that passes the selection criteria by the appropriate probability. These
corrections carry an uncertainty of 11% for muons and 8.5% for electrons and are the main source
of systematic uncertainty on the number of background events from this source. This method also
accounts for the decay in ight of light hadrons into muons. The total number of background events
from these sources was found to be 174�15 in the electron channel and 506�57 in the muon channel,
where the errors are dominated by systematic uncertainties.

Dalitz decays of �0 and �

The number of background events from the decay of �0 and � into e+e� was estimated from Monte
Carlo simulation to contribute 147�17 electron events, where the error is predominantly statistical.
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g!bb

To estimate the number of events from the process Z0
!qqg, g!bb that survive the selection criteria,

we took the calculated ratio R � ng!bb=ng!cc=0.132�0.047 [4] which is based on theoretical predic-
tions. We then obtain Ng!bb = R �Ng!cc � �

b=�c; where �q is the e�ciency for at least one lepton from
the process g!qq to survive the selection criteria and was obtained from Monte Carlo simulation of
the process and Ng!QQ is the number of events of the type Z0

!qqg, g!QQ in the OPAL data, with
Q being a charm or bottom quark. We estimated �b=�c from Monte Carlo simulation to be 0.61�0.11
for the electron channel and 0.45�0.15 for the muon channel. These �gures will be used in Section 5,
to account for the g!bb contribution in calculating ng!cc.

4.2 Comparison Between Data and Monte Carlo

As a major part of the background is estimated from Monte Carlo, it is of great importance to verify
the compatibility of the Monte Carlo with the OPAL data. We examine the behaviour of four variables
which are critical to the analysis in both the Monte Carlo simulation and the OPAL data. Fig. 2
shows these distributions: a) the number of jets in the event; b) the transverse momentum of leptons
in the lowest energy jet for events with three identi�ed jets; c) track impact parameter signi�cance;
d) invariant mass of the lowest energy jet. The small di�erences between Monte Carlo and data seen
in c) are of little concern. As we required the number of tracks with signi�cant impact parameter
associated with any vertex to be zero, the relevant information in c) is the fraction of events passing
the cut for simulated and data events. The former was found to be 41.1% while the latter is 40.2%. We
assigned the di�erence as the systematic uncertainty associated with this cut. As a �nal comparison
we show the lepton momentum after all the selection criteria were applied (Fig. 3).

To check the jet misidenti�cation background composition, we looked for the lepton yield in three
jet events. We searched for leptons in the two highest energy jets in events that passed the selection
criteria, excluding the lepton requirement in the third jet. The impact parameter cut and the third
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Quantity Electron channel Muon channel

Observed events 1184 930

Jet misidenti�cation 382�22��44 249�19��26
Residual photon conversion 156�28 -
Lepton misidenti�cation 174�15 506�57
Dalitz decays 147�17� -

Total Background 859�28��54 755�19��63

Table 1: Summary of measured and estimated numbers. The `�' indicates errors which were taken as
a Monte Carlo statistical uncertainty.

jet invariant mass cut were applied and leptons were identi�ed using the same criteria as described in
section 4. By requiring lepton momentum above 4 GeV=c and transverse momentum above 1.2 GeV=c
we restricted the search to prompt leptons from b hadron decay. We found the yield of such leptons
per 3-jet event to be (2:17� 0:07)� 10�3 in the Monte Carlo and (2:13� 0:05)� 10�3 in the data.

5 Results and Systematic Uncertainties

The charm quark pair multiplicity per hadronic event is related to the measured quantities by:

ng!cc =
Nsel=(1 + R�b=�c)

Nhad � �c � 2 �B(c! X`�)

where Nsel is the number of events passing the selection criteria after subtraction of background events
(table 1), Nhad is the number of hadronic Z

0 decays and B(c! X`�) is the charm hadron semileptonic
branching ratio of (9:8� 0:5)% obtained by taking the average of the measurements at center of mass
energies between 9.5 and 39 GeV [19]. The relative population of weakly decaying charmed hadrons
produced in the Monte Carlo for the process g!cc were found to be in good agreement with [19].
With Ne

sel = 325� 44, N�

sel = 175� 36, �ce = (2:00� 0:13)% and �c� = (0:85� 0:05)%; we obtained:

neg!cc = 0:0218� 0:0030

n�g!cc = 0:0284� 0:0058

with all errors mentioned above being statistical only. Fig. 4 shows the invariant mass of the lowest
energy jet for the data, after subtracting the background, and the Monte Carlo prediction normalized
to the measured value of ng!cc.

5.1 Systematic Uncertainties

In addition to the default parameters used for the generation of the Monte Carlo samples we inves-
tigated the e�ects of changing the perturbative QCD model from the parton shower to second order
QCD with parameters tuned as in Ref. [20]. We also varied the Peterson fragmentation input pa-
rameters �b, �c, the QCD running constant �QCD; and the Lund symmetric fragmentation parameters
a and �q. The amount of variation in these parameters was chosen according to the range of their
measured values [11,17]. By default heavy quark fragmentation is governed by the Peterson function
in this analysis; we estimated the e�ect on the result of using Lund symmetric fragmentation for all
quarks. Full detector simulation was not available for all these variations of the model parameters,
so estimates of their e�ect were made by applying appropriate cuts and/or smearing to the generator
output. For each of the above changes to the model, the e�ect on both the e�ciency for selecting
g!cc events and on the various sources of background were estimated, and their correlation taken
into account in estimating the uncertainty on ng!cc.
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Another source of uncertainty arises from the modeling of the semileptonic decays of charm and
bottom mesons. In addition to the default JETSET decay model, events with a prompt lepton were
also reweighted as a function of the lepton momentum in the rest frame of the decaying heavy hadron
to simulate di�erent models of the semileptonic decay. The semileptonic decay model of Altarelli et
al. [21] (ACCMM), with parameters tuned to CLEO data [22] for b decays and to DELCO [23] and
MARK III [24] data for c decays, was used for the central values. This was combined with the b! D
spectrum measured by CLEO [25] for b! c! ` decays. The model of Isgur et al. [26] (ISGW) and
the modi�ed Isgur model (ISGW??) with the fraction of D?? decays determined from CLEO data [22]
were used in determining the systematic uncertainty due to the b! `� spectrum. The systematic
uncertainty due to the variation of the decay model was taken into account for both the e�ciency for
selecting g!cc events and the background.

Additional sources of systematic uncertainties were considered and are described below.

� Error due to the �nite size of the Monte Carlo sample used to determine the e�ciencies (i.e the
statistical error on the e�ciencies).

� Uncertainty associated with lepton e�ciencies in the Monte Carlo and due to uctuation in the
detector performances over the period of data accumulation. We assigned an uncertainty of 4%
on the muon e�ciency and for electrons we assigned a value of 5.5%.

� Error on the number of hadrons that were misidenti�ed as leptons. This source predominantly
arises from uncertainties in the simulation of the fake probabilities in the Monte Carlo.

� Errors on the semileptonic branching ratios of charm and bottom hadrons of 5% and 8% respec-
tively [17,19].
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Figure 4: Invariant mass of the lowest energy jet for background subtracted data (points) and the
JETSET spectrum normalized to the measured value of ng!cc (histogram).
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Source of uncertainty �(neg!cc)=n
e
g!cc (%) �(n�g!cc)=n

�

g!cc (%)

MC statistics 6.3 6.5
Lepton e�ciency 7.8 4.1
Lepton misidenti�cation 4.7 32.6
Photon conversion 8.6 {

Total uncorrelated errors 14.1 33.4

O(�2
s ) model 1.7 1.3

�b (0.0025-0.0095) 0.9 1.1
�c (0.03-0.07) 1.3 1.5
�QCD (0.13-0.31) 6.9 5.1
Lund symmetric fragmentation parameter a (0.13-0.32) 2.3 1.8
�q (0.32-0.4) 2.2 1.8
Lepton Decay model 2.8 5.2

Total generator errors 8.4 8.0

Track smearing (0%-80%) 1.8 2.2
Semileptonic branching ratios and partial hadronic widths 9.4 10.1
Vertex signi�cance cut (0.9%) 1.6 1.4

Total correlated errors 12.8 13.1

Total 19.0 35.9

Table 2: Systematic errors. Numbers in parentheses represent the amount of variation in the source.

Table 2 lists the di�erent sources of systematic uncertainty, their variation (where relevant) and
their e�ect on ng!cc for the electron and muon channels separately. We list the errors which are
uncorrelated between electron and muon channels separately, for use in calculating the average result.

Averaging the two lepton channels we obtained:

ng!cc = 0:0227� 0:0028� 0:0041

where the �rst error is statistical and the second is the systematic uncertainty.
The stability of the result was checked by changing the value of ycut between 0.01 and 0.04. With

these values we obtained ng!cc=0.0211�0.0048 and ng!cc=0.0240�0.0034 respectively (where the
error is statistical only).

6 Summary

We have measured the charm quark pair multiplicity arising from gluon splitting by requiring a 3-
jet topology, selecting the lowest energy jet as the gluon jet, and tagging charmed hadrons in this
jet with leptons. Our measurement is consistent with theoretical predictions and with the previous
OPAL measurement, listed in Table 3. We averaged the two OPAL measurements of ng!cc noting
that the statistical and a dominant part of the systematic uncertainties are uncorrelated obtaining
ng!cc=(2.38�0.48)�10

�2.
With a ratio of ng!bb=ng!cc=0.132�0.047, we obtain ng!bb=(3.0�1.2)�10

�3: This value of ng!bb

is consistent with the JETSET value (1:6� 10�3) and therefore lends support to the LEP method of
accounting for g!bb in the �bb=�had measurements [5].
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Method ng!cc (�10
�2)

Leading order calculation [2] 0.607
Resummed leading order calculation [1] 1.35
HERWIG 0.923
JETSET 1.701
ARIADNE 2.177

OPAL D� [4] 4.4�1.4�1.5
This measurement 2.27�0.28�0.41

Average OPAL result 2.38�0.48

Table 3: Theoretical predictions and experimental measurements of ng!cc. The three Monte Carlo
predictions are taken from [1].
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