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Abstract 

We present an analysis of multiplicity distributions of charged particles produced in Z0 hadronic 
decays. The results are based on the analysis of82,941 events collected within 100 MeV of the Z0 peak 
energy with the OPAL detector at LEP. The charged particle multiplicity distribution, corrected 
for initial-state radiation and for detector acceptance and resolution, was found to have a mean 
< nch >= 21.40 ± 0.02(~tat.) ± 0.43(syst.) and a dispersion D = 6.49 ± 0.02(&tat.) ± 0.20(~y&t.). 
The shape is well described by the Lognormal and Gamma distributions. A Negative Binomial 
parameterisation was found to describe the shape of the multiplicity distribution less well. A 
comparison with results obtained at lower energies confirms the validity of KNO(-G) scaling up to 
LEP energies. A separate analysis of events with low sphericity, typically associated with two-jet final 
states, shows the presence of features expected for models based on a stochastic production mechanism 
for particles. In all cases, the features observed in the data are well described by the Lund parton 
shower model JETSET. 
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1 Introduction 

The multiplicity distribution of charged hadrons produced in high energy collisions is one of the 
basic observables characterizing multiparticle final states. It has been extensively studied both 
experimentally and theoretically (1]. Data are available for a large variety of interactions (hadron­
hadron, lepton-hadron, electron-positron collisions). Charged multiplicity in e+e- annihilations can 
be used to test QCD analytic predictions as well as fundamental statistical hypotheses about the 
multiparticle production process in high energy interactions. The charged multiplicity is usually 
studied for the whole event and for limited phase space regions: this latter to reduce possible effects 
from charge and momentum conservation constraints. 

In this paper we present the results of an analysis of charged particle multiplicity distributions from 
e+e- annihilations into hadrons at the Z0 peak, obtained with the OPAL detector at LEP. Results 
are presented for both the whole event and a single event hemisphere. Our results are compared with 
those obtained by other experiments at the same and at lower centre-of-mass energies as well as with 
the expectations of QCD based parton shower models and other phenomenological models. 

In Section 2 we describe the detector components relevant to this analysis and the experimental 
event- and track-selection criteria adopted. Section 3 contains a description of the procedure used to 
unfold the data while in Section 4 we discuu the systematic uncertainties affecting our measurements. 
Section 5 is devoted to the presentation of thE! fully corrected charged multiplicity distributions followed 
by a discussion of the dependence of the mean charged multiplicity and of the normalised moments on 
the energy, of the shape of the multiplicity distributions and of the results obtained for data samples 
selected according to the event sphericity. 1'he results are summarized in Section 6. 

2 The OPAL Detector and Data Selection 

The data used in this work were recorded with the OPAL detector at the CERN e+e- collider, LEP. 
The analysis is based on the entire data sample accumulated during the 1990 run at a centre-of-mass 
energy of 91.2 GeV (about 106,000 multihadronic events collected within 100 MeV of the zo peak, 
corresponding to an integrated luminosity of approximately 3.5 pb-1 ). 

0 PAL is a multipurpose apparatus covering almost the entire solid angle around the interaction 
region. It consists of a system of central tracking chambers enclosed by a solenoidal magnet which 
provides a highly uniform axial magnetic Held of 0.435 T, surrounded by a time-of-flight system, 
an electromagnetic calorimeter with a presampler, a hadron calorimeter and an outer shell of muon 
chambers. Two forward detectors provide a luminosity measurement by counting low angle Bhabha 
events. The OPAL detector and its trigger system have been described in detail elsewhere (2]. Here 
we briefly summarize only those features relevant to this study. 

A cylindrical coordinate system is defined in OPAL, with the z axis following the electron beam 
direction, r in the plane perpendicular to thE! z axis and 8 and t/J being the polar and azimuthal angles 
with respect to the z axis. The measurement of the trajectories and momenta of the charged particles 
is performed with a central tracking system consisting of three sets of chambers : 

1. A high precision drift chamber for vertex reconstruction ("Vertex chamber") divided into 36 
sectors with 12 axial and 6 stereo wires each. The (r,t/J) track coordinate is measured with a 
single hit resolution of t1'r.p "'" 50 pm &IJLd the z-coordinate with a precision of tl'z "'" 700 pm. 
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2. A large volume drift chamber ("Jet chamber") for high precision measurements in the plane 
perpendicular to the beam axis. It is divided into 24 azimuthal sectors, providing up to 159 
measurements per track over a radius of about 1.8 m , with a precision of u.q, :::: 130JLm and 
O'z :::: 6 em. The double track resolution is about 3 mm in the r-<P plane. In addition the energy 
loss for each particle is measured with a precision of u(dE/dz )/(dEfdz):::: 3.8% allowing a good 
statistical separation of the various kinds of particles over a wide momentum range. 

3. An outer layer of drift chambers ("Z-chambers") for accurate position measurements along the 
beam direction. It yields up to six measurements with a single hit resolution of O'z :::: 300 JLm. 

The complete system allows detection of charged particles over 98% of the full solid angle. The track 
finding efficiency is close to 100% for tracks in the region I cos() I< 0.92. The momentum resolution 
achieved for charged particles is: 

where PT is the momentum component transverse to the beam direction. The mean polar angle 
resolution is about 1.5 mrad. 

The electromagnetic calorimeter consists of a barrel and two endcap arrays of lead glass blocks. 
Each block sub tends a solid angle of approximately 40 X 40 mrad2, with a thickness of over 24 radiation 
lengths in the barrel region and typically 22 radiation lengths in the endcaps. Electromagnetic energy 
deposits ("clusters") are formed from one or more contiguous blocks which contain signals above the 
threshold of 20 MeV and 50 MeV for the barrel and endcaps, respectively. The total solid angle 
covered by the electromagnetic calorimeter is 98% of 4r. 

Multihadronic decays of the Z0 were triggered by a system based on independent trigger signals 
from the central tracking devices (Vertex chamber and Jet chamber), the time-of-flight detector 
and the electromagnetic barrel and endcap calorimeters. This high redundancy allowed an accurate 
measurement of the overall trigger efficiency from the data. It was found to be greater than 99.9% 
within the acceptance of the analysis cuts. More details about the triggering and multihadronic decay 
candidate selection can be found in (3]. 

In the present analysis, additional selection criteria, based on charged track and electromagnetic 
energy cluster information, were applied to obtain a sample of well contained and well measured 
multihadronic events and to reduce further the contamination from background processes. We 
considered only events for which all the components of the central tracking system and of the 
electromagnetic calorimeter were fully operational (93.4% of the initial event sample). Charged tracks 
were accepted only if they had: 

• At least 40 measured points recorded in the Jet chamber (corresponding to a minimum track 
length of 40 em). 

• A distance of closest approach to the interaction point of less than 5 em (do) in the direction 
perpendicular to the beam axis and less than 30 em (Zo) along the beam axis. 

• A momentum component transverse to the beam direction, PT• larger than 150 MeV/ c. 

• A measured polar angle w.r.t. the beam direction in the range 20° to 160°. 

A reconstructed track was occasionally assigned an unphysical momentum, i.e. considerably larger 
than the beam energy. Those tracks (about 0.07% of the total and adequately reproduced by the 
detector simulation program) were not used in the analysis. 
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Electromagnetic clusters were accepted only if they had: 

• At least 100 MeV of energy, if they appeared in the barrel. 

• At least 200 MeV of energy, spread over two or more adjacent lead-glass blocks, if they appeared 
in the endcaps. 

The multihadron event sample was selected considering only the accepted tracks and clusters, and the 
events were required to have : 

a) A total energy deposited in the lead-glass blocks of at least 20% of the centre-of-mass energy. 

b) A total visible momentum, defined as the sum of the charged particle momenta p; measured in the 
central detector, :E; I p; I> 15 Ge VI c. 

c) The polar angle of the thrust axis, Or, computed from the charged track momenta, in the range 
30° ::; Or ::; 150°. 

d) At least 5 charged tracks and at least 8 clusters. 

e) An energy imbalance, Rbalt along the beam direction which satisfied the condition 

Root =I :E(Edu•. coso.) I I L: Edu• < 0.65 , 

where 00 is the polar angle of the cluster. 

f) At least one hemisphere, defined by a plane perpendicular to the thrust axis, in which the effective 
mass associated to the charged particle system was greater than 2 Ge VI t?. Pion masses were 
assigned to the observed tracks. 

g) The principal thrust value, computed from the charged track momenta, smaller than 0.9975. 

Cuts a),b) and c) define well contained multihadron candidates. Cuts a),b),c),d) and e) provide 
a powerful rejection against background to multihadrons from other processes ( r+r- and two-photon 
hadronic events, beam-gas and beam-wall interactions, showers from large angle Bhabha events). 
The rpmaining background events, estimated to be about 0.1% at this level, come mostly from r+r­
decays and are concentrated at low multiplicity. Although they correspond to only one part in a 
thousand of the total sample, their contribution to the content of the lowest multiplicity bins is not 
negligible. From a Monte Carlo study we estimated a contamination of about 50% and 40% for 
an observed track multiplicity of nm=5 and nm=6, respectively, dropping to about 4% at a track 
multiplicity of nm=7. For this reason we further reduce the contamination from r+r- and possible 
residual events produced by Bhabha electrons showering in the beam-pipe making use of cuts f) and 
g). These cuts were found to have essentially no effect on the genuine multihadronic events and are 
very efficient in removing the background, reducing the r+ r- contamination to 7% and 5% for track 
multiplicities of five and six, respectively. 

The above mentioned cuts reduced the data sample to 82,941 events, with an estimated total 
residual background of about 0.026% from r+r- pairs. The background from all the other sources is 
negligible. 

The criteria adopted for the selection of multihadronic event candidates were based on a Monte 
Carlo study of the OPAL detector response to zo decays into hadronic final states. With this selection, 
we estimated the detection efficiency to be 84.5% ± 0.5%. More details about the simulation of 
hadronic events in 0 PAL can be found in the next section. The background contamination of the 
multihadron sample was estimated from a study of events generated with the Monte Carlo programs 
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KORALZ (4] for T pairs, BABAMC (5] for large angle Bhabha events and VERMASEREN [6] for 
two-photon events. Those events were passed through the full detector simulation, reconstruction 
and analysis programs. The T rejection criteria were also tested on the 1990 OPAL experimental T 

candidate sample and were found to have essentially the same rejection power as predicted by the 
Monte Carlo. 

3 Simulation of Hadronic Events and Correction Procedure 

The charged multiplicity distributions observed experimentally need to be corrected for several effects. 
It is necessary to correct for the loss of particles due to the geometrical acceptance and resolution of 
the tracking system as well as for the efficiency of the track finding algorithm. On the other hand, 
e+e- pairs from photon conversions and nuclear interactions of hadrons in the material of the inner 
part of the detector produce spurious tracks that should not be considered. The multihadron sample 
was selected by requiring the events to satisfy certain conditions and a small bias in multiplicity 
is introduced. In addition, QED initial-state radiation produces a bias ( altho11gh very small at the 
Z0 peak) d11e to an effective reduction of the centre-of-mass energy and, consequently, of the mean 
multiplicity. 

The final multiplicity distributions to be presented in Section 5 were corrected for all the above 
mentioned effects. The correction procedure was based on simulated multihadronic decays of the 
Z0 generated with the Lund parton shower model JETSET 7.2 (7] with five flavours and string 
fragmentation. The model was used with a set of optimised parameters determined from a study 
of global event shape variables performed by OPAL (8]. The unfolding method is the same as that 
used in a recent work by the TASSO Collaboration (12]. 

Two distinct steps were performed to correct the measured unnormalised multiplicity distributions. 
The first step was to correct for effects introduced by the detector (geometrical acceptance and 
resolution, contamination d11e to particle interactions in the material) and by the reconstruction 
program (track finding inefficiencies and other imperfections). For this purpose a sample of about 
185,000 multihadronic events including QED initial-state radiation was processed through the OPAL 
detector simulation program (9]. This program contains a detailed description of the experimental 
apparatus, a simulation of the interactions with the detector materials and a simulation of the 
response of each detector component. The simulated raw data were written in the same format 
as the experimental ones and were processed by the same reconstruction and analysis programs as 
the data. In Fig.1(a,b) we show the experimentally observed multiplicity distributions for the whole 
event and for a single hemisphere, respectively. The algorithm which defines the single hemisphere 
distributions is described below. The corresponding distributions for the simulated event sample are 
plotted as histograms showing a good agreement. 

For each Monte Carlo event that passed the selection criteria presented in Section 2, the number 
of observed tracks n0 (with distribution N!:f.~(no)) was compared to the number of tracks actually 
generated n9 (with distribution N/';'~(n9 )). The number of events with n9 generated tracks when 
no have been observed, divided by the total number of events observed with no tracks, determines a 
correction matrix M( n9 , n0 ) whose elements are defined as 

M( ) _ No. of events with n0 tracks generated when n0 were observed 
ng, no - No. of events with no traCks observed 

The element M( n9 , n0 ) of this unfolding matrix is the fraction of events which have been observed 
with n 0 tracks and that had a "true" multiplicity n9 • The observed multiplicity distribution N!:f.C(no) 
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is thus related to the "true" multiplicity distribution N/1 .. ~ ( ng) by 

(1) 

In this measurement, the "true" multiplicity of an event is defined as the total number of all promptly 
produced charged particles and those produced in the decays of particles with lifetimes shorter than 
3 X 10-10 sec. This means that charged decay products from K~ and weakly decaying heavy-mesons 
(D,F, ... ) and baryons (A, I:, ... ) as well ~'" from their antiparticles are included in the definition, 
regardless of how far away from the interaction point the decay actually occurred. 

The contributions of K~, A, A etc. to thE! charged multiplicity may be subtracted by computing the 
unfolding matrices keeping the relevant particles stable at the Monte Carlo generation level. In this 
way the identification of their decay products is not necessary, but the procedure relies on how well 
the model used to unfold the data describes their production and decay. A recent work published by 
OPAL (11] demonstrates that JETSET describes the K~ production rate very well. The contribution 
to the mean charged multiplicity is predicted to be about 1.5 units for K~, 0.5 units for A and A and 
negligible (less than 0.02 units) for the remaining shortlived neutral particle decays. For brevity, when 
referring to A particles we always mean A and A. 

A second step in the correction procedure was taken to correct for the effects of event selection 
and QED initial-state radiation. A set of correction factors Cp was computed from Monte Carlo 
by comparing the "true" multiplicity distribution N/'f .. ~ ( ng) defined above, after normalisation to the 
number of events N{';/1,-••= in the sample, to the corresponding distribution N:ffed(ng) obtained from 
the same event generator for a fixed centre-of-mass energy (no initial state radiation) 

NMC( )/NMC-true c ( ) - lrue ng lolal 
F ng - NMC ( )/NMC Ji:z:ed 

1 i•ed ng total 
(2) 

The correction factor Cp were found to be dose to 1. 

Finally, the unfolding matrix M and the set of correction factors Cp were applied to the 
experimentally observed multiplicity distributions N:b:'( n 0 ), to yield the corrected multiplicity 
distributions N:;!'(n) 

N:;!'(n) = Cp(n) · 2:M(n,n0 ) • N;,'?(n0 ) (3) 
no 

One should note that this kind of unfolding procedure is model dependent and provides a reliable 
correction of the data only if the multiplicity distributions observed at the detector level for real 
events are well reproduced by the fully simulated events. This is the case for our analysis as shown in 
Fig.l(a,b). 

The unfolding procedure described above was applied to the experimentally observed multiplicity 
distributions for the whole event and for a single hemisphere. The event was divided into two 
hemispheres by a plane perpendicular to the thrust axis computed from the measured charged track 
momenta for real events and from the generated charged particle momenta for simulated events. For 
each event, one of the two hemispheres was chosen randomly. Because of the requirement that five or 
more observed tracks be present in an even¢, the values N:;!(n) for nch=2 and nch=4 for the whole 
event distributions were not derived from the data but were taken instead from the Monte Carlo 
predictions. 
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4 Systematic Uncertainties 

In this section we present a discussion of the sources of systematic errors. Where appropriate, the 
entire analysis as outlined in section 3 was repeated to test the influence of a systematic effect on the 
final results. In the following, we define the reference distribution to be the multiplicity distribution 
obtained using JETSET with the standard OPAL detector simulation program and selection criteria 
given in section 2. We observed that some of the systematic effects left the shape of the multiplicity 
distribution essentially unchanged, but led to a shift of its mean value. In this case, a straightforward 
bin· by· bin difference between the reference distribution and the others would overestimate the point· 
to-point systematic error, because of the high level of anti-correlation between the errors calculated this 
way below and above the mean value. Therefore, to estimate the point-to-point systematic uncertainty, 
each normalised distribution, obtained by repeating the entire analysis under a different condition, 
was locally parameterised by polynomial functions 1• Each of the parameterised distributions was 
compared to the reference one after having been shifted along the multiplicity axis by an amount 
equal to the difference between the mean values of the two (which never exceeded 0.35 units). The 
difference between a particular bin content of the reference distribution and the height of the shifted 
parameterised distribution for the same bin defined the systematic error for that bin, while the 
systematic error for the mean equaled the amount of the shift. We have taken as an estimate of 
the overall uncertainty all the differences, arising from the sources of systematic errors considered, 
added in quadrature. 

Several possible sources of systematic errors have been studied: 

1. In order to investigate the effects produced by possible differences between the actual detector 
performance and that represented in the simulation program, samples of multihadronic events, 
generated according to the JETSET parton shower model, were produced with a modified 
detector simulation. The values of the relevant smearing parameters of the tracking chamber 
simulation, like the spatial resolution along the beam direction and the double hit resolution, were 
varied over a reasonably wide range, and the corresponding event samples were reconstructed and 
analysed by the same programs used for the analysis. The unfolding matrices and correction 
factors obtained from each sample were used to correct the experimental distribution. The 
differences observed when comparing these distributions with the reference one were evaluated 
as previously described and taken as representative of this systematic uncertainty. 

2. We tested the stability of our results using a different definition of well measured tracks and a 
different selection of multihadronic event candidates. Track quality cuts, like minimum track 
length, transverse momentum, polar angle, distance of closest approach to the interaction point 
(do, Zo), as well as event selection cuts, like minimum thrust polar angle and visible energy, 
were varied. Again, a new set of unfolding matrices and correction factors was computed and 
applied to the real data, processed with the corresponding selection criteria. The systematic 
uncertainties were estimated as previously described. 

3. The correction procedure relies on the QCD event generator. In order to study a possible model 
dependence of our measurement, we compared our reference results with those obtained using 
the HERWIG parton shower model generator version 5.0 (10]. About 100,000 multihadronic 
decays of the Z0 , generated with the HERWIG model with parameters optimised as described 
in (8], were passed through the detector simulation, reconstruction and analysis programs. As 
shown in Fig.1(c,d) this model provides a reasonably good description of our data, although not 
as good as the one provided by JET SET. The differences between the two model predictions 

1The need of a parameterisation with a continuous function ia determined by the Ca.ct that we are dcalins; with discrete 
distributions and, as will be described later, we want to compute the value of a distribution for a non integer value. 
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are particularly relevant in the tails of the multiplicity distribution, because the distribution 
predicted by HERWIG is slightly broader than that predicted by JETSET. The uncertainties 
associated to the first and to the last few points of the distribution are dominated by this source 
of systematic error. 

4. The data were collected over a period of several months during which the detector performance 
was always carefully monitored. Nevertheless random unknown problems may have occurred. 
In order to check the detector stability over such an extended period of time, the global sample 
was divided in twelve roughly equall parts and the mean multiplicity and dispersion of the 
distributions were calculated separately. The chi-squared probabilities when comparing the 
twelve values to a constant (the weighted mean multiplicity and dispersion) were found to be 
about 15% and 40%, respectively, providing satisfactory evidence that the observed deviations 
were consistent with statistical fluctuations. 

5. The estimated background from r+r·- decays into hadrons was discussed in Section 2. Since it 
is small, we did not explicitly correct the multiplicity distributions for this contamination but 
we increased the uncertainty associated to the bin contents at multiplicities nch =5 and nch =6 in 
the observed distribution for the wholle event by an amount eqnivalent to the estimated number 
of background events. An explicit correction would have produced a completely negligible effect 
on the various moments. 

6. The fraction of events with a total charged multiplicity nch =2 and nch =4 was not measured 
but taken from the JETSET model prediction after normalisation to the number of events in 
the data. As a systematic uncertainty we have taken the difference between the JETSET and 
the HERWIG predictions for these multiplicities. We checked that the mean multiplicity, the 
dispersion and the other moments remain essentially unchanged lf the content of the first two 
bins of the distribution is not considered in the calculations. 

The non-negligible contributions to the systematic uncertainty on each moment of the distribution 
are listed separately in Table 1. The overall systematic uncertainty was determined by adding them 
in quadrature. 

5 Results 

The fully corrected normalised charged particle multiplicity distributions for the whole event and for 
the single hemisphere are presented in Table 2( a,b ). For each multiplicity n, the fraction of corrected 
events in percent, P(n), the statistical uncertainty (first) and the systematic uncertainty (second) are 
given. Statistical uncertainties take into account the finite number of events both in the data and 
in the Monte Carlo samples. Table 2(a) refers to distributions where the charged decay products of 
K~, A, etc. are included, while Table 2(b) refers to distributions where these contributions have been 
removed, as explained in Section 3. 

The distributions presented in Table 2(a) are shown in Fig. 2. The plotted experimental 
uncertainties contain the statistical and systematic errors added in quadrature. In the same figure we 
also plot the predictions from JETSET. The data are well described by the model, with a X: value 
per degree of freedom of 26.3/25 for the whole event 2 and 19.8/35 for the single hemisphere. For 
HERWIG we obtain the values 70.5/25 and 23.9/35, respectively. Only statistical uncertainties are 
used in these x2 calculations. 

2 Pointl at multiplicity 2 and 4 have not been considered 
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In Table 3 we present a summary of our corrected results for the mean charged multiplicity < nch >, 
the dispersion D = ( < n~ > - < nch >2)t, the ratio < nch > I D and the normalised multiplicity 
moments Ck =< n~h > I < nch >k calculated for both the whole event and the single hemisphere. 
The quoted errors are statistical and systematic, respectively. In the values presented in Table 3(a), 
contributions from K~ and A decays are included while they are excluded in those presented in Table 
3(b) 0 

When not stated otherwise, the analysis and the results presented below refer to the distributions 
containing K~ and A charged decay products (see Table 2a). 

5.1 Mean Charged Multiplicity 

The corrected mean charged multiplicity measured is < nch >= 21.40 ± 0.02(stat.) ± 0.43(syst.). It 
agrees well with the number previously published by OPAL [8] (the overall uncertainty of the new 
analysis is about a factor of two smaller) and with those measured by MARK II [13], ALEPH (14], 
DELPill (15,16] and L3 [17] at the same centre-of-mass energy. 

In Fig. 3 we show the energy dependence of < nch > measured by this and by other experiments 
at e+e- colliders [12-25]. In this compilation only published results have been included. The plotted 
errors are the overall uncertainties on < nch > computed by adding in quadrature the published 
statistical and systematic errors. The values measured at LEP and at SLC were taken at the same 
energy; their positions in Fig.3 are slightly displaced for a clearer graphical presentation. 

One should note that the Collaborations rr2 at AD ONE and MARK I at SPEAR, providing a total 
of 56 measurements in the energy range from 1.4 Ge V to 7.8 Ge V, do not explicitly quote systematic 
errors on < nch > in their published papers. In a recent paper from TASSO [12] a systematic 
uncertainty similar to that estimated for their own measurement (about 4%) was attributed to these 
measurements in a fit to the data over the whole energy range. However, there are indications that 
the actual uncertainty is larger for these data. For example, measurements by LENA (20] and JADE 
(22] at similar energies several years later, quote an experimental systematic uncertainty of 10% and 
7%, respectively. In Fig. 3 we have assigned a systematic error of 5% to these points but allow it to 
be as large as 10% when making fits to the mean charged multiplicity over the complete energy range, 
as discussed below. 

A number of phenomenological models have been proposed to describe the evolution with energy 
of the mean charged multiplicity . Various parameterisations were fitted to the data plotted in Fig. 
3. The form 

< nch >=a· sb (4) 

was first suggested by Fermi within the context of a phase space model [26] and has also been derived 
from the fireball and hydrodynamical models for hadron-hadron interactions [27]. A fit of {4) to the 
data yields a = 2.220 ± 0.027 and b = 0.252 ± 0.002 with X: = 132.2 for 82 degrees of freedom. In a 
recent work (28], it was pointed out that all published models predicting a power law for the energy 
dependence of the mean multiplicity obtain the result ( 4) in the limit of a continuous distribution. 
For discrete distributions a more appropriate form is, according to (28]: 

< nch >= /3 · s" - 1 . (5) 

A fit to the data using (5) yields f3 = 2.979 ± 0.029 and a = 0.222 ± 0.002 with X: = 183.7 for 82 
degrees of freedom. 
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A fit according to the empirical relation 

(6) 

proposed for hadronic interactions to describe the data up to the highest energies (29], yields 
a = 3.297 ± 0.091, b = -0.394 ± 0.056 and c = 0.263 ± 0.007 with x2 = 69.1 for 81 degrees of 
freedom. 

More recently, a form motivated by perturbative QCD calculations of the parton evolution in a 
leading-log approximation was proposed (30]: 

(7) 

A fit of this form to the data taking Qo = 1 GeV, where Qo is a cut-off parameter in the 
perturbative calculations associated with the onset of hadronisation effects, yields a = 2.418 ± 0.082, 
b = 0.113 ± 0.012 and c = 1.712 ± 0.035 with x2 = 93.6 for 81 degrees of freedom. 

Based on the x2 values obtained, one might conclude that forms ( 4) and (5) are disfavoured with 
respect to the others. However it is clear from Fig. 3 that the contribution to the x2, when fitting 
Eq. (5) to the data, for example, is dominated by the low energy points (below 8 GeV). One should 
remember that the systematic uncertainty attributed to the low energy points was arbitrarily chosen 
to be 5%, and may be underestimated. Furthermore, at such low energies, resonances and threshold 
effects may produce small-scale fluctuations. If the assumed systematic uncertainty of the data 
measured by the r12 and MARK I Collaborations is increased from 5% to 10% and the fits ofEq. (4), 
(5), (6) and (7) to the data are repeated, we find that the parameter values remain the same within the 
quoted errors, while the x2 values per degree of freedom drop to 64.5/82, 70.8/82, 35.8/81 and 54/81, 
respectively. We have also checked that the four parameterisations give essentially indistinguishable 
results when they are fitted to data measured at energies above the upsilon threshold. Our conclusion 
is that none of these four parameterisations can be definitively excluded by the presently available 
data. 

The energy dependence of the mean mulltiplicity of hadrons produced in hard processes has been 
calculated in perturbative QCD including next-to-leading log corrections (31,32] and has the form: 

< nch >= a· a~ · ezp( cf .;a;)(l + 0( y"a.)) , (8) 

where a is a normalisation constant that cannot be calculated in the framework of perturbation theory. 
According to reference (32], the validity of Eq. (8) is restricted to energies above the upsilon threshold 
and we therefore fitted (8) to the data for centre-of-mass energies above 10 GeV. For the running 
coupling constant we used the expression: 

a.(~) 1 
4;;:-- = /3oln(~/A2 ) 

f1tlnln(~/A2) 
P31n2(~/ A2) 

(9) 

For five active quark flavours, the parameters Po, Ptt band c have the values Po = 7.67, Pt = 38.67, 
b = 0.49 and c = 2.27 [32]. Neglecting the 0( .;a;) term, one can treat a and A as free parameters. 
The fitted A then becomes a process-dependent quantity, expected to be close to AMs if the O(v'Q.) 
term is small. Eq.(8) is found to provide a good description of the energy dependence of the mean 
charged multiplicity, the best fit parameters being a= 0.065 ± 0.010 and A= 136 ±50 MeV, yielding 
x2 = 5.6 for 22 degrees of freedom. 
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5.2 Moments of the Multiplicity Distributions 

The energy dependence of < nch > I D and of the moments Ck is shown in Fig. 4 for the whole event 
and in Fig. 5 for a single hemisphere. The decay products from K~ and A are included. The plotted 
errors are the statistical and systematic uncertainties added in quadrature for all the experiments 
except AMY, for which only statistical errors are available. For clarity, the two LEP points are 
plotted at slightly different energies. Our results are in good agreement with those published by the 
DELPHI Collaboration at the same energy (15] and confirm the observation that the measured values 
of these quantities do not change appreciably up to LEP energies. 

The ratio R = { < nch > I D)'::,~::f• I(< nch > I D)ljj~/:.1." is expected to be equal to ,12, for events 
with a two-jet topology, if the jets are produced independently and if the multiplicities are uncorrelated 
in the two jets (33]. Measurements by the TASSO collaboration (12] of this quantity show values close 
to ,12 {1.35 ± 0.03, 1.35 ± 0.03, 1.34 ± 0.01 and 1.35 ± 0.02 at 14, 22, 34.8 and 43.6 GeV, respectively), 
but do not show any convergence to this value (34]. The TASSO measurement was recently supported 
by that of the DELPHI Collaboration (15], who measured the value of R = 1.34 ± 0.01 ± 0.04. Our 
result for this ratio is R = 1.36 ± 0.01 ± 0.02, in the case where K~ and A decays are included, and 
R = 1.35 ± 0.01 ± 0.02 if K~ and A decay products are removed. The JETSET model prediction is 
1.36 in both cases. 

The above results are derived from an inclusive sample of multihadronic final states rather than 
from a pure two-jet sample, whereas the expectation of R = v'2 refers to this last case. It is well known 
that at LEP energies most of the events show a characteristic two-jet event structure. The fraction 
of events with significant hard gluon bremsstrahlung, however, is appreciable. For these events the 
single hemisphere is not a good approximation of a clean single-jet. We separately analysed samples 
of events selected using cuts on the sphericity variable. We repeated the analysis on four samples of 
events for which the measured sphericity S was smaller than 0.30, 0.15, 0.09 and 0.03, respectively. 
Our detector resolution limits the analysis to S > 0.03 (8]. By requiring the events to have a smaller 
sphericity, one suppresses the fraction of events containing hard gluon bremsstrahlung. After these 
cuts the four samples are reduced to about 95%, 86%, 76% and 48% of the total, respectively. The 
corresponding fully simulated Monte Carlo samples, used in the unfolding procedure, were obtained by 
applying the same selection criteria. All these samples were found to reproduce the data satisfactorily. 
After correcting the observed distributions, our measured values for the ratio R were determined to 
be 1.38 ± 0.01, 1.40 ± 0.01, 1.41 ± 0.01 and 1.42 ± 0.02 for events having a measured sphericity smaller 
than 0.30, 0.15, 0.09 and 0.03. These values are plotted in Fig. 6. The overall systematic uncertainty 
in each of these measurements is estimated to be 0.02. Very similar values for these ratios are also 
obtained at the detector level, i.e. using the uncorrected distributions, giving confidence that the 
unfolding procedure does not introduce significant distortions. The measurements show that the ratio 
R increases with increasing purity of the two-jet sample, and approaches a value compatible with v'2 
within errors. The JETSET model predictions, based on parton shower with string fragmentation, 
are in complete agreement with our experimental results, being 1.37, 1.39, 1.40 and 1.42 for events 
having a sphericity smaller than 0.30, 0.15, 0.09 and 0.03, respectively. 

5.3 Shape of the Multiplicity Distribution 

Several parameterisations have been proposed to describe the shape of the charged multiplicity 
distribution {for a review see for example (35]). An energy independent form was presented in 1972 
by Koba, Nielsen and Olesen (36]. Assuming the validity of Feynman scaling (37], they derived the 
asymptotic result {KNO-scaling) that multiplicity distributions measured at different energies should 
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coincide when plotted using the scaled variables z = nc1a/ < nc1a > and .P(z) =< nc1a > ·P(nch)· 
The concept of multiplicity scaling, originally formulated for asymptotic energies and thus to be 
considered as an approximation when applied to the available data, was mathematically reformulated 
by Golokhvastov [38] in order to be applicable also at finite energies. This formulation, known as KNO­
G scaling, should be more appropriate when testing possible scaling properties of the multiplicity and 
should provide a better description of the data particularly at lower energies. 

Multiplicity distributions in e+e- annihilations at different centre-of-mass energies have been often 
compared using the KNO and the KNO-G variables. As observed in hadronic interactions, KNO 
scaling was found to hold in the energy range from"" 10 GeV to 44 GeV , while significant deviations 
were observed at lower energies [12,22] 3

• Using the more appropriate KNO-G formulation it was 
shown that scaling in multiplicity is also observed at the lowest energies [28,39], while its validity was 
recently extended up to KEK (25] and LEP energies (15,28]. In hadronic interactions both formulations 
seem to fail in describing the data at the hi!;hest SPS Collider energies (40]. 

In Fig.7 and Fig.8 we show a graphical test of KNO and KNO-G scaling. In these figures, 
our corrected charged multiplicity distribution measured for the whole event is compared to the 
distributions measured by other experiments at different centre-of-mass energies using the scaled 
variables z = nc1a/ < nc1a > and .P(z) =< nc1a > ·P(ncJa) in the first case, and the variables 
Sn = E~n Pk and i = nc1a/ < nc1a > in the second case. < nc1a > is an average continuous 
multiplicity approximated by the simple formula< ilch >=< nc1a > +0.5 [28]. Our data do not show 
appreciable deviations from the shape of the lower energy measurements, confirming the validity of 
the scaling up to the LEP energy. 

The KNO scaling function is often taken to be a "r" distribution, 

oT•( ) KK K-1 -Kz 
.., z = r( K) z e , (10) 

where z = nch! < nc1a > is the scaled multiplicity and K is a free parameter, This form was fitted 
to our multiplicity distribution for the whole event and the result is displayed in Fig. 9, both on a 
linear and logarithmic scale. The deviations of the fit from the measured points are shown in units of 
the overall experimental uncertainties in the small uppermost plot in Fig. 9. The fit yields the value 
K = 10.86 ± 0.17 with a x2 of 3.7 for 24 degrees of freedom. For the fit, the overall errors defined as 
in Fig. 2 were considered and the two pointo at multiplicities nc1a = 2 and ~ = 4 were not used. 

Recently it was shown that the scaling properties observed in multiplicity distributions can be 
derived by assuming a scale invariant branching process to be the basis of the multiparticle production 
mechanism (28]. This approach has the appealing feature that the scaling property of the multiplicity 
distribution follows from the statistical nature of the scale invariant branching process rather than 
being related to Feynman scaling, which is known to be broken by gluon radiation. In this model the 
multiplicity distribution Pn is related to a continuous density function /( n) by Pn = J;:+t !( n )dn, 
where f(n) is described by a Lognormal distribution. Following (41], we fitted our discrete distribution 
for the whole event to the integrated scaling function of the Lognormal shape 

1(n+l)/<n> N 1 ( (ln(i +c)- p]2
) _ 

Pn = -- · -.-ezp dz, 
nf<n> ../21iu z + c . 2u2 (11) 

where i = nf < n > is the scaled multiplicity and u, p and c are parameters of which only two are 
independent because of normalisation conditions. The two strongly correlated parameters tr and p 
can be expressed as a function of the parameter c and the dispersion D as follows (41] 

3 For this reason KNO acalins iB sometimca re!crrt.-d to u appro:rlmate scalini. 



(12) 

From this fit we obtain c = 0.373 ± 0.068 and D = 0.290 ± 0.002 with a x2 of 6.0 for 23 degrees of 
freedom. The result is presented in Fig. 10. 

Another well known parameterisation for the multiplicity distribution is the Negative Binomial 
Distribution (NBD) 

P. = k(k + 1) ... (k + n- 1) ( < n > )" ( k )k 
n n! < n > +k < n > +k ' (13) 

where < n > and k are free parameters. There are several phenomenological approaches leading to 
a NBD type of multiplicity distribution (for a review see [35]). The dispersion D of the Negative 
Binomial Distribution is related to k and < n > by 

D 2 1 1 
----,= +-. 
< n >2 < n > k 

(14) 

The "clan" picture [42], for example, provides an interpretation fork, linking it to the average number 
of particles in one "clan" and the average number of "clans" 4 • It is also interesting to note that in a 
next to leading-log order QCD calculation [43] the moments of the multiplicity distribution are found 
to be very close to those of a NBD. 

We have fitted the Negative Binomial Distribution to our corrected multiplicity distributions for 
the whole event and for the single hemisphere. From this fit we obtain for the whole event the 
parameter values < nch >= 21.28 ± 0.07 and k = 21.34 ± 0.71, with a X: of 31.7 for 23 degrees of 
freedom and < nch >= 10.63 ± 0.04 and k = 14.5 ± 0.04, with a x2 of 101 for 33 degrees of freedom 
for the single hemisphere. These results are presented in Fig. 11 and in Fig. 12. For the whole event, 
the description of the data is not as good as the one provided by the Gamma or by the Lognormal 
distributions. The deviations from the measured points, shown in the top part of each figure, are 
systematically larger over the full multiplicity range. For the single hemisphere, the quality of the 
NBD fit is considerably worse than it is for the whole event. 

As a last study we considered the simplest proposed distribution, the Poissonian distribution, 
which would be valid if the final state particles were emitted independently as is expected in pure 
longitudinal phase space models and in a geometrical model of multiparticle production [33]. The 
HRS experiment [23] reported that the charged multiplicity distribution at ,fi = 29 GeV was well 
described by a "modified Poisson" form (MPD) 

{ 

<n>"e-<n> 
MPD(n) = ~ n! if n =even 

if n =odd. 
(15) 

At somewhat higher energies, however, the TASSO experiment [12] observed significant deviations from 
this form, the deviations becoming even more significant at KEK energies [25]. Again, these studies 
were performed on the inclusive data sample, whereas the predictions of the geometrical model [33] 
are strictly valid for two-jet events only 5• · 

Our results from the study of R = ( < nch > I D)'f,~::f• I(< nch > I D)1J/;::.1." (Fig. 6) suggest a 
tendency toward the independent production of particles populating the two event hemispheres for 

4 In a recent experimental analyai.!ll performed in restricted central rapidity intervals [16] it wu shown that the average 
number of clans per event and per unit o£ rapidity is approximately the same aa at lower energies. 

5Unfortunatdy it i5 not completely clear what the authors of [33] mean by a tw()ojct event. 
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events with a cleaner two-jet structure. Thus, in addition to our inclusive data set, we also fitted a 
Poissonian form to the multiplicity distributions obtained for samples of events selected using cuts on 
the sphericity variable. 

In Fig. 13 we show the whole event multiplicity distributions, both on a linear and logarithmic 
scale, for the inclusive sample (a) and for samples of events for which the measured sphericity Sis 
smaller than 0.15 (b) and 0.03 (c). In this figure only the statistical errors are shown. Superimposed 
on the data points are plotted the fitted modified Poissonian (continuous line) and, for comparison, 
also the fitted NBD (dash-dotted line). For increasingly "cleaner" two-jet events (smaller sphericity) 
the shape of the multiplicity distribution becomes narrower and more symmetric, leading to the result 
that the Poissonian distribution describes the data better. This same trend, although not as striking, 
is also observed for the NBD 6

• Again, we find that the JETSET parton shower model reproduces the 
multiplicity distributions quite well. 

6 Summary and Conclusions 

In this paper a study of charged particle multiplicities in multihadronic decays of the Z0 has been 
presented. 

The whole event mean charged particle multiplicity and dispersion are measured to be 
< nch >= 21.40 ± 0.02(&tat.) ± 0.43(&y&t.) and D = 6.49 ± 0.02(&tat.) ± 0.20(&y&t.), respectively 7• 

The energy dependence of the mean charged multiplicity, studied over the entire energy range 
available from e+e- experiments, is well parameterised by the forms 

as suggested from high energy hadronic interactions and 

as motivated by QCD calculations in the leading log approximation. 
The power law 

< nch >= /3 · &0 
- 1 

as suggested by a scale invariant branching model for particle production describes the data less 
well. This conclusion however depends on the systematic uncertainties which are assumed for the 
measurements from e+e- experiments below the upsilon threshold. The three parameterisations are 
essentially equivalent if the data are fitted above this threshold. The form 

< nch >=a· a~· ezp(cfya;) 

15 A similar obsern.tion wu pre•ented in [.f..f.] where the analysia wu performed 1eparately for 2,3 and 4-jd event 
topologi .. (defined accordins to a jet finder alsoritb.m) and studied in reotricted rapidity intcr..W.. 

7 Charged decay product. from K~ and A are included. 
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(with a, as in Eq. 9) derived from QCD in next-to-leading order, describes the energy dependence of 
mean multiplicity well, the best value for the process dependent parameter A being 136 ±50 MeV. 

The validity of KNO(·G) scaling is confirmed at .,fi = 91.2 GeV, in agreement with the results 
in [15], but with higher statistics. The shape of the multiplicity distribution for the whole event is 
equally well described by the Gamma and the Lognormal distributions, while the Negative Binomial 
parameterisation is less adequate. The NBD description of the single hemisphere distribution is quite 
poor. 

In addition to the inclusive data sample, we also analysed separately events for which hard 
gluon emission was suppressed. This was achieved by progressively selecting samples of events 
with smaller sphericity. For these dean "two-jet" events, features predicted in the context of 
simple stochastic models for multipartide ~roduction have been observed. The measured quantity 
R = ( < nch > I D)'::,~::f• I(< nch > I D)fj;;:._•, for example, approaches the predicted value of y'2 as 
the events become more collimated, while the shape of the multiplicity distribution becomes narrower 
and more symmetric, tending to a Poisson-like form. 

In all cases, the features observed in this analysis can be well reproduced by the Lund parton shower 
model JETSET, with string fragmentation. HERWIG, with cluster fragmentation, also describes the 
general features of the data, but less well. 
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whole event 
Systematic < nc~o > D <nc~o>/D c2 CJ c. Cs 
error source 
1. Detector 0.3% 0.4% 0.3% 0.06% 0.2% 0.3% 0.4% 

simulation 
2. Track and 1.6% 2.0% 0.3% 0.06% 0.2% 0.3% 0.4% 

event selection 
3. Model 1.1% 2.3% 3.4% 0.6% 1.9% 4.2% 7.7% 

dependence 
Overall systematic 
uncertainty 2.0% 3.1% 3.4% 0.6% 1.9% 4.2% 7.7% 

&ingle hemuphere 
Systematic < nc~o > D <nc~o>/D c2 CJ c. Cs 
error source . 

1. Detector 0.2% 0.9% 0.9% 0.3% 0.7% 1.3% 1.9% 
simulation 

2. Track and 1.5% 2.5% 1.0% 0.3% 0.7% 1.3% 1.9% 
event selection 

3. Model 0.9% 1.4% 2.3% 0.7% 2.0% 4.0% 6.7% 
dependence 

Overall systematic 
uncertainty 1.8% 3.0% 2.7% 0.8% 2.2% 4.4% 7.2% 

Table 1: Contributions to the overall systematic uncertainty on the moments of the distributions, 
including K~ and A decay products. 



n P(n)% n P{n)% 
(whole event) (single hemisphere) 

2 0.0010 ± 0.0010a 0 0.017 ± 0.007 ± 0.005 
4 0.016 ± 0.020" 1 0.092 ± 0.017 ± 0.023 
6 0.16 ± 0.()3 ± 0.10 2 0.446 ± 0.038 ± 0.089 
8 0.68 ± 0.05 ± 0.18 3 1.18 ± 0.06 ± 0.16 

10 2.08 ± 0.08 ± 0.19 4 2. 74 ± 0.09 ± 0.29 
12 4.69 ± 0.12 ± 0.23 5 4.57 ± 0.12 ± 0.36 
14 8.00 ± 0.16 ± 0.19 6 6.86 ± 0.15 ± 0.27 
16 10.79 ± 0.18 ± 0.40 7 8.52 ± 0.16 ± 0.16 
18 12.61 ± 0.19 ± 0.24 8 9.89 ± 0.17 ± 0.61 
20 12.85 ± 0.20 ± 0.34 9 10.02 ± 0.17 ± 0.31 
22 11.83 ± 0.19 ± 0.20 10 9. 72 ± 0.17 ± 0.30 
24 9.99 ± 0.17 ± 0.35 11 8.68 ± 0.16 ± 0.27 
26 7.85 ± 0.15 ± 0.14 12 7.64 ± 0.15 ± 0.17 
28 5.95 ± 0.13 ± 0.17 13 6.42 ± 0.13 ± 0.17 
30 4.35 ± 0.11 ± 0.17 14 5.26 ± 0.12 ± 0.15 
32 2.97 ± 0.09 ± 0.09 15 4.24 ± 0.11 ± 0.08 
34 2.02 ± 0.08 ± 0.09 16 3.33 ± 0.10 ± 0.05 
36 1.29 ± 0.06 ± 0.11 17 2.62 ± 0.08 ± 0.07 
38 0.81 ± 0.05 ± 0.06 18 2.02 ± 0.07 ± 0.07 
40 0.4 7 ± 0.04 ± 0.05 19 1.55 ± o.or ± 0.11 
42 0.26 ± 0.03 ± 0.04 20 1.18 ± 0.06 ± 0.08 
44 0.17 ± 0.02 ± 0.05 21 0.856 ± 0.050 ± 0.069 
46 0.089 ± 0.016 ± 0.038 22 0.646 ± 0.043 ± 0.052 
48 0.042 ± 0.011 ± 0.020 23 0.462 ± 0.036 ± 0.064 
50 0.025 ± 0.009 ± 0.015 24 0.326 ± 0.032 ± 0.051 
52 0.011 ± 0.007 ± 0.007 25 0.250 ± 0.029 ± 0.051 
54 0.004 ± 0.004 ± 0.004 26 0.164 ± 0.023 ± 0.050 

27 0.103 ± 0.017 ± 0.041 
28 0.067 ± 0.013 ± 0.028 
29 0.046 ± 0.012 ± 0.021 
30 0.030 ± 0.009 ± 0.014 
31 0.017 ± 0.006 ± 0.005 
32 0.011 ± 0.005 ± 0.005 
33 0.0052 ± 0.0038 ± 0.0050 
34 0.0020 ± 0.0020 ± 0.0023 

"not meuured, taken from JETSET 7.2 

Table 2 (a): Charged multiplicity distributions P(n) = J .. "fn (%) for the whole event and for a 
single hemisphere. Statistical (first) and systematic (second) uncertainties are listed separately. The 
fraction of events at multiplicities n=2 and n=4 in the whole event distribution are the JETSET 
model predictions and their associated overall uncertainties correspond to the difference between the 
JETSET and HERWIG predictions. These two points have not been used when fitting analytical 
parameterisations to the shape of the distribution. 



n P{n)% n P(n}% 
(whole event) (single hemisphere) 

2 0.0054 ± 0.0054" 0 0.046 ± 0.015 ± 0.014 
4 0.060 ± 0.070" 1 0.192 ± 0.025 ± 0.050 
6 0.39 ± 0.04 ± 0.24 2 0.818 ± 0.050 ± 0.16 

' 8 1.52 ± 0,07 ± 0.40 3 2.02 ± 0.08 ± 0.28 
10 4.02 ± 0.11 ± 0.36 4 4.16 ± 0.11 ± 0.46 
12 7.54 ± 0.15 ± 0.38 5 6.38 ± 0.14 ± 0.51 
14 11.06 ± 0.18 ± 0.27 6 8.84 ± 0.16 ± 0.35 
16 13.28 ± 0.20 ± 0.49 7 10.13 ± 0.17 ± 0.20 
18 13.78 ± 0.20 ± 0.28 8 10.91 ± 0.18 ± 0.65 
20 12.63 ± 0.19 ± 0.33 9 10.32 ± 0.17 ± 0.32 
22 10.53 ± 0.17 ± 0.21 10 9.44 ± 0.16 ± 0.29 
24 8.13 ± 0.15 ± 0.28 11 8.03 ± 0.15 ± 0.25 
26 6.01 ± 0.13 ± 0.12 12 6. 75 ± 0.14 ± 0.15 
28 4.13 ± 0.11 ± 0.12 13 5.37 ± 0.12 ± 0.14 
30 2.74 ± 0.09 ± 0.11 14 4.27 ± 0.11 ± 0.12 
32 1. 76 ± 0,07 ± 0.05 15 3.28 ± 0.09 ± 0.06 
34 1.08 ± 0.05 ± 0.05 16 2.49 ± 0.08 ± 0.04 
36 0.62 ± 0.04 ± 0.05 17 1.85 ± 0.07 ± 0.05 
38 0.36 ± 0.03 ± 0.03 18 1.40 ± 0.06 ± 0.05 
40 0.21 ± O.o3 ± 0.02 19 1.02 ± 0.05 ± 0,07 
42 0.10 ± 0.02 ± 0.02 20 0. 730 ± 0.046 ± 0.044 
44 0.055 ± 0.013 ± 0.016 21 0.510 ± O.o38 ± 0.041 
46 0.028 ± 0.011 ± 0.012 22 0.353 ± 0.031 ± 0,028 
48 0.015 ± 0.009 ± 0.007 23 0.232 ± 0.025 ± 0.032 
50 0.005 ± 0.004 ± 0.003 24 0.160 ± 0.022 ± 0.026 
52 0.002 ± 0.002 ± 0.001 25 0.109 ± 0.019 ± 0.022 

26 0.068 ± 0.014 ± 0.020 
27 0.046 ± 0.012 ± 0,018 
28 0.030 ± 0.010 ± 0.013 
29 0.013 ± 0.007 ± 0.006 
30 0.012 ± 0.006 ± 0.006 
31 0.0058 ± 0.0040 ± 0.002 
32 0.0052 ± 0.0052 ± 0.003 

4 not measured, taken from JETSET 1.2 

Table 2 (b): Charged multiplicity distributions P(n) = #;;; !!fn- (%)for the whole event and for a single 
hemisphere. Contributions to the charged multiplicities from K~ and A decays have been subtracted. 



Moment whole event aingle hemuphere 
< nch > 21.40 ± 0.02 ± 0.43 10.70 ± 0.02 ± 0.19 

D 6.49 ± 0.02 ± 0.20 4.40 ± 0.01 ± 0.13 
<nch>/D 3.30 ± 0.01 ± 0.11 2.431 ± 0.008 ± 0.064 

c2 1.0920 ± 0.0005 ± 0.007 1.169 ± 0.001 ± 0.009 
c3 1.293 ± 0.002 ± 0.025 1.563 ± 0.003 ± 0.035 
c4 1.649 ± 0.004 ± 0.07 2.348 ± 0.010 ± 0.10 
Cs 2.251 ± 0.010 ± 0.17 3.899 ± 0.028 ± 0.28 

Table 3 (a): Moments of the charged multiplicity distributions for the whole event and for a single 
hemisphere. The values contain the contributions from K~ and A decays. The first error is statistical, 
the second is systematic. 

Moment whole event aingle hemuphere 

<~> 19.41 ± 0.02 ± 0.40 9.69 ± 0.01 ± 0.18 
D 6.06 ± 0.02 ± 0.16 4.10 ± 0.01 ± 0.12 

<nch>/D 3.20 ± 0.01 ± 0.10 2.364 ± 0.008 ± 0.066 
c2 1.0975 ± 0.0005 ± 0.006 1.179 ± 0.001 ± 0.010 
Ca 1.311 ± 0.002 ± 0.02 1.597 ± 0.004 ± 0.041 
c. 1.694 ± 0.004 ± 0.05 2.439 ± 0.011 ± 0.12 
Cs 2.349 ± 0.011 ± 0.12 4.133 ± 0.033 ± 0.34 

Table 3 (b): Moments of the charged multiplicity distributions for the whole event and for a single 
hemisphere. Contributions to the charged multiplicities from K~ and A decays have been subtracted. 



Figure Captions 

Figure 1 The observed (uncorrected) multiplicity distributions (solid points) for the whole event and 
for a single hemisphere. Also shown, as histograms, are the predictions of the JETSET 7.2 ( a,b) 
and HERWIG 5.0 ( c,d) parton shower models, which include simulation of the detector. 

Figure 2 The corrected multiplicity distributions (solid points) for (a) the whole event and for (b) 
a single hemisphere. The plotted errors contain statistical and systematic uncertainties. The 
contributions from K~ and A charged decay products are included. Also shown are the predictions 
from the Lund parton shower model JETSET (continuous line).· 

Figure 3 The energy dependence of the mean charged multiplicity measured in e+e- annihilations. 
All measurements include contributions from K~ and A decays. The plotted errors are the 
quadratic sum of statistical and systematic uncertainties, except for the measurements done by 
the "(72 and MARK I collaborations. 

Figure 4 The energy dependence of< nch > ID (a) and of the normalised moments Ck(b) computed 
from the whole event multiplicity distribution. All these values contain the contribution from 
K~ and A decays. 

Figure 5 Same as in Fig. 4 but for a single hemisphere. 

Figure 6 The ratio R = ( < nch > I D)~:.:'~• I(< nch > I D)fj;:!.• determined from a study of events 
with different mean sphericity. Each point is plotted in correspondence with the sphericity 
cut used. As an example, the point at 0.3 on the horizontal axis corresponds to events whose 
measured sphericity was smaller than 0.3. The errors shown are statistical only and are not 
independent. 

Figure 7 Multiplicity distributions for the whole event measured in e+e- annihilations at different 
energies plotted in the KNO form. The plotted errors correspond to statistical and systematic 
errors added in quadrature. 

Figure 8 Graphical test of the KNO·G scaling. The same data presented in Fig. 7 are plotted in 
terms of the variable Sn = E::n Pk as a function of the scaled variable z = nl < n >. 

Figure 9 Results from the fit (continuous line) of a r function (Eq. 10) to the corrected multiplicity 
distribution measured for the whole event (black points). The same distribution is shown both on 
linear and logarithmic scale separately. Multiplicities nch = 2 and ~ = 4 were not considered. 
On the top part of the figure we show the deviations of the analytical predictions from the 
measured points, plotted in units of the overall experimental uncertainty. Error bars represent 
one of these units. 

Figure 10 Same as in Fig. 9 but for a fit performed assuming a Lognormal parameterisation (Eq. 
11). 

Figure 11 Results from the fit to the charged multiplicity for the whole event using a Negative 
Binomial Distribution. 

Figure 12 Same as in Fig. 11 but for a single hemisphere. 



Figure 13 Study of the multiplicity shape for events selected according to their measured sphericity. 
The corrected multiplicity distribution for the whole event {solid points) of the inclusive sample 
is shown in (a), both on a linear and a logarithmic scale, together with the results obtained by 
fitting the experimental points to a Modified Poissonian distribution (continuous line, Eq. 15) 
and to a NBD (dot-dashed line, Eq. 13). In {b) and (c) the distributions are shown £or events 
whose measured sphericity was smaller than 0.15 and 0.03, respectively. 
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