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Abstract. In addition to CQ, the climate impact of avia- set in space and time, which we calimate cost functions
tion is strongly influenced by non-GCGemissions, such as and which describes the global climate impact of an emis-
nitrogen oxides, influencing ozone and methane, and watesion at each grid point and each point in time. In a third step,
vapour, which can lead to the formation of persistent con-these climate cost functions are used in an air traffic simula-
trails in ice-supersaturated regions. Because these non-CQor (SAAM) coupled to an emission tool (AEM) to optimise
emission effects are characterised by a short lifetime, theimircraft trajectories for the North Atlantic region. Here, we
climate impact largely depends on emission location anddescribe the details of this new modelling approach and show
time; that is to say, emissions in certain locations (or times)some example results. A number of sensitivity analyses are
can lead to a greater climate impact (even on the global avperformed to motivate the settings of individual parameters.
erage) than the same emission in other locations (or times)A stepwise sanity check of the results of the modelling chain
Avoiding these climate-sensitive regions might thus be beneis undertaken to demonstrate the plausibility of the climate
ficial to climate. Here, we describe a modelling chain for in- cost functions.

vestigating this climate impact mitigation option. This mod-
elling chain forms a multi-step modelling approach, starting
with the simulation of the fate of emissions released at a cer{  |ntroduction

tain location and time (time-region grid points). This is per-

formed with the chemistry—climate model EMAC, extended The anthropogenic origin of a substantial contribution to ob-
via the two submodels AIRTRAC (V1.0) and CONTRAIL served climate change is well established (E2€.C, 2007).
(V1.0), which describe the contribution of emissions to the The challenge is how to deal with climate change and to
composition of the atmosphere and to contrail formation, re-find and evaluate mitigation strategies. Air traffic has a sig-
spectively. The impact of emissions from the large number ofnificant contribution to total anthropogenic climate change
time-region grid points is efficiently calculated by applying (IPCC, 1999 Berntsen and Fuglestved2008 Lee et al,

a Lagrangian scheme. EMAC also includes the calculatiorp01Q Burkhardt and Karcher2011) and a significant part
of radiative impacts, which are, in a second step, the inpubf its contribution arises from non-G@missions, e.g. from
to climate metric formulas describing the global climate im- changes in ozone, methane, cloudiness and others.

pact of the emission at each time-region grid point. The result

of the modelling chain comprises a four-dimensional data
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176 V. Grewe et al.: Modelling of climate cost functions

These non-C@ effects are characterised by a high tem- dioxide, ozone, methane, ozone from methane changes, and
poral and spatial variability; that is, their impact on cli- water vapour. The changes in ozone arising from changes of
mate depends not only on the amount of emitted speciesis precursor methane are also called primary-mode ozone
as in the case of C£ but also on the time and region (PMO).
where the emissions take place. The formation and persis- The idea of REACT4C Natthes 2012 Matthes et al.
tence of contrails depend on both aircraft and fuel parame2012 is first to concentrate on frequently occurring daily
ters and meteorological conditionSdhumann1996, such  weather patterndryine et al, 2013, for which a detailed
as ice supersaturation. These ice-supersaturated regions aanalysis is performed with a new modelling approach, which
locally and temporarily very confined and show a large vari- we describe here in detail. Results will be published in com-
ability (Spichtinger et a).2003 Gierens and Spichtinger panion papers. The methodology is outlined in Figand2.
2000 and a dependence on the prevailing weather condition#\s a first step, we are concentrating on the North Atlantic re-
(Irvine et al, 2012. Contrails may persist for a long time gion, including most of Europe and North America. For this
under favourable weather conditionslifinis et al, 1998 region a weather classification is performed taking into ac-
Burkhardt and Karche009. The variability of the climate  count specific air traffic routesr¢ine et al, 2013. For each
impact from NQ emissions with respect to weather condi- type of weather pattern a representative weather pattern is
tions has not been investigated yet. Climatological studieselected. For this 1-day weather pattern, a time-region grid
(Grewe and Stenke2008 Kohler et al, 2008 Fromming (Fig. 3) is defined and for each time-region grid point the
et al, 2012 show a distinct altitude and latitude variability. global climate impact of an emission is calculated for dif-
For an individual weather situation this variability is prob- ferent emission times. The time-region grid covers the flight
ably enlarged for all non-CPQeffects. For example, NO  tracks over the North Atlantic and the main cruise levels.
emissions which take place in a region with cloud forma- The climate cost functions are calculated with the
tion and rain will have a significantly lower impact than an chemistry—climate model EMAC (version 2.42), which addi-
emission taking place in a region with upwelling, increasing tionally includes two important submodels: ATTILA, a La-
the lifetime of the emitted species. grangian transport schemB¢githmeier and Sause8002

Within the EU project REACTA4Chttp://www.reactdc.et/  and AIRTRAC (version 1.0, Frdomming et al., 2013; see
for abbreviations see Table Al), we quantify this variabil- Supplement), which calculates contributions from additional
ity and use it to develop possible strategies whereby aircrafemissions to concentrations based on ATTILA. The EMAC
are routed to minimise their total climate impact. It is likely submodel AIRTRAC is specifically developed for this study
that the fuel consumption increases for these aircraft trajecand described in SecB. The determination of the climate
tories, because in general (although not always) aircraft cureost functions (Figl, highlighted box in the left column) in-
rently take routes that are close to the minimum fuel (andcludes first the calculation of the contributions of additional
hence minimum C@emission) route. In the case of climate- emissions to atmospheric concentrations (nitrogen oxides,
optimal routing, the gain from non-CCeffects counteracts o0zone, methane, contrails, water vapour, carbon dioxide) and
the CQ induced warming, at least to some extent. How contrail properties, and second the calculation of the radiative
strong the compensating gain from the avoidance of nop-COimpact over a time period of weeks leading to an approxi-
climate effects needs to be also depends on the objective. Ihate annual mean instantaneous radiative forcing. Third, we
will need to be stronger if the objective is on long-term cli- use a correlation between instantaneous and adjusted radia-
mate change, since Gffects are then more pronounced. tive forcing to obtain the latter as a more reliable basis for
Thereby the choice of climate-optimal route depends on theghe expected climate change (Se&#). This is eventually
chosen time frame (or time horizon) and the adopted indica-used as input to climate response formulas to obtain a set of

tor of climate change. metrics per unit emission, i.e. climate cost functions, which
Basically this optimisation is based on two major steps,is interpolated back to the original EMAC grid.
i.e. the calculation of In Sect.3.5we relate individual metrics to political objec-

tives and optimisation problems. The climate cost functions
are used in the next step (Fij) by a flight planning tool
(SAAM) to obtain aircraft trajectories and respective emis-
sions as well as the reduction in the climate impact due to
the operational changes in aircraft trajectories. The climate
where the climate cost functions (CCF) are specific climatecost function approach aims at reducing the contribution of
metrics, i.e. climate impacts per unit emission. The ideaair traffic on climate. The results for individual weather pat-
of weather-specific re-routing of air traffic for the benefit terns can be multiplied by their frequencies to obtain an es-
of climate has been addressed befd@ausen et 311994 timate of the total climate impact reduction as a result of the
Mannstein et a).2005 Schumann et gl2011; Sridhar et al. REACTA4C re-routing strategy. Since this leads to changes
2012. However, none of these studies included such a broadh the background concentration and production efficiencies,
range of effects, as addressed in this study: contrails, carboa.g. ozone production per N@nolecule, other emitters such

1. climate cost functions and

2. aircraft trajectories optimised on the basis of the cli-
mate cost functions,
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Fig. 1. lllustration of the model chain. Models are given in the ovals. Data and definitions are given in rectangles. Climate cost functions are
highlighted (dark blue), as are major results (green). The light-blue box at the bottom indicates a possible extension of the modelling chain,
which is not covered here.

as industry or traffic might have a larger climate impact2 Base models

(Grewe et al.20123. This can be investigated by applying

atmospheric—chemistry models to obtain the total mitigationThe REACT4C modelling approach is based on a number

gain (Fig.1, green boxes). This is planned in the project RE- of models which have been applied many times previously.

ACTA4C, but is not part of this publication (light-blue box in  These models are combined with new approaches. Therefore

Fig.1). we only briefly describe the base models and concentrate on

The whole methodology is based on operational modelsa detailed description of the new approaches in Sect.

which were extended. The operational models are briefly in-

troduced in Sect2, and the new modelling approaches are 2.1 Atmosphere: EMAC

described in detail in Sec8 (climate cost functions). In

Sect.4 we provide a comparison to other studies and a sanityThe ECHAM/MESSy Atmospheric Chemistry (EMAC)

check of our modelling approach. model (here version 2.42) is a numerical chemistry and cli-
mate simulation system that includes submodels describ-
ing tropospheric to middle-atmospheric processes and their

www.geosci-model-dev.net/7/175/2014/ Geosci. Model Dev., 7, 12(8E- 2014



178 V. Grewe et al.: Modelling of climate cost functions

‘ Selection of flights ‘

Route option generation over North Atlantic* ‘

4D profile processing
including wind impact*

AEM Fuel/Gas
Emission processing

—
Climate impact * parallelized
processing*
| I
Optimisation w or w/o conflict avoidance
I
+ ¥
Minimum climate impact Minimum economical impact
& conflict & conflicts
avoided ignored avoided ignored

Fig. 2. lllustration of the SAAM and AEM model interaction.

. . . . (Jockel et al. 2010. The MESSy interface also provides
-90 E‘ -69 E‘ 30 E | 0°E Time-region standard and well-tested routines, such as those for data ex-

90°N EEEmm=====may e T e traction and grid remapping, which facilitates the implemen-
75°N = Seast Eagh tation of new submodels. We run the model ina T42L41 reso-

iR ESAERT aaE EammE EEpsEEzasl lution, which is approximately 2°8x 2.8 latitude—longitude
60°N JHa et e SuwSu resolution and 41 layers in the vertical from the surface to an
45°N - REZaSnZ - ESEmmmnn upper layer centred at 5 hPa.

: : AT A The core model for the atmosphere is the fifth genera-
30°N AL (Y Smmmpmy = tion European Centre Hamburg general circulation model

B e e ﬁﬁff : i ECHAM5 (Roeckner et al.2006. The chemistry is de-
15N h o scribed by the submodel MECCA (version 3.B3afder
E'gIFAgCﬁZn/ et al, 2011). More detailed infc_>rmati_on, including refer-

_— N ences, gbout the model system is available fratp://www.
gi:" ° £ cwe messy-interface.org
og 3 —— 5 Radiatije 2.2 Aircraft routing and emissions
Forcing
Emission The simulation of the flow of air traffic is performed with the
AELZ00UTE System for traffic Assignment and Analysis at a Macroscopic

_ _ _ _ _ _ level (SAAM) to which the Advanced Emission Model
Fig. 3. Latitude—longitude grid of the climate cost function (CCF) (AEM) is coupled. An overview on the simulation system

and EMAC grid (black) and location of the time-region centres (red SAAM and AEM is given in Fig.2 and discussed in more
triangles). Air parcel trajectories started from the EMAC grid cell detail in Sect2.2.3 |

in which the time-region grid point is located; these trajectories are
given in magenta for one grid point only. Two flight options are 221 SAAM
shown as examples in blue and green. Inlay: the climate cost func-
tion calculation is shown as an example for one air parcel trajec:tory.-l-he integrated system SAAM, version 4.2.&ufocon-
trol, 2012, is built for wide or local design, evaluation,
analysis and presentation of air traffic airspace scenarios
interaction with oceans, land and human influendégkel  (http://www.eurocontrol.int/nm-services/saam-system-
et al, 2009. Here we use the second version of the Mod- traffic-assignment-and-analysis-macroscopic-level It
ular Earth submodel System (MESSy?2) to link the individ- allows for the creation, change and design of air traffic route
ual physical and chemical processes described in submodelsetworks with their possible associated constraints (e.g.
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Fig. 4. Different SAAM grid resolutions for route generation.

restrictions from the route availability document — RAD or — based on minimum costs. Second, routes are generated
flight level constraints). From any traffic demand (basically randomly. Here we apply a procedure which generates al-
worldwide airport origins and destinations, aircraft types ternative routes by blocking of air space areas in addition
and departure times), a set of full 4-D aircraft trajectoriesto a randomly changed cruise altitude. Three different grid
(space and time) is generated. sizes (Fig.4) for the blocking of the air space were tested.

The best choice of these 4-D aircraft trajectories is madelThe SAAM standard grid size (grid 0) leads to significant
using optimisation with an objective function minimising a deviations from the great circle, whereas the smaller cells
mathematical cost that can be based on either economicanly provide small deviations. Hence, the resolution with
values derived from flight time and aircraft operating costthe larger grid cells (grid 0) is better suited for the genera-
or on the climate impact (see below). Constraints concerntion of alternative routes and taken for the optimisation. This
ing conflict avoidance between all 4-D aircraft trajectories procedure leads to a randomly chosen variation of 16 addi-
can be switched on or off in the optimisation model. Cli- tional routes in the horizontal with 4 additional options for
mate impact minimisation has not been performed beforeghe cruise altitude (3 below the original cruise level and 1
with SAAM, but other optimisation problems were consid- above) and hence 84 (¥5—1) alternative routings for each
ered, for instance a balancing of the air traffic controller’s reference flight (i.e. city pair connection for a specific time).
work load Champougny et 8l2001). The number of the blocked grid cells has been varied to test

Aircraft performance included in SAAM uses Base of Air- the sensitivity of this parameter to the optimisation process.
craft Data (BADA) version 3.9 (sdttp://www.eurocontrol.  We found that an increase in the number of blocked cells to
int/services/bada which also provides fuel flow based on 18 only shows a minor change in the optimal solution with
aircraft-engine characteristics and assumptions like mean aidifferences well below 1 %.

craft load and weight. The third step (Fig2) is the calculation of the 4-D air-
craft trajectory, which includes a performance calculation
2.2.2 AEM and takes into account wind fields. This is followed by the

fourth step, namely the calculation of the emissions by us-
The advanced emission model (AEM 2.5.0) has been deing the AEM model. This leads to a large set of aircraft tra-
veloped to estimate the mass of fuel burnt, and emissiongectories. Based on these data, an optimal air traffic flow is
produced by a specific aircraft-engine configuration for adetermined. The optimisation is either done with respect to
specific 4-D aircraft trajectoryHurocontro) 2013. Emis-  economic or climate costs (climate impact). In the case of
sions are calculated for GOHO, NG, SQ, CO and gnoring any conflicts, the optimisation simply chooses the
unburned hydrocarbons (HC), e.g. benzene (seel#go  minimum among the alternative routes for every reference
/lwww.eurocontrol.int/services/advanced-emission-mpdel  flight (i.e. city pair connection at a specific time). In the case

o . of conflict avoidance, the routes depend on each other and a

Figure2 shows, in more detail, the information flow and cou-
pling of SAAM and AEM. First, flights are selected from
a database — including the city pair connection, departure
time and aircraft and a reference aircraft trajectory calculated

www.geosci-model-dev.net/7/175/2014/ Geosci. Model Dev., 7, 12(8E- 2014
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ATTILA properties

minz R,‘jC,‘j (1)
i,J
subject to
CM;ju <0Vi, j, k,I conflict avoidance (2)

n
ZRU’ =1 Vj oneroute option perflight (3)
i time-region 1 time-region 2 time-region 3 time-region 4 time-region 5
R;; €{0,1} Vi,j route option variable (4)
Fig. 5. Properties of an individual Lagrangian air parcel (trajectory)
in the submodel AIRTRAC. The possibility to calculate numerous
time-region grid point emissions in one simulation is a key aspect
for computationally efficient coding.

with the flight indexi (andk, respectively): &<i <n (n is
the number of city pair connections),(l, respectively) the
route option index £ 85; see above), the precalculated con-
flict matrix CM > 0 (i.e. number of conflicts) and the costs
C;, ;. These costs are either defined for economic optimisa-

tion or climate optimisation. For economic optimisation the .
costs are 3.1 A lLagrangian approach: trade-off between

' computational efficiency and process accurac
Ci,j — Fi’jcfuel_’_Ti’thlme’ (5) p y p Yy
with F; ; and T; ; the fuel consumption and flight time The calculation of climate cost functions requires a calcu-
on route option i j) in [kg] and [min], respectively, and lation for each of the predefined time-region grid points.
cel —EUR0.75kg?, clime = EUR 25 min L. For climate  Hence, the desired resolution of the climate cost function in

optimisation the costs are defined as time and space determines the number of climate cost func-
i tion calculations. We denote the number of time-region grid
L AiC
Cij= Z[M Xm) D (6) points by Ntr and denote the individual time-region grid

m

pointsby TR (i =1, ..., NTR).

O3
+ M) Nin We chose a Lagrangian approach since it allows the inclu-

+MH(x,,) Ny, sion of a multitude of cost function calculations in a single
+MPMO(x,) N, EMAC simulation. Each air parcel trajectory is characterised
H.0 by its position at any time and includes an arbitrary number
+M (xm) Fn . . . . ; .
o of propertiesP. We assign for each time-region grid points
+ M2 (xm) Fm], TR; a set ofn properties, i.eP((i —1)-n+1),..., P(i -n).

Figure 5 shows examples for five time-region grid points
(each coloured differently) a set of eight properties, namely
the contribution of the emissions to the chemical species NO,
NO2, HNO3, O3, CH4, and BO and contrail coverage (see
Supplement for a complete list of the 18Idtrac = 13)

where the aircraft trajectory of route optioh () is divided
into flight legs with indexn, which is of the order of 1%
Each flight leg has a centre locatiag,, a distance flown
Dy, [km], fuel consumptionF,, [kg], and a NQ emission
N, [kgN], which are multiplied by the respective climate

cost functions with a certain metrif SPe%€Sfor the individ- pro;;emes). . h is based on detailed modeli
ual species (AIC is aircraft-induced cloudiness, i.e. contrails "€ Lagrangian approach is based on detailed modelling

and contrail cirrus). See also next section for climate costOfthe background Processes W'th'n EMA,C and an addlthnal,
functions and metrics. and to some degree simplified, simulation of the contribu-

tions from emissions taking place in the respective time re-

gions. Information from the detailed modelling is transferred
3 Methodology: climate cost functions to the air parcel trajectories and the contributions are calcu-

lated based on the results from the detailed process modelling
In this section we describe the calculation of the climateithin EMAC.
cost functions, starting with the Lagrangian approach and |n principle two modelling approaches are applicable:
then followed by the definition of the time-region grid points (1) the Lagrangian approach introduced above and (2) a
and the chemistry and microphysics of the atmospheric properturbation approach, which includes a base case simula-
cesses, radiation changes and the climate impact calculaion as well as an additional full simulation with the base
tions. A summary is presented in Seg6 and Tablel. The  model (here EMAC) for each time region, including addi-
atmospheric process modelling is performed in the EMACtijonal emissions from the time region. Here we chose the
submodels AIRTRAC and CONTRAIL. Further documenta- | agrangian approach since it better meets our objective: ob-
tion of the program structure, subroutines and namelists iS/ious|y the Lagrangian approach has the advantage of being
given in the Supplement. numerically efficient, since many time regions are calculated
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in parallel. The approach further calculates the contributionTable 2. Definition of the time-region grid.
of an emission in the time region and separates it from com-
pensating effects through changes in contribution from other Dimension Number Unit  Values

sectors caused by non-linear processes, e.g. chemical satura- Longitude 6 W 75.60 45.30 15.0
tion effects. On the other hand, the processes for the calcu- | jiitiide 7 °N 30,35 40. 45, 50, 60, 80
lation of the time-region contributions are less detailed than  pragsyre 4 hPa 400, 300, 250, 200
the representation of the background processes in the base Time 3 UTC 6,12, 18

model EMAC.

The overall objective of our modelling approach is to min-

imise the contribution of air traffic to climate change. Itis 5 5iculated by the AIRTRAC submodel (box model on the

important to stress that the contribution calculati@éwe i harcel trajectories), the radiative forcing calculated and
et al, 2010 is much better suited to address this objective o climate impact (measured by climate metrics: see also

than the perturbation method, since it does not lead to MiSEig. 1) is associated with the time-region grid point. Finally

interpretations of the results due to non-linear compensatiog,ase climate impact data on the time-region grid are interpo-

effects in the chemistryGrewe et al.20123. lated to the EMAC grid, which is then the final climate cost
Changes from the time-region emissions do not feed back . ~tion grid (Fig.3).

to the base model processes. This ensures an identical back-

ground meteorology and chemistry for all time-region sim-3.2.2  Sensitivity to the number of air parcel trajectories

ulations; that is, we perform quasi-chemical-transport model

(QCTM) simulations Deckert et al.2017). Here we investigate the number of air parcel trajectories at
The second approach, perturbation simulations for eaclkeach emission point that are required in order to obtain un-

time region, would have the advantage of having the same deambiguous results. If the number of air parcel trajectories is

gree of detail in the description of background processes antbo low, then only a few possible paths for the air parcels

the perturbation. However, it is extremely time- and resource-carrying the emission will be considered, and thus the results

consuming, and only its total impact is calculated, not thecan become very noisy and random.

contribution of the time region (see above and d&ewe For this sensitivity study, 50 air parcel trajectories were

et al, 201Q 20123 Grewe 2013. released for 24 of the time-region grid points, located at
200hPa at 45N and 50N and at 400hPa at 4N and

3.2 Time regions and emissions 35° N. For each of these time-region grid points, the mean
NOy (NO+ NO,) mixing ratio over the first month of inte-

3.2.1 Definition gration (i.e. January) was calculated over all 50 air parcel tra-

jectories. We tested how strongly the results differ when less

Figure 3 shows the various grids used in our approach. The(between 2 and 48) air parcel trajectories were released. For
EMAC grid has a resolution of approximately 2.Bngi- each number of air parcel trajectories (between 2 and 48) 100
tudex 2.8 latitude (black). On this grid we overlay the time- sub-samples out of the total 50 air parcel trajectories were
region grid (red triangles), covering the North Atlantic region randomly generated. For each sub-sample, the mean NO
for the area where the optimisation with SAAM is performed mixing ratio was calculated and compared to the mean over
(see Sect2.2.3. It consists of six longitudes, seven lati- all 50 air parcel trajectories. The relative deviations for these
tudes and four pressure levels for three points in time (sesub-samples as a function of number of air parcel trajecto-
Table 2 for details). This comprises 504 grid points, mean- ries is shown for one time-region grid point in Fig.(top,
ing 504 calculations for the impact of emissions on the at-left). Mean NQ values differ by up to 40 % from the result
mosphere have to be performed. We take into account wafor all 50 air parcel trajectories if only 2 air parcel trajectories
ter vapour emissions and nitrogen oxide emissions (see Taare used. With an increasing number of air parcel trajectories,
ble 3). The emissions are released for one time step (15 min}he deviations decrease and converge towards the mean value
in the EMAC gridbox, in which the respective time-region over 50 air parcel trajectories. The same diagnostic is shown
grid point is located. Additionally, we consider properties of for the corresponding mean ozone mixing ratios (Bigup-
conventional present-day aircraft and fuel, such as the airper right). This diagnostic shows a similar behaviour toNO
craft's overall propulsion efficiency, the combustion heat andbut with a smaller initial spread in the results for small num-
the water vapour emission index (see Tak)le bers of air parcel trajectories. In the bottom panel of bBig.

For each time-region grid point, emissions are partitionedthe standard deviation as a function of the number of air par-
on 50 air parcel trajectories (see also inlay in F8), cel trajectories shows a sharp decrease of the &@ ozone
which are randomly distributed in the EMAC grid box in standard deviation from around 20% to 5% and 12 % to 4 %,
which the time-region grid point is located. Technically this respectively, up to an air parcel trajectory number of around
is handled via the submoddREXP and controlled by a 20. This figure confirms that the deviation in the results of
namelist §ockel et al.2010. Then the impact of emissions o0zone is smaller than in the NQralues also for the mean
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Table 3. Emissions and aircraft/fuel parameters.

Parameter Units Value Comment

NOy emission kg(NO) 5 10° Equals 233 x 10° kg(N) and takes place
during a 15 min time step

H,O emission kg D5x 10"  Takes place during a 15 min time step

Overall propulsion efficiency — 0.31 Seeschumanr{2000

H>0 emission index kg(bO) (kg(fuel)) 1 1.25 Schumanr{2000

Kerosene combustion heat Jiy 432 x 100 Schumanr{2000

over the 24 time-region grid points at different locations. tagging approach is a complete and disjunct partitioning of
While the mean standard deviation of the results is almosthe emissions into categories. Here we consider two emis-
20 % for NQ and 12 % for ozone when using only 2 air par- sion categories, a background (b) and the additional emission
cel trajectories, it drops quickly with an increasing number (e) for calculation of the climate cost function. For this emis-
of air parcel trajectories and both the mean values and thaion category e the contribution of this category to the ozone
extremes lie below 10 % for more than 20 air parcel trajec-production via the reaction

tories. Thus, this analysis suggests that the potential error in

the results for NQ and ozone almost converged for 50 air HO2 +NO — OH+NO; (R1)
parcel trajectories and is lower than 10 % if 20 or more air s calculated (according Brewe et al.2010):

parcel trajectories are used.

e p 1(HOS NO¢
3.2.3 Sensitivity to temporal and horizontal resolution Po, = 03’5 H02+Nob ’ @)

We have tested the impact of the temporal and horizontal reswhere the superscripts b and e indicate background val-
olution of the time-region grid on the climate cost functions. ues and values specific for the tagged emission category,
For the test of the temporal resolution, we included an emistespectively. Po, denotes the ozone production rate in
sion time at 09:00 UTC in addition to the standard emission[molmol-1s1]. All species are given in mixing ratios
times at 06:00 UTC and 12:00 UTC at 250 hPa and betweerfimol mol~1]. The reaction rate for loss terms of tagged
45° N and 50 N. The interpolated values are compared to species is determined in the same manner, e.g. for the re-
the simulated 09:00 UTC values. The Né&nd ozone masses action
vary by roughly+40 % and+-25 %.
Concerning the horizontal resolution we have added emisNO2+ 03z — NO+20; (R2)
sion locations in between the chosen grid, i.e. a latitudinal e i
shift of 2.5 and longitudinal shift of 7.5 at 250 hPa and the loss termt.q, Is
12:00UTC. The results show a variability of the order of 1/NOE Of
50 % and 35 % for NQand ozone, respectively. LY, =LY, > (Noﬁ + O—ﬁ) ~ (8)
Hence the horizontal interpolation is more critical than the 2 3
temporal interpolation. The intercomparison further shows Note that the first term in brackets includes the loss of
that the resolution of the climate cost function is crucial to packground ozone by NPand that Eqs.?) and @) only
the optimisation of the air traffic system with respect to its represent the contributions from an emission e for the Re-
climate impact. However, the variation of the climate impact actions R1) and R2) without any further assumptions, e.g.
from NOy emissions varies by one order of magnitude and iswithout any linearisation of chemical processes.

hence larger than the possible interpolation error. For our approach we now introduce simplifications. First
) we combine background nitrogen species (all N-compounds
3.3 Atmospheric changes except NO, N@ and HNQ) to a family and calculate the

contributions of time-region emissions according to this fam-
ily concept, with the assumption that the emissions are small
enough that the specific reaction rates are unchanged, i.e.

3.3.1 Chemistry: NG, O3 (+PMO), OH, CH4

We consider a NQ emission of 5« 10° kg for each time-

region grid point. This influences ozone production and loss P83 P83 + P83

as well as the HQpartitioning and hence methane loss. b b b Py b .
From the detailed modelling in EMAC, we obtain rele- HO;-NO>  (HO; +HOR)(NO™+NOY

vant production (P) and loss (L) terms. Those terms are then Further, we regard the ozone production as primarilyNO

used in the following tagging approach. A prerequisite of thisdependent and split the ozone destruction into two parts

9)
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Fig. 6. Top: deviations [%] of possible results of the monthly mean January M@Qing ratio (left) and ozone mixing ratio (right) for
emissions at 200 hPa and®89, 45° W as a function of the number of air parcel trajectories simulated. The deviation is relative to the result
using 50 air parcel trajectories. Bottom: standard deviations [%] of the results fpraN@ozone shown as a function of the number of air
parcel trajectories used for 24 different time-region grid points (shading: grey feraw@ blue for ozone) and the mean of the standard
deviation over the 24 points (upper black line for fN@wer dark-blue line for ozone).

driven by two different chemical families: one based ondNO

the other taking into account all other loss processes, which Contribution of a NO, and H,0O pulse emission

leads to the following differential equation for ozone: 5] - , , , ,
S 100
d . PS og o os S 8 0 18 3
_ 1o 16 (NO O3 b O3 = 60 3 460 O
X X 3 3 I. 20 _HZO \\\\_ -4 20 Ob
This implicitly includes the assumption that the NO-to- T 0 ch 0 =
NO; ratio of the NQ emitted in the time region is equal % :ig B . = A :28
to the ratio of the background NOAfter NOy is emitted, ) Janl Febl Marl Apri
we take into account an exchange with Hjy@vhich will Time

eventually be washed out.

FigUfe? shows the eVOlUtiOl_" of the co_ntributions to the at- Fig. 7. Contributions from NQ and HO emissions in a time region
mospheric burden [kg] of various species as an example fo(here: 75 W, 30° N; 200 hPa; 23 December, 06:00 UTC) to NO

an emission at 200 hPa, 38 and 75 W. Nitrogen oxides

are completely washed out within a month. Ozone increaseglobal atmospheric masses [kg].

as long as enough N@nolecules are available and is subse-
quently destroyed when this is no longer the case.

Geosci. Model Dev., 7, 175201, 2014

(red), ozone (green), methane (blue) and water vapour (magenta)

www.geosci-model-dev.net/7/175/2014/



V. Grewe et al.: Modelling of climate cost functions 185

An analogous approach is used for methane. We take int¢1OS, which easily can be solved as follows:
account the most relevant reactions regarding the concentra-

tion of OH and HQ: EOHe = P&, —LE (16)
Production of OH: dr OH — ™OH
HOS  OHe
. — Ao+ A1——2 4 A (17)
H,0+ O(*D) —> 20H (R3) HOS * ““OH
HO2 + O3 —> OH+ 20, (R4) =0 (18)
d
HO; + NO — OH+ NO,. (R5) EHOE = PSo,— Lo, (19)
: HOS  OH°
Loss of OH: = Bp+B1—24+B 20
0+ B1 o 250p (20)
OH+ 03 —> HO, + 0O, (R6) -0 (21)
OH+CO -2 HO, + CO, (R7) OHe = oHp 2081~ ABo (22)
% A1B> — A2B1
OH+RH —3 RO, + H,0 (R8) HO® — H OgAzBo — AoB2 (23)
OH+ CHs - CHg0; + H20 (R9) A1Bz — A2B1
OH+ HOp —> Hy0+ 0. (R10)  with
. N . _ b1, 1 ,)\0% 1 ,NOE
Production of HQ in addition to ReactionsR6) and R7): Ao = | Prst+ 5Pra— 5Lre ) =5 + 5 PR5 0 (24)
2 2 Re) b "2 RONOE
1
RO, +NO -% HO, + RCHO+NO. (R11)  A1=3 (PBa+ PRs — Luo) (25)
. o . 1y b b b L1.p
Loss of HG in addition to ReactionsR4), (R5) and R10): A2 = —5Lre~ Lr7— Lrs~ Lro~ 5LR10 (26)
1 (05 1 NOE
RO, + HO, —> ROOH+ O, (R12) Bo= > ( B — PFte)4) O—ﬁ + <P£11— §P|25> N_OE (27)
HO,; + HOy, — H2Oo + Os. (R13) 1 1 31 g
Bi=—=-P2,— P2 —ZLB — P — PP (28)
5tRa= 5PRs = 5LR10~ FR12~ PR13

We are not considering aircraft contributions for® CO, 1 1
RH and CH for this approach, since their effects on OH B, = ZLB+ LB, — ZLB . (29)
are considered to be small. The production and loss df,OH 2 2
i.e. OH of the respective emission category, follow in analogy The methane loss caused by the contribution of aircraft

to Eq. (7): emissions to the OH concentration is then
e
o 1, [HOS O©F L8y, = Lot
PSy= PRa—s + S PR 2+ 23 (11) ! OH®
03 2 HO*Z’ Og p AoB1— A1Bg
o T YRYAI B, — AsB; (30)
+1' b & + N_Og (12) ! !
2 R\ HOY " NOD Figure7 shows, in addition to NQand G, the evolution
for methane. Methane decreases first because of an increase
and in OH via Reaction R1). When NQ is removed from the
atmosphere, the increase in 0zone concentrations leads to an
e e enhanced methane reduction.
Loy = % R6 (O_Hb + O—ﬁ) (13)
OH> * O3 3.3.2 Aircraft-induced cloudiness
p OH® p OH® p OH®
+LR7m+LR8m+LR9m (14) Contrails form in the atmosphere when the ambient air
1 OHe  HOS at flight levels is sufficiently cold and moist (Schmidt—
+—Lglo ——+ _ﬁ . (15) Appleman criterion, SAC;Schumann1996. Once formed,
2 OH> ~ HOZ contrails may persist if the air is supersaturated relative to ice

and evolve into contrail cirrus, i.e. they lose their line-shaped
In an analogous way, we derive the production and lossstructure. Here we generally refer to contrails and do not dis-
terms for HG and obtain differential equations for Gtdnd tinguish between line-shaped contrails and contrail cirrus.
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We determine the atmospheric ability to form persistentlength of the contrail in the EMAC grid boxIX; see also
contrails, i.e. the potential contrail coverage, instantaneouslyfable4). We assume a flown distance
within the climate model at each time step following the ap- o )
proach ofBurkhardt et al(2008 andBurkhardt and Karcher P = VA, and hence an initial contrail length of ~ (38)
(2009. The potential contrail coveragégo, is the fraction L = D bo, (39)
of an EMAC grid box which can be maximally covered by
contrails. Itis calculated as the difference between the maxi
mum possible coverage of both contrails and ciriggs.(ci),

whereA is the gridbox area. The resulting new contrail cov-
erage tendency is then

and the coverage of natural cirrus alohg) (db) WolL  Wobeo (40)
beo = beorci — bei,  With (31) 0 Jnew AN VA Al
r—ra The spreading of the contrails is parameterised according
bei=1—/—", and (32)  to Burkhardt and Karchef2009 depending on the vertical
sat— Tl f . wind shear:
€ — pei(1—be) for reo<r<r
L — Fsat—7
bco+c|—{l re for r = r*. (33) (db) \/<8u>2+<3v)2HL (41)
— =c — — ] —.
dr spread 0z 0z A

Here,r denotes the EMAC grid mean relative humidity, _ _ N N
andro are critical relative humidities above which a frac-  The prognostic equation for the contrail ice mass mixing
tion of the EMAC grid box is covered by cirrus and is ratiom includes the formation of new contrails, sedimenta-
ice-supersaturated, respectively; = 1 is the relative hu-  tion (or precipitation) of ice mass, deposition of water vapour
midity at saturation. The relative humidity = rsat— (r¢j — on the contrail ice particles, and sublimatidu¢khardt and
reo)?/(rsat— rei) (seeBurkhardt et al.2008 and supplemen-  Karcher 2009:

tary material therein). dm dm dm dm

The critical relative humidity for contrail formationg,, is o <d—) + <d—> + (d—> . (42)
calculated via d ? / new !/ sed * ] depysubl
Teco _ I'sAC (34) Similar toPonater et al(2002 we assume that the newly
ri drouc formed contrail ice water mixing ratio depends on the con-

with rsac being the relative humidity over ice at which the densation rgte i_n the pontrail-covered part of the EMAC g_rid
Schmidt—Appleman criterion is fulfilled during the mixing of POX cco, Which is defined analogously to the condensation
aircraft exhaust gases and ambient air, apgbeing the ho-  'ate for natural clouds:
mogeneous freezing threshold. As contrails often form prior / g,
to the formation of natural cirrug = 0.9 is chosen (follow- (E) = Ccl-
ing Burkhardt et al.2008. new

The potential contrail coverage is transferred to the air par- Extending ovePonater et ak2002, however, contrail ice
cel trajectories. Then the actual contrail coverage is calcuis also subject to physical sinks: the sedimentation rate of ice
lated depending on whether air traffic is actually taking placeparticles in the contrail is parameterised accordinigegms-
in the respective EMAC grid box. Further physical processedield and Donne(1990 based on the vertical divergence of
such as contrail spreading, sedimentation of ice particles, wathe flux of ice particles” in [kgm~—2s~1]:
ter uptake and sublimation are parameterised. Contrails are, dm 1dF
described by their coveragk)(and water mixing ratiorg). (—) =Z— F=vmp,v=a(pm)?, (44)

The prognostic equation for the contrail coverage is the dr Jseq P Uz
sum of newly formed contrails and the spreading of pre-
existing ones:

(43)

wherev is the falling velocity [ms?] of ice particles, which
are parameterised wilh= 3.29 andg = 0.16, andp is the

db db db air density in [kg nT3].
a (d_) + (d_> ) (35) The sublimation and growth is parameterised according to
4 '/ new ! spread . . . .
arelative decrease or an increase of the potential contrail cov-
with the following boundary conditions that the resulting erage, resulting from a decrease or increase of the relative
contrail coverag# fulfils: humidity, respectively:
b < bco (36) dm 1 dbco dlnbco
— = — m= m. (45)
b=0 for m <minres (37) dr degsubl Do dr dr

The newly formed contrails cover an area according to the Note that the potential contrail coverage is available at a
initial contrail dimensions, such as the widWp and the  higher resolution than the RF calculated on the time-region
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Table 4. Parameters of the contrail parameterisation.

100 F E
Parameter Value Unit Description N'g‘ 10 ;— —;
Wo 200 m Initial contrail width E 1 E 4
A variable  nf EMAC grid box area = N ]
D VA m Flown distance in the EMAC grid box —_ 0.1 E 5
L Db iti i LL [ i
co m In!t|al contrail Ien_gth o 001 E 3
At 900 S Time step (15 min) —+ ]
H 200 m Initial contrail thickness 0.001 ;} ]
c 0.72 — Scaling factor for contrail spreading ’ el b b s
Mihres 1010 kgkg~! Water vapour mixing ratio 0.01 0.1 1 10 100 1000

threshold for contrail coverage

H,O mass [Tq]

fid points. This information is used after the mapping from Fig. 8. Relation between change in atmospheric water vapour
gnap ) ppINg [Tg] and adjusted radiative forcing [mWT4] for a fixed emis-

the lower resolution of the time-region grid to the higher res- sion at different locations. Note that this relation is only valid if

olution EMAC and CCF grid (Fig3) to ensure that contrail 5 constant emission is taken at different locations, which results
climate cost functions differ from zero only where contrails jn poth different mass changes and different RFs. Data are from

form in EMAC. Grewe and Stenk€2008. The line represents a fit with RE
4.38x 107 13wm—2kg1.
3.3.3 H,0OandCO;

For every time region, a water vapour emission is takenwhereTzlyr.

into account (Table). This emitted water vapour @O in Ozone RF is calculated analogously, except that the in-
[molmol™T]) is transported via Lagrangian transport, like the stantaneous RF is converted into the adjusted RF (details are
other tracers. Only loss processes are considered: described in the Appendix) via an analytical formula:
dH;O pr _

T L (46)  RFagi= f1(1) X f2(p) X RFinst (49)

where pr is the precipitation rate, i.e. the water vapour loss in The lgrllltl.essdﬂér::ctl?cnsﬁ ar_1df2 Qescrlt;ehthe relation be-
[mol mol~1s~1] in the respective EMAC gridbox due to rain  Ween Rl and Rfnst for various times of the year{, sea-

and snowfall, and pO™! is the respective EMAC grid box sonal cycle) and various perturbation altitude¢s) (and are
total water vz;pour in [mol mof] derived from additional idealised simulations.

Carbon dioxide emissions are assumed to lead to a well- Methane RF_ IS derived from the met_hane mass ch_anges
mixed enhancement of the carbon dioxide mixing ratio be—CaICUIated epr|C|_tIy (SecB.3.]) by applymg the resp_ectl_ve
cause of its long perturbation life time. The temporal evolu- IPC.C formula Bhine et aL199_Q..PMO rgd|at|ve forcing is
tion of the concentration change (decay) is given for a uni,[derlved from the methane radiative forcing bygconstant fac—
of fuel used CQ() in [kg(COy) (kg(fuel))~1] following Fu- tor of 0.29 Pahlmann 2012. Water-vapour-adjusted RF is
glestvedt et al(201Q andForster et al(2007: calculated based on results fradBrewe and Stenké&008

' see Fig.8). Grewe and Stenk&008 investigated the con-

3 L sequences of sustained water vapour emissions at different
CO(t) =Elco, Y _aje” @ (47)  atmospheric locations between the surface and 50 hPa and
i=0 between the North Pole and the tropics. The results show that
(see Tablé& for details). the adjusted RF depends on the lifetime of the perturbation
and a linear relationship between the resulting atmospheric
3.4 Radiative forcing mass change and RF (F#§). Note that Fig8 does not show

. . ) . adirect correlation between the water vapour mass changes
Table6 gives an overview on the RF calculation for the in- and the RF, but does show that a given emission leads to a
dividual species. The RF calculation for @@ based on  -nange in both the atmospheric mass and a RF, which both
Fuglestvedt et al(2010 and includes a simple linearised yonand on the location where the emission takes place. Here,
conversion factor betweenlghe cha_nzge In its zitlmosphenQNe have the same assumption, which is a constant emission
mass and the RF 0f82x 10 "*mWm™ (kg(CO2))"". The ¢ ifferent locations (i.e. time-region grid points) and calcu-
contrail RF is derived from the global mean radiation flux late the mass change explicitly (Se8t3.3 so that we can
changes” at the tropopause: use the mass—RF relationship (F&y.

1 to+7T
RFeonel = — / F(r)dr, (48)

o
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Table 5. Parameters of the COparameterisation.

Parameter Value Unit Description

Elco, 3.16 kg(CQ) (kg(fuel)) 1 CO, emission index
a; 0.217;0.259; 0.388; 0.186 — Weighting factors
o; 00;172.9; 18.51; 1.186 yr Lifetime

Table 6. Overview on radiative forcing calculation for various species. “A’ and “I” stand for adjusted and instantaneous radiative forcing in
the column “RF type”.

Species Concentration RF type Radiative forcing
CO» Response formula (E47)2 A 1.82x 107 12mwm2kg(COy)~1)2
O3 EMAC (Eq. 10) A EMAC
CHy EMAC (Eq. 30) A IPCC formuld
PMO — A —0.29 RF(PMO)YRF(CHj)®
H,0 EMAC A 4.38x 10~ 13wm~2kg(H,0)~1)d
I

Contrails EMAC EMAC

a Fuglestvedt et a(2010). P Shine et al(1990. ¢ Dahimann(2012). 9 Based on data froGrewe and Stenkg008.

3.5 Climate metrics and emission scenarios for the appropriate emission scenario is a best estimate for the future

REACT4C objective air traffic, and the average temperature response (ATR) for a
20yr time horizon,H = 20, is a suitable climate indicator,

which is abbreviated as F-ATR20 (Future emission-scenario-

We are aiming at minimising the air traffic’s climate impact pased Averaged Temperature Response on a 20 yr time hori-
by alternative routings. However, the wording “climate im- zop):

pact” or “climate change” is not well defined and incorpo-

rates a variety of possible interpretations. Hence, we clarify 1 fot+H

our objectives and from that derive adequate climate metATRH = — dr (t)ds. (50)
rics and emission scenario&ewe and Dahimanr2012. H
There is no uniquely applicable climate metric, so we im-
plement several possible choices (climate objectives) in or- Since estimates of the future air traffic are naturally uncer-
der to examine the implications on routing for each of them.tain, one can argue that a sustained emission is an adequate
Our approach differs only slightly from previous consider- assumption (abbreviated as S-ATR20). A third option is to
ations, which stress the importance of choices on the emisreplace the mean temperature change over the time horizon
sions, metrics and time horizons (see &pine et al.2005 H with the temperature change at the time horizbri.e. the
Fuglestvedt et al2010. Here, we move the focus slightly: absolute global temperature potential for sustained emis-
we spell out three political questions and group appropriatesions (S-AGTP20) (see Supplement dnaylestvedt et al.
combinations of emissions, metrics and time horizons. Still,2010. Furthermore, as a last option, with the assumption
choices have to be made. The emissions, metrics and timthat the climate sensitivities are equal to 1 K (WHr ! for
horizons are those which are frequently used: pulse (P), susall species (see Ed\1), the absolute global temperature po-
tained (S) and future emission scenarios (F); absolute globatential for the time horizorH = 20 can be approximated by
warming potential (AGWP); absolute global temperature po-the integrated radiative forcing for a pulse emission, i.e. P-
tential (AGTP); and average temperature response (ATR) foAGWP20.

fo

time horizons of 20, 50, and 100 yr. The second objective, i.e. the second question (Q2) is
We aim at reducing the climate impact of air traffic by in- “what is thelong-termclimate impact of the REACTA4C re-
troducing a new routing strategy (more details in SA&). routing strategy?”. This changes the focus from the near fu-

That implies that this strategy is applied everyday for air traf-ture to longer term effects, and hence, except for the time
fic. We interpret climate change as the global mean temperhorizon (H = 100), the emission scenarios and metrics are
ature change. The definition of the strategy and the focus othe same as for Q1.

global mean temperature change as a climate change indica- For reasons of completeness, we add here the third ques-
tor implies an emission scenario and a climate metric (sedion (Q3): “what is the medium-range climate impact of
Table 7): the first question (Q1) is “what is thehort-term  a present-dayREACTAC re-routing decision?”. Here, a
climate impact of the REACT4C re-routing strategy?”. The medium (H = 50) time horizon of 50yr is addressed, but
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Table 7. Overview of objectives and implied emission scenarios and climate metrics or indicators. “F”, “S” and “P” indicate assumptions on
emissions: future emission scenario, sustained emissions and pulse emissions, respectively. ATR is the average temperature response, AG’
the absolute global temperature potential, and AGWP the absolute global warming potential; the number after the metrics gives the time
horizon in years.

Q1: What is theshort-termclimate impact  Q2: What is tHeng-termclimate impact  Q3: What is the medium-range climate impact

of the REACTA4C re-routing strategy? of the REACTAC re-routing strategy? paEsent-dayREACTAC re-routing decision?
Emission Metric Emission Metric Emission Metric

Future air traffic scenario F-ATR20 Future air traffic scenario F-ATR100 Pulse emission P-ATR50
Sustained emissions S-ATR20 Sustained emissions S-ATR100 Pulse emission P-AGTP50
Sustained emissions S-AGTP20 Sustained emissions S-AGTP100

Pulse emission P-AGWP20 Pulse emission P-AGWP100

Role of atmospheric processes

Short-term atmospheric effects are Short- and long-term atmospheric effects  Long-term atmospheric effects are
important are important important
Focus on contrails and ozone Focus on all species Focus on carbon dioxide

more importantly only the present-day routing change andozone and methane radiative forcing are analysed and com-
not a change in the strategy is addressed. Hence a pulse emjgared to other studies in more detail in Sedtd. and4.2
sion in combination with ATR50 or AGTP50 are adequate The climate impact metrics are derived by standard formu-
choices of the combination of emission scenario and metricslas (see e.gFuglestvedt et al.2010 and a sanity check
The choice of the objective has a consequence on the imgiven in Sect.4.3. An overall evaluation of the metrics
portance of individual atmospheric processes (T@&plErom is given in Sect.4.3 by intercomparing the P-AGWP20
question Q1 to Q3 the focus shifts from short- to long-term metrics derived from this work with results obtained with
effects and hence from contrails and ozone impacts tg COthe climate—chemistry response model AirCli@réwe and
only. In order to restrict future analysis to both a minimum Stenke 2008 Grewe and Dahiman2012).
of metrics and a maximum in the range of uncertainties from
the metrics, we suggest focusing on the metrics F-ATR20, F4  \ferification
ATR100, P-GWP20 and P-GWP100 in future applications.
We have set up a complex modelling scheme, combining new
3.6 Summary on climate cost function calculation methods for calculating the contribution of aviation on atmo-
spheric processes with an air traffic model. A validation of
We have set up a modelling approach linking potential this specific model application is not possible, since most of
emissions at locally and temporarily confined regions to theirthe effects are not yet measured or are per se not measurable,
climate impact, measured with climate metrics. This proce-such as the effect of a local N@mission at 200 hPa on the
dure follows previous approaches (el@CC, 1999 Grewe temperature change after 50yr. Instead, we compare our re-
et al, 2007 Grewe and Stenk®008 Lee et al, 2010; how- sults with earlier modelling studies. Even this is extremely
ever, it differs in some details, taking into account new find- difficult, since the focus of these studies is different and no
ings. Tablel shows the main features of this modelling chain. direct intercomparison is possible. Hence we are more focus-
We used different grids (see also FR), starting from the  ing on the soundness of the data (sanity check) rather than a
grid of the base model EMAC, in which we included 504 se- verification or validation. An overview is given in Takle
lected time-region grid points which cover the North-Atlantic ~ The limited possibilities to directly compare the results of
region. From the area immediately around each of the time-our modelling approach to either observational data or other
region grid points, we started 50 air parcel trajectories eachmodel results emphasises the need to include sensitivity stud-
and allocated the resulting climate impact to this grid point.ies in future investigations on the changes in air traffic rout-
An interpolation to the original EMAC grid provides the final ing when optimising with respect to climate impact. This
climate cost function grid. The impact of the interpolations can be achieved by targeted manipulation of the climate cost
and definition of the time-region grid is tested in S&&R functions with respect to, for example, the ratio of the impact
(see also Tabl#). from individual compounds, their variability or pattern and
Physical and chemical processes are calculated on the aiheir consequences on the climate optimal routing changes.
parcel trajectories by extracting process information from the
detailed EMAC model. The temporal evolution of chemical
species, their lifetimes and relations between, for example,
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Fig. 9. Temporal evolution of global mean masses of N@03 kg(NO)], Oz [10° kg], H2O [10° kg] and CHy [10° kg]. For every time-

region grid point (see Tabl®), 50 air parcel trajectories are started and the temporal evolution of the global mean over these 50 air parcel
trajectories is presented; that is, each coloured line (in total 504) represents the temporal evolution of species caused by an emission at thi
respective time-region grid point. The white lines indicate results fBoevenson et a{2004) scaled by the factor.84 x 10~2 to derive the

same initial NQ perturbation. Note that values IBtevenson et a(2004 are monthly means.

4.1 Chemistry The relation between the NOemission and ozone
contribution as a mean over all time-region grid points

We have computed climate cost functions for one specificis 7.8+ 2.4DU(TgNa)~1. Dahlmann et al. (2013,
day in December. The underlying weather pattern representsrsmming et al.(2012 and Grewe et al.(2002 cal-
a strong zonal jet, which represents winter pattern 1 accordeylated values for the whole air traffic and annual
ing to Irvine et al.(2013. For each cost function grid point emissions of 1.4 DU(TgNa)~%, 0.8 DU(TgNa?)~! and
(see Table2), the mean over all 50 air parcel trajectories 0.7 DU(TgNa )1, respectively. However, those studies
is calculated. Figur® shows the temporal development of consider a whole air traffic scenario, with a large contri-
NOy, ozone and KO as well as loss of CiHof these mean  pution of emissions from lower altitudes and lower ozone
values for each time-region grid point. impacts. In our study, the ratio between the ,Néhhance-

A NOy and ozone lifetime of 2@t 11 days and 72 ment and the ozone change is 2400 kg(Per kg(N) with
26 days, respectively, is calculated which is roughly in g range of 270 to 300000 kggPper kg(N). Grewe et al.
agreement with findings bgtevenson et al2004, who (2002 calculated a value of 300 kg&Pper kg(N); thus our
found a decrease of a NCQpulse emission from roughly result is again at the lower end for the same reason. The re-
110 Gg(NQ) to 20 Gg(NQ) within a month, which repre-  spective RF value is 41 mWm DU (this study) and com-
sents a lifetime of approximately 25 days and a decrease opares well with 31 mWm2DU~! calculated byDahimann
ozone from around 10 Tg to 1.5Tg within 2 months, repre-et al. (2011). The emission-specific ozone RF calculated
senting a lifetime of approximately 50 days (see also 8ig.  here ranges from 15 to 2800 mWTgN~ with a mean
The temporal evolution of N ozone and methane changes value of 250 mMWm2TgN~1. Dahlmann et al(2011) and
for a January pulse emission calculated3fgvenson et al.  Fuglestvedt et a2008 give mean values for the whole air
(20049 (White lines in Flgg) is well within the range of our traffic of 41 mW rn‘z ng_l and 45 mW n’fz ng_]-, respec-
results. tively, which are well within the simulated range.
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The relation between the ozone and methane RF is in the

Cummulative PDF
range of—0.5 to —1.3. Lee et al.(2010 andHolmes et al.

a) 100 ———r——————

(2011) summarised previous model simulations and found Z,E

relations which amount te-1.65+ 0.36 and—1.70, respec- w 80r This work T
tively. However, these values refer to the global air traffic, S 60 .
whereas we consider here emissions in the upper troposphere = 20 - |
and lower stratosphere of the northern Atlantic region during E

winter. Grewe and Stenkg008 give a value of aroune-1 E 20+ Voigtetal. (2011) -
at those altitudes and latitudes. © 0 = . o

To summarise, the lifetime of simulated W@nd Q, the 0.001  0.01 01 1 10
ratio between the NQemission and ozone contribution, the Contrail ice water content [mg/m"]
resulting specific RF, and the ratio between the ozone and Cummulative PDF
methane RF show large variabilities between the individual b) 100 - T ——
time-region grid points, and values published in the literature T sl This work 4 )
are well within this range. n g{%rfr(“z'ggl)

The water vapour specific emission RF isb% o 60r T
101 mwW m—2 (kg(H.0)a 1)~ ranging from 0.5 to 2& £ 4l Voigt ]
10 mwm 2 (kg(H.0)a~1)~1. For a fleet with 170 Tg of E etal. (201D
fuel used per year this leads to an RF of 12 mWrwith a 3 °fr iy
range of 1-43mW m?2. Here the value ofee et al.(2010 0 s ' '
of 3mWm? is also well within this range. The recent esti- 0.0001 0001 o001 0l 1
mate byWilcox et al.(2012 of 0.9 mW n1 2 with a range of Optical depth [-]

2 . .
) ) . . . ; ig. 10. Intercomparison of observed and simulated distributions o
0.3 to 1.4mWm< is at the lower end or slightly below of Fig. 10. | pari fob d and simulated distributi ¢
our extrapolation. Note again that their calculations were forcontrail properties. Estimated cumulative probability density func-

the entire global fleet rather than for emissions in a particulakions of contrail ice water content [mg ] (a) and (b) visible
latitude—height region, as is the case here. optical depth.

4.2 Contrails
Our simulations (88 regions of contrail formation, red) cover

A variety of studies have investigated the properties of con-a similar range and show a similar distributiorMaigt et al.
trails (Lee et al, 2010 Heymsfield et a].2011). Observations  (2011). Karcher et al(2009 simulated a wide range of en-
of contrails cover an age spectrum from seconds to hours andironmental conditions for contrail formation and found a
were performed by in situ measurement techniques and remedian ice water content of 0.6 mgrhin their modelling
mote sensing, e.g. from satellite platforms. Here we focus orstudy, which is close to our results of 0.2 mg#n
some climate-relevant contrail properties, such as ice water Note that the location and time of year differ in these stud-
content and optical depth in the visible spectral range, andes. Data from\oigt et al. (2011 are obtained at 220 hPa to
show a model-to-model radiative forcing benchmark test. 300 hPa in central Europe in November a@chrdder et al.

Both modelling and observational data vary by orders of (2000 include data in the altitude range from 300 hPa to
magnitude (e.gKarcher et al. 2009 Schumann2012. In 200 hPa also over central Europe, but in April/May and Oc-
addition, direct intercomparisons are often challenging fortober, whereas here we investigate simulated contrail proper-
many reasons, e.g. different environmental conditions, dif-ties from 200 hPa to 400 hPa over the North Atlantic in De-
ferent sampling periods and different detection limits. For cember. We find that 88 out of 504 situations where a contrail
example, modelling studies often simulate a wide range offorms, and take values of ice water content and optical prop-
optical thickness of contrails, which, for example, cannot beerties when the contrail is fully evolved. In addition, the sam-
detected from satelliteMarquart et al.2003 Karcher et al. pling frequency and representativity of the data with respect
2009. For all these reasons, the comparison of contrail prop-o the contrail area largely differs between the studies.
erties such as ice water content and optical thickness for a The cumulative probability density function of the contrail
limited number of simulations can just be seen as a saneptical depth for wavelengths in the visible of these is pre-
ity check rather than a hard benchmark te&stewe et al. sented in Figl0Ob. Satellite measurementsv@buchi et al.
2012h. 2012 obligatorily deviate from in situ measurements, such

Figure 10a shows observed and simulated ice water con-asVoigt et al.(2011) and modelling studies such Ksircher
tent in contrails as a cumulative probability density func- et al. (2009 andFromming et al(2011), because they can-
tion. In-situ measurements froiwbigt et al. (2011 (blue) not detect subvisible or thin contrails, not to mention that the
and Schroder et al(2000 (green) include 14 and 12 con- sampling periods and areas are substantially different. In gen-
trails, respectively, but nevertheless show a large variability.eral, we find smaller optical depths for our specific simulated
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Fig. 11. Geographical distribution of the annual mean all-sky net Ui0_BEM T EMAC

radiative forcing at the top of the atmosphere for a homogeneou:
1% contrail cover simulated with EMAC according to the bench-
mark test byMyhre et al.(2009. WU

UoR_FU

Uol_E-S [

day than the studies bgarcher et al(2009 andFromming CNRM. ARPEGE
et al. (2011, which cover a much broader range of environ-

-02 -018 -016 -014 -012 -01 -008 -006 -004 -0.02 0
mental parameter&Karcher et al(2010 compared simulated W™
optical depths with a cloud model for the United States and
found a median visible optical depth of 0.02, which is closer
to our simulated median visible optical depth. Ui0_BBM |-

We performed the RF-contrail benchmark testNdyhre

et al.(2009, where a globally uniform 1 % contrail coverage
with an optical depth of = 0.3 in the visible spectrum at uw_Fu
11km is prescribed. The results are shown in Efgand12.
EMAC and ECHAMA4 (E4) fall well within the variability of
the all models (for details on this test for E4, &&mming CNRM_ARPEGE
et al, 2011). EMAC has an increased number of spectral in- ol o o oos o1 ors 01 om oy Tom Toa
tervals compared to E4: 4 and 16 bands in the short- anc o
longwave, compared to 2 and 6, respectively. The difference

in the longwave part of the RF between E4 and EMAC is Fig. 12. Global means for the longwave (top), shortwave (mid) and

small, but it differs significantly for the shortwave net forc- net RF (bottom) for the contrail RF benchmark test (see text for
ing. However, both models are well within the overall range, details). Figure is adapted fromyhre et al.(2009.

which is encouraging, as four of the five radiative transfer
models ofMyhre et al.(2009 are much more sophisticated
than the simplified schemes that have to be used in 3-D modstudies. As already reported in Settl, the regarded region

UoR_FU |

Uol_E-S [

els. (mid- to high latitudes in the tropopause region) is charac-
terised by a stronger methane loss per ozone enhancement
4.3 Metrics than for the whole air traffic Grewe and Stenke2008.

Hence the methane metric values are at the lower end of the
Here we compare the results for three common climate metvalues reported iffuglestvedt et a(2010.
rics (AGWP20, AGWP100 and AGTP50) for ozone and To obtain an overall assessment of the metric results (here
methane (see Se@.5) with results presented FRuglestvedt P-AGWP20), we take the transatlantic air traffic emissions,
et al.(2010. They analysed the GWP and GTP of ozone andcalculated with the SAAM model for the minimum economic
methane (i.e. the AGWP and AGTP of ozone and methaneost, and compare these results with an AirClim simulation
normalised with the related AGWP and AGTP of gQor based on the same emission data. AirClim is a fast climate—
different time horizons for a 1 yr pulse emission of N@Ve chemistry response modéb(ewe and Stenk@008 Grewe
normalise the values with the respective metric for,GTa- and Dahlmann2012 which takes into account annual mean
ble 8) to obtain the respective GWP and GTP values. For allemissions and their regional different effects (basically lati-
metrics the ozone values are well within the range of previougudes and altitudes) based on a number of precalculated cases
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Table 8. Comparison of simulated GWP20, GWP100 and GTP50 values for ozone (short-lived only) and methane for emissigria of NO
the domain indicated in TabRwith results from three different studies publishedrirglestvedt et a(2010, abbreviated as F10.

GWP20 GWP100 GTP50
Ozone Methane Ozone Methane Ozone Methane
F10 670/1100/1800 —460/ —490/ —850 190'300/510 —160/ — 170/ —320 3352/88 —75/—85/— 190
200 hPa 1050 —880 300 -310 51 —150
250 hPa 760 —1060 220 —370 37 —180
300 hPa 890 -1110 250 -390 43 —-190
400 hPa 860 —1060 240 -370 42 —180

city pair (blue), which more closely follows the jet stream.
However, when the traffic is cost-optimised and includes
conflict avoidance, as in reality, then the real route (light
brown) and the cost-optimal (cheapest) route within conflict-
free traffic (dark brown) are much closer. The difference in
. distance and time is around 1 % and in fuel about 3 %.

For this city pair, the climate optimal routes (with and
without conflict avoidance) with respect to short-term cli-
mate impact (see above) are located further north and at
REACTAC AirClim lower flight altitudes (FL330 and FL310). The conflict-free,

climate-optimised route (green) avoids more contrails and
Fig. 13. Comparison of the pulse absolute global warming poten-leads to a decrease in contrail AGWP20 by 16 % and a de-
tial (P-AGWP20) in W/m?] for emissions of C@ (red), con-  crease in NQ AGWP20 by 4 % with an increase in fuel con-

trail cirrus (green), NQ (blue) and BO (magenta). Note that the  symption by 14 %, which is related to an increase in GWP20
H20 values are multiplied by 100 for presentational purposes. Theyom CO, by 1 %.

emissions from the minimum economic cost one-day transatlantic

air traffic, which are calculated with SAAM, are multiplied with . . . . .

) . weather pattern, a particular city pair and a particular choice
the climate cost functions (REACT4C, left) and taken as annual f cli . B d the f hat “cli friendly”
mean emissions for the climate—chemistry response model AirClim® climate metrlcs. .eyon the fact that “climate-friendly
(right). routes can indeed differ from the least-cost routes, no gen-

eral conclusions can be drawn from this one example. It is
the aim of REACTAC to produce a more systematic analysis

climate modelling. Note that in RE- across weather conditions and metrics.

Comparison to AirClim

N
o

=
w
T

H,0 x 100

P-AGWP20 [uW/m?2]
=
w o
T

This is one essentially random example for a particular

with complex chemistry—
ACTA4C the climate response takes the specific weather situ-

ation into account, whereas in the case of the AirClim sim-

ulation, the emissions are assumed to occur everyday at the Conclusions

same place, i.e. identical for all weather situations through-

out a year. The results (Fi@i3) show almost identical values We have developed a simulation framework for investigat-
for all emission components, except for contrail cirrus, which ing climate change mitigation options for air traffic routing

is reasonable, since the day-to-day variability of the contrailby avoiding climate-sensitive regions. It includes three ma-
effects are highly variable and a one-day simulation cannojor steps: the calculation of climate cost functions, the sim-
be expected to be representative of the whole year. Howevetlation and optimisation of air traffic according to these cli-
the comparison shows that the overall results are comparabl@ate cost functions, and the estimation of the total mitiga-

in magnitude. tion gain. The climate cost functions describe the air traffic’s
contribution to climate change, which is caused by an emis-
4.4 Aircraft trajectory sion at a certain time and location in the atmosphere. The

processes we are regarding are ozone formation, methane
As anillustration, Figl4 shows various flight options for one loss, methane-induced ozone change, contrails (including the
city pair connection (Washington to Vienna). The flight on spread into cirrus), water vapour and carbon dioxide.
that day (light brown) clearly follows the jet stream (arrows).  The simulation of physical and chemical processes is de-
We have performed an optimisation of the whole transatlanticscribed using the chemistry—climate model EMAC, which
air traffic with respect to short-term climate impacts (ques-we extended via two submodels AIRTRAC and CONTRAIL.
tion Q2 in Table7, with option 3 GWP20) and costs, and we They are described in detail in the Supplement (Frémming
obtain a different aircraft trajectory for the above-mentionedet al., 2013). By using the Lagrangian transport scheme
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Fig. 14. Examples of climate-optimised flights. The optimisation was performed with respect to question Q1 (short-term climate impacts,
AGWP20, see Tabl&) for one particular winter weather pattern (zonally strong jet). The selected city pair connection is Washington to
Vienna. The real flight at that day is shown in light brown. The economic optimal flights without conflict avoidance is given in blue and
the conflict avoidance is given in dark brown. The climate optimal flights are shown in green. In this case the aircraft trajectories with and
without conflict avoidance differ only in cruise altitude. Arrows indicate the wind field at flight level 380, i.e. 38 000 ft.

ATTILA, we were able to simulate a climate cost function impact of individual components and the spatial and tempo-
at a multitude of grid points in one simulation. We used ral variability. In general, the uncertainty of a mean value
state-of-the-art chemistry and microphysics for the simula-and of any sensitivity is not necessarily correlatSteven-
tion. New is the way in which the model is used and how theson et al.(200§ showed in a multi-model intercompari-
climate cost functions are calculated, which required a fewson that the simulated ozone burden and methane lifetime
new considerations, e.g. regarding the calculation of the rahave quite some variability but that the models very consis-
diative forcing. We developed a parameterisation, which re-tently simulate sensitivitie&srewe and Dahlman{2012) in-
lates the radiation changes caused by a 15 min pulse emissidercompared results of the effect of flight altitude changes
to an adjusted radiative forcing for ozone. on ozone, water vapour and contrails basedGsawe and

We demonstrated the methodology for one specific simu-Stenke(2008, Koéhler et al. (2008 and Radel and Shine
lated day in December which was characterised by a strong2008 and found similar sensitivities for ozone and contrails,
zonal jet stream over the Atlantic. We calculated the 4-D cli- but larger ones for water vapour and methane.
mate cost function data set and optimised the transatlantic The calculated climate cost functions will form the basis
air traffic with respect to economic costs and climate impact.for a detailed analysis of the climate change mitigation po-
Unfortunately a validation is hardly possible, since observa-tential of the air traffic system. First results indicate that a
tional data for relations between emissions at flight altitudelarge potential already exists at present to significantly re-
and climate impact is not available. Instead, we performedduce the contribution of air traffic to anthropogenic climate
a sanity check of our calculated data and compared our reehange. In future publications we will investigate this poten-
sults to previous studies, knowing that the comparison is vertial in more detail. The optimisation with respect to climate
crude. In detail, we compared our calculated contribution ofmight be an extreme scenario. Nonetheless, small changes
an emission at a very specific location and time to publishedo the air traffic system, i.e. the change in routing of a few
results based on global and mostly annual air traffic emis-very climate-sensitive flights, might already yield a large re-
sions. Nevertheless, the ranges of, for example, contributiomuction of the air traffic's climate impact through reduction
of NOy emissions to ozone and RF, contrail properties, etc.0f contrail and NQ effects and with only small increases in
compare well with values from the literature. fuel consumption. However, such conclusions are influenced

It is important to note that uncertainties are associatedyreatly by the overall objective or, in other words, the aim of
with the calculation of the climate cost functions. For the any climate change policy, which in turn controls the choice
optimisation, the absolute values of the climate costs areof the climate emission metric and the choice of time horizon
less important. More important is the relation of the climate for those metrics. Some choices would put a greater value on
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reducing the forcing due to short-lived components such avecome inconsistent with the resulting surface temperature
contrails and N, whilst others would put a greater value response in the case of an ozone perturbation at higher al-
on reducing the forcing due to the longer-lived emissions,titudes (e.g. around 20 kmHénsen et a).1997. The ne-
notably CQ. A necessity for the operational implementation cessity to quantify perturbations in terms of Zfposes a

of the methodology would be a reliable forecast of weatherspecific problem for the methodology used in the present
conditions in advance of the route-planning procedures andtudy: Rkgj cannot be directly calculated for a pulse per-
confidence that specific conditions, such as the occurrence dfirbation, as such a perturbation is not stationary, meaning
regions of ice supersaturation, could be forecast at the neces$hat the stratospheric temperature cannot adjust to a new
sary level of detalil. equilibrium. In contrast, Rhst could easily be determined,
even in such a case, at any location of the parcel in space
and time, as no temperature adjustment is needed for calcu-
lating the instantaneous radiative flux change induced by a
changing absorber. However, because we regard each of our
short-lived perturbations as part of aviation climate impact
as a whole (when stratospheric temperature adjustment are
non-negligible), it has to be assessed by a metric consistent
with RFgg;. In the following we will discuss a thought experi-

Appendix A

Calculation of the adjusted radiative forcing for ozone

In this section we provide a methodology to calculate ra-
diative forcings which will serve as an input to the climate

metric calculations (Sec8.5). Since we are considering rel- . . .
( 5 9 ent that illustrates the problem. The general idea is to trans-

atively short pulse emissions, previous approaches have t?te an instantaneous radiative forcingiRfFresulting from
be adapted. For all species, except for contrails, we considef’ 9i 9

the adjusted radiative forcing (e gansen et a).1997. For a_pglse em_ission into an equivalent strato_sphere-adjusted ra-
ozone this requires new considerations, which are presente(gi"at've forcing Rkg; by means of an analytical formula:

in the following sections. For contrailg the differenc;e be- RFadj = f1(1) X f2(p) x RFinst. (A2)
tween instantaneous and adjusted radiative forcing is small
(Marquart 2003 and neglected here. The unitless functiongi and f> describe the relation be-

tween REgj and Rhnst for various times of the yearf{, sea-
Al General approach for adjusted radiative forcing for ~ sonal cycle) and various perturbation altitudgs) (and are
ozone derived from additional idealised simulations.

Radiative forcing is the common metric to intercompare theA2 Thought experiment
global mean impacts of various components contributing
to total climate change. As emphasised in previous workd.et us assume we consider two alternative flight routings,
(Hansen et al.1997 Stuber et al. 2001), the so-called implying emissions in two different time regions. We want
stratosphere-adjusted radiative forcing (also known as théo answer the following question: “which routing induces
fixed dynamical heating approximatioforster et al.1997) the lower climate impact?” Let us further assume we had
is generally a better quantification than the instantaneoushe same meteorology everyday. The constraint from this
forcing for the climate impact that is to be expected from anthought experiment is then that the decision on the prefer-
ozone perturbation near or above the tropopause. Other defble routing is identical everyday.
initions of radiative forcing are available (see eGyegory We now investigate two different assessment approaches,
et al, 2002, but these require lengthy climate model calcu- which both should lead to the same choice of routing. Fig-
lations and are not easily applicable to the relatively smallure Al shows Rhqst (green) of a short pulse emission, e.g. as
radiative forcings due to aviation. The basic equation is originating from NG, emissions of one individual flight. The
AT _ 5 RE.. (A1) pulse is short compared to the temperatur_e adjustment time
surf adp of the stratosphere and a temperature adjustment is not yet
which relates the global mean stratosphere-adjusted radiativachieved. One can regard this period as a spin-up fagRF
forcing RFygj in [Wm~2] linearly to the global mean equi- during which the adjusted and instantaneous RFs are still
librium surface temperature resporﬁ@ﬁﬁf in [K]. RFaqj is equal. Both RRst and RRgj are positive in this case. A se-
the radiative imbalance (at the tropopause or at the top ofjuence of individual pulses (flights), occurring every 0.005
the atmosphere) induced by the forcing perturbation, detertime units, will also lead to a positive, though higher,;BF
mined after the stratosphere has re-adjusted to thermal equiblue). In this case, however, the continuous sequence of
librium. A in [K(Wm~2)~1] is the climate sensitivity pa- pulses gradually induces stratospheric temperature adjust-
rameter which has been assumed, initially, to be a universament, reducing Rgj with respect to Rfst over time until
constant, independent of the nature or the distribution of thet eventually becomes — in this example, which is geared to
perturbation. If the instantaneous forcing jRFinstead of  ozone effects — negative-@ RF units, magenta). Thus, the
RFagj is used in Eq.Al), » becomes strongly perturbation- assessment of an individual flight as part of a sequence of the
dependent and even the sign of the radiative forcing maysame flights, and with the same meteorology everyday, has to
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Table Al. Abbreviations.

AEM Advanced Emission Model

ATTILA Atmospheric Tracer Transport in a Lagrangian Model
BADA Base of Aircraft Data

CCF Climate cost function

GFED Global Fire Emissions Database

ECHAM ECMWF general circulation model — Hamburg version
ECMWF European Centre for Medium-Range Weather Forecasts

EMAC ECHAM/MESSy Atmospheric Chemistry
PMO Primary-mode ozone
RAD Route availability document

REACT4C Reducing emissions from aviation by changing trajectories for the benefit of climate
RETRO REanalysis of the TROpospheric chemical composition over the past 40 yr

RF Radiative forcing
SAAM System for traffic Assignment and Analysis at a Macroscopic level
functions can be obtained from idealised simulations that cal-
RF of pulse emission and sequence of pulses culate RRgjand the associated stratospheric temperature ad-
16 — T T T justment from a limited number of typical ozone perturba-
14 - - tions located at various altitudes and latitudes, and under var-
Sustained RFjnst . . . .
12 b 4 ious conditions of insolation.
= wor i A3 Simulation setup
i 8 Sustained RFyg; e
S 6| 4 Three idealised ozone perturbation patterns (see Supple-
5 al | ment) are considered, which were adopted from previous
= simulations evaluating a number of emissions, located in var-
< 27 i ious latitude—height band§ichter 2009. The NQ, emis-
0 < sions basic to the ozone patterns discussed here occurred at
2| Breceding pulses 1 altitudes of 200, 160 and 130 hPa, within the Northern Hemi-
-4 L ! ‘ ‘ ‘ ‘ ‘ sphere extratropics (see Supplement for more details). Ra-
0 02z 04 06 08 1 12 diative forcing calculations were performed with EMAC for

Ti bit it . .
ime [arbitrary units] each perturbation pattern over a 1yr period, preceded by a

Fig. Al. Schematic view of the radiative forcing due to ozone as a3-month spin-up for the adjustment of stratospheric temper-

result of a pulse emission of NGtompared to a sequence of pulse atures. The simulations include a calculation of the adjusted
emissions (i.e. sustained emissions). Instantaneous and adjusted R& well as the instantaneous RF. Each of the 12 months is in-
of a short pulse emission are identical (green). Instantaneous RF derpreted as an individual pulse, and thefgfnd RFgj that

a sequence of pulse emissions (blue) is calculated as the sum of thginduces can be directly compared from the simulation, and

instantaneous RF of pulse emissions. Adjusted RF of a sequence Qﬁe difference between REt and RE’:\d] can be determined
pulse emissions (magenta) is calculated similarly, i.e. as the sum ofy each calender month.

the RF of a sequence of pulse emissions, where the cooling effect

. . . Additionally, we have extended the simulation by four
of preceding pulses is parameterised (red).

simulations for the second year, where we have successively
switched off the ozone perturbation after January, April, July

reflect this negative RF. Its time developing radiative impacta',n'bd Qctobe[]. Thg;e S|dmulat|ons r?rg used to quantify thﬁ con-
consists of contributions of varying strength and sign, and it" qulon' oft efta Juhste S”aLOSP err]|c t?mdpedratures to the RF
contains an additional tail of negative values (red line). This¢@lculations after the perturbation has faded out. As soon as

contribution must be included for the assessment of the flighfhe pgrturbgtlon pattern Is removed'ln t.he respective .(SGC'
in terms of its time-averaged RF. ond simulation) month, the only contribution to the RF arises

As mentioned, such an equivalent gFcannot be gained from the remaining stratospheric_temperature changes, which
directly from the individual pulse simulation. We overcome €Vert to the unperturbed situation rather fast. It turned out
this dilemma by calculating a response function (&g) to  that this contribution to Rig; is only of minor importance
obtain a parameterised R transferring Rfs t0 RFagj by and thus we could omit it for the sake of simplicity.
means of precalculated temperature adjustment effects from
various types of pulse perturbation. The terms of the response
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-l Fig. A3. Height dependence of the relation between instanta-

neous and adjusted RF for annual mean RF values of changes in
i ozone. Data are taken fro&tuber(2003 andFichter(2009. Ozone

7 changes are mainly found in the Northern Hemisphere (see also the

E Supplement).

0.6 | B
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085 [ ™
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0.75 |
0.7 |
0.65 |-

RF normalised to August value [-]

Time. of the radiative forcing. The contribution of the stratospheric
4y and scaled RF temperature adjustment to Rfralso displays a seasonal cy-
: ; cle, as heating due to solar absorption by stratospheric ozone
forms an important component of the adjustment. There is a
general increase of RF with the altitude of the pulse emission.
For pulses emitted at 130 hPa and 160 hPa,4RE larger
than Rknst, Whereas the opposite is true for an emission at
\’ 200 hPa.
1 Al — Following our approach to derive a scaled instantaneous
1 forcing serving as a proxy for Rfj, we normalise all sea-
0 L ‘ ‘ ‘ ‘ ‘ sonal gycles to the respective August value (FA@b).
Jan M May o Sep  Nov The ratio between these August reference values ofyRF
and RFnst is 1.56, 1.18 and 0.97 for 130 hPa, 160 hPa and
Fig. A2. Annual cycle of the radiative forcing due to ozone change 200 hPa, respectively. The relative time development be-
of a pulse emission of N The NG, emission which produces the comes much more unique, and the normalised, adjusted RF
monthly change pattern, is located at 130 hPa (L11, red), 160 hPés always lower than the normalised, instantaneous RF, al-
(L13, blue) and 200 hPa (L15, green). Dashed lines refer to instantowing for the rescaling of Rt to yield the required proxy
taneous RF and solid ones to adjusted @FSeasonal cycle of RF. RFagj (Eq. A2). The relative difference displays a clear sea-
(b) as(a), but normalised to the individual August value) Rela- sonal cycle (Fig.A2c) with largest differences in winter

tive difference [%] of the adjusted RF and the scaled instantaneou%about 15 %), which can be approximated by a sine function
RF. The scaling factor is the quotient of the respective August Val'(black line): '

ues. The black line shows a sine fit (see Eq. A3)).

Rel. difference between RF,

-10

Rel. difference in adj. and scaled inst. RFs [%)]

. t—75 =«
fi(t) = [0 [sm(Zn Th 5) - 1], (A3)
A4 Separation of height and time dependencies with f["€@"= 0.08 being the amplitude describing the devia-

tion of peak values at summer and winter from the mean and
FigureA2a shows the seasonal cycle of the radiative forcingt being the month of the year. It is obvious from Fgc that
(both RRnst and RRgj) as caused by a NOpulse emission  the approximation is largely independent of the emission al-
over one month (see Supplement for the respective ozongtude, justifying the approach of decomposed functions in
pattern). As explained in SecA3, RFygj values imply the  Eq. (A2).
assumption that preceding emissions induced a stratospheric The altitude dependency of the relation betweep&&nd
temperature adjustment before the considered pulse was inRF,gj can be described from the three examples in Rza
tiated. A distinct annual cycle is obvious, reflecting the inso- (based on simulations by Fichter, 2009, as mentioned) and
lation variation that directly effects the shortwave componentfive further perturbation examples of similar type previously
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- 8
A §3 . _
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unperturbed| > g perturbation perturbation perturbation
T =
< % adj. temp.
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adj. RF
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TPmm
net flux
induced by inst. flux
adj. temp. imbalance
Perturbation
>

Fig. A4. Schematic of the relation between instantaneous (green bar) and adjusted RF (magenta bar) for ozone changes for four situations
unperturbed, tropospheric perturbation, tropopause perturbation and stratospheric perturbation (from left to right). The perturbation pattern is
given as a red line, the instantaneous upward and downward net flux changes are given as black arrows. Net flux means the sum of longwav
and shortwave fluxes. The adjusted stratospheric temperatures are shown as a blue line, and the resulting net flux changes as blue arrows. F
details characterising the different cases, see the text.

evaluated bystuber(2003. The fifth data point is at 50 hPa, 2003. The fit resembles the overall structure well:
and hence out of the region of interest, but used for the fit

forming the parameterisation. Note that the experimental de-fz(p) —C— AL,

signs ofFichter (2009 and Stuber(2003 are both North- B(Ep—D)?+1

ern Hemisphere ozone changes at different altitudes, though

they differ in detail, especially for the prescribed ozone pat—With A=11,8=20,C=1050D =34 E =1/60.
tern. The results are displayed in Fi§3. In cases where A summarising sketch is provided in Figa: the instan-

: ) . . taneous upward and downward net flux (net means sum of
the ozone increase is exclusively located in the tropospher

(i.e. below approximately 200hPa), RFis smaller than Shortwave and longwave) are balanced (black arrows) in the

: . . . unperturbed case (left). When introducing a tropospheric per-
RFinst, since the stratospheric temperature adjustment im- P (left) 9 posp P

lies a coolina caused by the blanketing effect of the ertur_turbation (second left, red line) the downward fluxes remain
Eation Inthe%ro 0 auseyre ion and in%[]he Iowermostpstrato—balSiCaIIy unchanged, but the upward longwave flux (and
' pop 9 hence the upward net flux) is reduced. This instantaneous

sphere, an 0zonhe Increase |_nduces a dipole-like stratospher]%x imbalance (green arrow) equals a positive instantaneous
temperature adjustment, with warming by solar absorption diative forcing (green bar). This leads to a stratospheric

) . I
e e et ek noing (e ne)an hence 10 reduced danmward o

g & ' X ) Y fave flux, shown as an upward net flux (blue arrow). The
positive instantaneous forcing at the tropopause, with long-

o2 . : combination of the instantaneous radiative forcing and this
wave and shortwave contributions adding constructively (for 9

. . i flux change yields the adjusted radiative forcing, which is
tropospheric ozone changes), or with the positive Iongwavehence smaller than the instantaneous RF
contribution dominating over a negative shortwave contribu- A perturbation near tropopause altitudes (second right, red

tion (lowermost stratosphere). In cases where the ozone in- . . .
. : ne) is much more effective than a pure tropospheric per-
crease takes place at even higher altitudes (between 150 hlya ) P Posp P

. turbation, leading to a stronger flux imbalance (green arrow)
and 50 hPa), Rf: at the tropopause bgcomes rjegat|ve, b.e_and instantaneous RF (green bar). The adjusted stratospheric
cause the effect of shortwave absorption dominates the mfemperature however, has a cooling and warming component
stantaneous longwave coolinglgnsen et al.1997 Stuber ' X

_ . . (blue line) and may result in an additional longwave down-
eta?:;].iool)]; ﬁ:;adé ;Z?;?ur?esréobbe tﬁzsg';:c’)??’;ﬁvg;’ t"?lsethe_ward flux (blue arrow) and hence a larger adjusted RF than
warming 0Sp y SOrpl UP%nstantaneous RF. A pure stratospheric perturbation (right)
welling longwave radiation and downwelling shortwave radi-

ation provides an additional downward longwave flux, which leads to a reduced shortwave downward flux and hence a re-
b 9 ' duced net flux (black arrow). The instantaneous RF is there-

for lower tropospheric ozone perturbations is strong enOuQr}ore negative, while the resulting adjusted stratospheric tem-

to overtclf]omptgnsbatte for the ms;cjalgtg neous net.effect:t.bln thosSeratures are positive (blue line). This leads to a strong long-
cases the ratio between Rf-and Rfns: is negative $tuber wave downward flux (blue arrow), which overcompensates

(A4)
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for the flux imbalance (green arrow) and yields a positive ad-Eurocontrol: SAAM Reference Manual 4.2.0 Beta, Version 21-12-

justed RF.

Supplementary material related to this article is
available online athttp://www.geosci-model-dev.net/7/
175/2014/gmd-7-175-2014-supplement.zip
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