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ABSTRACT

People counting is a process used to measure timdaruof
people passing by a certain passage, or any maifkedea, per unit
of time; and it can also measure the direction hctv they travel.
Manual counting is one of the conventional methéalscounting
people. People can simply count the number of geqassing a
confined area by using counter. Although peopleaamt accurately
within a short period of time, human labors havaited attention
span and reliability when large amount of datatbase analyzed over
a long period of time, especially in crowded coiadis. Every day, a
large number of people move around in all diredionbuildings, on
roads, railway platforms, and stations, etc. Undexding the number
of people and the flow of the persons is usefulelificient promotion
of the institution managements and company’s salpsovements.

On the other hand, most of the deficiencies of maraunting
could be handled through automatic people courgysgiems. In such
systems, counting is performed through many apeEmcamong
which are a real-time image processing approacheré/fa video
camera is used to capture video sequences of igogp&ople and
export them to a software package for being prezkasd interpreted.
Counting people and track objects in a video areimaportant
application of computer vision. Computer visionth® science and
application of obtaining models, meaning and cdninformation
from visual data. It enables artificial intelligencsystems to
effectively interact with the real world.

Counting people approaches using fixed camerasmage
processing techniques can be separated into tvas tyifhe first one is
an overhead camera that counts the number of peomsing a pre-
determined area. The second is count people bastttion and
crowd segmentation algorithms. In the overhead canseenario,
many difficulties that arise with traditional sigeew surveillance
systems are rarely present. Overhead views of g@mel more easily
segmented compared with a side-view angle camatact#n segment
as one continuous object.



This thesis proposes a method to automatically tpassersby
by recording images using virtual, vertical meamast lines. The
process of recognizing a passerby is performedgusin image
sequence obtained from a USB camera placed ineavitalv position.
While different types of cameras work from threffedent viewpoints
(overhead, front, and side views), the earlier psggl methods were
not applicable to the widely installed side-viewneaas selected for
this work. This new approach uses a side view cartieat faced and
solved new challenges: (1) two passersby walkinglase proximity
to each other, at the same time, and in the sametidin; (2) two
passersby moving simultaneously in opposite diesti (3) a
passerby moving in a line followed by another, aoren in quick
succession.

This thesis introduces an automated method for taayn
passerby using virtual-vertical measurement linBse process of
recognizing a passerby is carried out using an @naggquence
obtained from the USB camera. Space-time imagesemesenting
the time as a pixel distance which is used to supgpe algorithm to
achieve the accurate counting. The human regiaaed using the
passerby segmentation process based on the loaklgoand labeling.
The shape of the human region in space-time imaghksates how
many people passed by.

To handle the problem of mismatching, differenocapace are
used to perform the template matching which chagenaatically the
best matching. The system using different colocepdo perform the
template matching, and automatically select thenwgt matching
accurately counts passersby with an error rateppfaximately 3%,
lower than earlier proposed methods. The passedsi@gtion are
100% accuracy determined based on the proposadalptiatch.

This work uses five characteristics: detecting plosition of a
person’s head, the center of gravity, the humaelpiaxea, speed of
passerby, and the distance between people. TheseHaracteristics
enable accurate counting of passersby. The propos#ubd does not
involve optical flow or other algorithms at thisvéd. Instead, human
images are extracted and tracked using backgroubttastion and
time-space images. Moreover, a relation betweesephyg speed and



the human-pixel area is used to distinguish ort&vormpassersby.

In the experiment, the camera is fixed at the exetraloor of the
hall in a side viewing position. PC is connectedhe camera with a
frame rate 17 frame per second. The proposed metlasdevaluated
with 50 cases in each situation. In addition to entrtan 40 short
captured video about 5 minutes series of video esecps of various
scenarios and also evaluated with 9 long captuiddov Finally,
experimental results have verified the effectivenetthe presented
method by correctly detecting and successfully dagrthem in order
to direction with accuracy of 97%.
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CHAPTER 1

INTRODUCTION

1.1. Introduction to People Counting

People counting is a process used to measure timdaruof
people passing by a certain passage, or any mafkealea, per unit
of time; and it can also measure the direction hctv they travel.
Every day, a large number of people move arourallidirections in
buildings, on roads, railway platforms, and statioatc. the people
flow within a confined region could indicate thenmoer of people
crossing this region within a specified period ohd. There are
various reasons for counting people. In retailetprcounting is done
as a form of intelligence-gathering. The use of gbeocounting
systems in the retail environment is necessary diwutate the
conversion rate, i.e., it can help to collect ttagistical information on
the people flow at different periods of time overtain places. This
is the key performance indicator of a store's perémce and is
superior to traditional methods, which only takéoimccount sales
data [1].

Accurate visitor counting is also useful in the qass of
optimizing staff shifts; Staff requirements areeoftdirectly related to
density of visitor traffic and services such as anieg and
maintenance are typically done when traffic is tatlowest. More
advanced People Counting technology can also bd fmequeue
management and customer tracking.

The People Counting System is a real time peoéfidr
measurement and analysis system for businessigetatie solutions.
The people counting system provides precise datzeople entry and
exit activities that allows users to make stratetgcisions necessary
to improve business performance. It helps manatgergnderstand
factors affecting human traffic and thus plan aptimize resources
effectively. These factors may include new tenanspecial
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promotional activities, market research, and custoradvertising

campaign, new competition and renovation. Shoppiaff marketing

professionals rely on visitor statistics to meastireir marketing.

Often, shopping mall owners measure marketing &¥eess with

sales, and also use visitor statistics to sciealiff measure marketing
effectiveness.

Recently, real-time people flow estimation can leeyvuseful
information for several applications like securitgr people
management such as pedestrian traffic managemetouosts flow
estimation. To analyze store performance corregi&gple counting
must be accurate. It is a ‘false economy’ to setepeople counting
system on the basis of cost alone. As managemearsuttant Peter
Drucker once said: “If you can’t measure it, yom’taanage it.” [2].
Moreover, many violent crimes have increased antbine serious
problems for many institutions and commercial argds Many of
such measurements are still carried out on man(éjly The use of
video cameras to track and count peoples increasadiderably in
the past few years due to the advancement of inpageessing
algorithms and computers' technology. Furthermdracking and
counting people movements are important for the@fecurity or the
marketing research. Many of such measurementstidreasried out
on manual works of persons [2].

1.1.1. Manual Counting

Manual counting is one of the conventional methdds
counting people. People can simply count the nundfepeople
passing a confined area by using counter. Althquegbple can count
accurately within a short period of time, manualming is labor-
intensive and very expensive [5]. Human labors Hewiéed attention
span and reliability when large amount of datatbdse analyzed over
a long period of time, especially in crowded coiodis. It is also
difficult to provide manual results in real-timea fon-line surveillance.
Therefore, it is necessary to develop the autonma¢ithod of counting
the passing people and this is not a simple tdséretare some
situations difficult to solve even with today'stieclogy.
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1.1.2. Automated Counting

Counting people is a challenging scientific problamd has
many practical applications such as monitoringrtbhmber of people
sitting in front of a television set, counting pé&opn the elevator,
railway stations and trains, counting the numbemebple passing
through security doors in malls and counting thenber of people
working in the laboratory. One of the automatedhuds of counting
people is the Turnstiles. Turnstiles are also comynaised for
counting the ridership of trains, but the mechdnicantacts of
turnstiles are inconvenient and uncomfortable te people. The
installations of the gates slow down the normalvflof the people
when people flow. Also ultrasonic sensors can bedut count
people, ultrasonic receivers can count the numb#reopeople when
it detects the echo bouncing off from the peopléhwithe detection
zone. The accuracy of counting degraded when ménpgcis walk
across the detection region, especially persomant fof the sensors
blocked the detection of other people. Also micreevaensors and
weight-sensitive sensors are one of the devicesdla be used to
count people. In fact, thanks to the fast evolutsd computing, it is
possible to count people using computer-vision afidéine process is
extremely costly in terms of computing operations aesources. In
general, counting people is important in survedlanbased
applications, market research and people managenfeabple
detection by means of artificial vision algorithiesan active research
field. Three main research lines can be noted daogito the distance
of capturing people, thus limiting the number obple given in a
captured image [6].

1.2. Computer Vision and Application

Computer vision is the science and application bfaming
models, meaning and control information from visdata. It enables
artificial intelligence systems to effectively indet with the real
world. The advance of technology has made videaisaitapn devices
better and less costly, thereby increasing the murob applications
that can effectively utilize digital video such as:

« Traffic Management. To extract statistics aboune ttraffic
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information from the cameras and automatically dirgaffic flow
based on the statistics [7]

» Automobile driver assistance: In lane departuaenwg systems for
trucks and cars that monitor position on the réid |

» Sports analysis: To track sports action for egkdrbroadcasts and
also to provide real-time graphics augmentation [9]

* Retail video mining: To track shoppers in retatiores and
determining their trajectories for optimal prodpacement [10].

« Games and gesture recognition: To track humatugessfor playing
games or interacting with computers.

 Automated Video Annotation and Retrieval: To anébically
annotate temporal sequences with object tags adexithem for
efficient content-based retrieval of videos [11]

An important application of computer vision is tadk objects
in a video. The primary aim of tracking is to edistbthe location and
trajectory of the object movement in a capturecewidThe tracking
can be online, during the video capture or offline, the post
processing stage of video analysis. Counting pergptbe important
task of computer vision. With recent advances ofgoter technology
automated visual surveillance has become a popudar for research
and development. Surveillance cameras are installedany public
areas to improve safety, and computer-based imageegsing is a
promising means to handle the vast amount of intkeda generated
by large networks of cameras. A number of algorghmtrack people
in camera images can be found in the literature, sge far little
research has gone into building real time visuabeillance systems
that integrate such a people tracker. The task rofirdegrated
surveillance system is to warn an operator whedetects events
which may require human intervention, for exampleoid possible
accidents or vandalism. These warnings can onlyebable if the
system can detect and understand human behavibfoathis it must
locate and track people reliably.
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1.3. Computer Vision Based People Counting

Computer vision based people counting offers agrraditive to
these other methods. The first and common probleall computer-
vision systems is, to separate people from a backgt scene,
determine the foreground and the background. Mamyhads are
proposed to resolve this problem. Several suggeshtog people
systems use multiple cameras to help with thisgeec

A sophisticated non-vision based system is preddnd.i et al.
in [12] . They collect input given by a photoeléctisensor and
classify it using a BP neural network. Their sys&mws good results
with a counting accuracy of up to 95%, but suffeesn the typical
difficulties like people walking in a row. The sgat of Laurent et al.
[13] focuses on counting people in transport vasiciThey identify
people by skin blob ellipses of their head, whichlyt obtain by skin-
color segmentation. Then these skin blobs are tmettacking and
counted after they pass a counting line in the endhe counting
accuracy of the system is about 85%. Problemsatse CLounts from
hands and the need for a robust skin-color model.

In [14], Septian et al. developed a system thantsoyeople
using an overhead mounted camera, which lookgystraiown to the
floor. This prevents the problems arising from adeld persons. They
segment and track foreground blobs. In their expents they show a
counting accuracy of 100%, but the database is segll. Problems
with this approach are e.g., that it does not siailly detect humans
and the inability to use it in a normal securityneaa setup due to the
untypical camera angle. Also, the overhead mountedera cannot
cover large areas, which is normally an advantaggision-based
systems.

Zhao et al. [15] track persons’ faces using dataiog from a
face detector. The faces are tracked by a scabeiant Kalman Filter.
Instead of relying on a counting line or area lither approaches,
they count people by classifying their trajectori@hat way, a
counting accuracy of 93% can be achieved. Drawbackshe need of
newly training this classifier for each camera #mel need of persons
moving towards the camera. An advantage is thatudigig a face
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detector, they are among the first approaches whieh able to
reliably differentiate humans and non-humans.

In [16] the authors present a tracking based agproasegment
moving objects in densely crowded videos. Theirraggh shows
encouraging results for videos with up to 50 peofeefly, they
track a large number of low level features. Thesdures are clustered
considering the spatial distribution of the featurever time.
Afterwards, the clusters are counted, denoting tbsult of the
segmentation. Because this approach tracks manieleil/features, it
IS resistant to some features getting lost. Featumght get lost due to
occlusions or unpredicted movement. That means, a@beroach
neither depends on a sophisticated model to dehl azclusions nor
requires a complex motion model. Due to its genfrahulation, it is
applicable to many different scenarios. A drawbiackhat because of
the lack of an elaborate model characterizing hyntas likely that
not only humans are counted by the program. Furtber, the system
can only estimate the number of people in the \sdaa not give any
additional information about how many people wertteve. The
system moreover cannot detect persons who aredatijded.

1.4.Video Surveillance

Video surveillance systems are very important in daily life.
Video surveillance applications exist in airporb&nks, offices and
even our homes to keep us secure. Video survedlasystems
currently are undergoing a transition where mor rmore traditional
analog solutions are being replaced by digital o@smpared with
the traditional analog video surveillance systemdigital video
surveillance offers much better flexibility in videontent processing
and transmission. At the same time, it, also, casilye implement
advanced features such as motion detection, fae@gnition and
object tracking.

Video surveillance has been a popular security foplyears.
And thanks to new breakthroughs in technology, sgcoameras are
more effective than ever before. Banks, retail egprand countless
other end-users depend on the protection providgd video
surveillance. Fortunately, advances in digital tedbgy have made
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video surveillance systems far more cost-effectiflexible, and
simple to operate. Security systems using IP (heterProtocol)
cameras are easy to install and maintain, and eatubtomized and
scaled to perfectly match your specific needs. Saueveillance
applications strong points:

» Have a video security blanket across the district;

* Be able to monitor activities in any part of thetdct in real
time and automatic alarms for suspicious events;

» Be able to playback the past events after the oecce and to
locate or trace vehicles, objects or people;

» Proactive actions (Preventive Surveillance);

» Verification (recording) of events;

» Additional tool against crime;

* Low operational cost and cost effectiveness foalasitig
system;

» Flexibility to escalate system to unlimited numb&cameras.

1.4.1.Huge Amount of Information in Video Surveillance

Providing for the security of citizens at home aimfoad have
become top priorities for many other nations arotiv&dglobe. To this
aim, a huge amount of information needs to be cegiuprocessed,
interpreted and analyzed. Various computer baseldntdogies can
provide a great help in addressing these challerigeslitional Close
Circuits TeleVision (CCTV) networks are a well ddished off the
shelf product with well defined specifications aadmature market
[17][18]. However, this kind of surveillance bringsth it the problem
of managing the large volume of information that &@ generated by
such a network of cameras. The video streams aresritted to a
central location, displayed on one or several vigeonitors and
recorded. Security personnel observe the vide@terdhine if there is
ongoing activity that warrants a response. Givet sluch events may
occur infrequently, detection of salient events urezp focused
observation by the user for extended periods oé.tifcommercially
available video surveillance systems attempt taicedhe burden on
the user by employing video motion detectors tectethanges in a
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given scene [19]. Video motion detectors can begmammmed to
signal alarms for a variety of reasonably complgxasions, but the
false alarm rate for most systems in typical enwments is
unacceptable yet.

Ideally, a video surveillance system should ontyuree the user
to specify the objectives of the surveillance noesand the context
necessary to interpret the video in a simple, tiv@imanner. For
many scenarios real-time interpretation is requfoedhe information
produced by the system to be valuable. Therefazectallenge is to
provide robust real-time video surveillance systdhwst are easy to
use and are composed of inexpensive, commerciathefEhelf
hardware for sensing and computation. Given thealwsify to
interpret activity in video streams in real-timbe tutility of a video
surveillance system increases dramatically andnelstd¢o a larger
spectrum of missions. With such a system, a singk¥ can observe
the environment using a much larger collectionesfs®rs. In addition,
continuous, focused observation of activity foreexted periods of
time becomes possible. As such capabilities matbestoles of video
surveillance systems will encompass activities sashpeace treaty
verification, border monitoring, surveillance ofcilties in denied
areas, hazard detection in industrial facilitiesl @utomated home
security.

1.4.2.Domestic Applicationsin Video Surveillance

In-house safety is a key problem because deathgurres for
domestic incidents grow each year. This is paridyltrue for people
with limited autonomy, such as visually impairetijezly or disabled.
Currently, most of these people are aided by eithesne-to-one
assistance with an operator or an active alarmysges in which a
button is pressed by the person in case of an @meyg Also, the
continuous monitoring of the state of the personabyoperator is
provided by using tele viewing by means of videovsilance or
monitoring worn sensors. However, these solutiarsséll not fully
satisfactory, since they are both too expensiveequire an explicit
action by the user that is not always possiblemergency situations.
Furthermore, in order to allow ubiquitous coveragethe persons
movements, indoor environments often require aidiged setup of
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sensors, increasing costs and/or required levaktehtion (since, for
example, the operator must look at different masjtoTo improve

efficiency and reduce costs, on the one hand theéwsaie used must
be as cheap as possible and, on the other handy#tem should

ideally be fully automated to avoid both the uséhoman operators
and explicit sensors. Again, standard CCTV suraede systems are
not so widespread in domestic applications sinopleedo not like to

be continuously controlled by an operator. Privessyies and the “big
brother” syndrome prevent their capillary distribat even if the

technology is now cheaper (cameras, storage, aod)sdonversely,

new solutions fully automated and without the neé@ continuous

monitoring of human operators, are not invasive @t be acceptable
in a home system. Automating the detection of §icamt events by

means of cameras requires the use of computenvisahniques able
to extract objects from the scene, characterize tived their behavior,
and detect the occurrence of significant eventsples safety at home
can be monitored by computer vision systems thsihpgua single

static camera for each room, detect human preseraik peoples

motion, interpret behavior, assess dangerous mitigatcompletely

automatically and allow efficient on-demand remmianection. Since
the features required by these systems are alwayisimg, general

purpose techniques are preferable to ad-hoc sohitio

1.4.3.People Tracking in Video Surveillance

Review the majority of relevant work directly in eth
correspondent chapter. In this section, we willu®oon famous
generic video surveillance systems proposed inliteeature only.
Some noteworthy prototypes of CV-based people tngclkystems
have been developed in the last decade, espetialhe U.S.A., and
funded by DARPA (Defence Advanced Research Projagisncy)
programs. One of the pioneering systems of peoatking is Pfinder
(“Person Finder”) [20], developed at MIT Media Lalbtsat employs
the Maximum A Posteriori (MAP) probability modets detect human
body in 2D image planes, especially in indoor scaime famous W4
(“What, Where, When, Who") system developed at @rsity of
Maryland, is able to detect multiple people in th&doors and to
analyze body silhouette for inferring people’s wtyi [21]. VSAM
(Video Surveillance And Monitoring), developed ar@egie Mellon
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University, was a big project of cooperative maktimera surveillance
applied in the University campus [22]. Similar rasdh has been
carried out in private US research Labs: at IBM ¢imoup of People
Vision Project [23] proposed new solutions for agup@ce-based
tracking, also in cluttered indoor environmentstha& Siemens labs, in
the Imaging and Visualization Department [24] tivstfformulation

of tracking based on mean-shift techniques wasddfiin order to
follow also body parts in crowded environments.Huarope, since
1996, the group of Prof. Blake at Oxford universiyoposed

Condensation (Conditional Density Propagation) [2pjproach to
track moving objects also from moving cameras.

Many European projects were funded for video sllareie
which includes Advisor and Avitrack. At the Imagd&lbaboratory in
Italy the Sakbot (Statistical And Knowledge-Baseljgot Tracker)
system [17] has been developed to detect and tpadple and
vehicles using an approach which is robust to @ichs and shadows.
It has been used in projects in collaboration withiversity of
California at San Diego [26] for security and witBuropean
companies in the area of intelligent transportatgystems [27].
Nowadays, many consolidated techniques have bestedtefor
tracking single people from single fixed camerasd gpossibly
extracting body information, if the camera is phda an adequate
position to have enough resolution for the bodypshalherefore,
many researches worldwide are now focusing onibligeed cameras
and multi-modal acquisition, such as fixed and mgwan-tilt-zoom
(PTZ) cameras. Hu et al. [28] report a good surekynulti-camera
surveillance systems. Mubarak Shah at Universitysofith Florida
[29] proposed an approach for learning geometiicrmation for
consistent labeling or spatially coherent labeli®@], i.e. to maintain
the identification of a person and its trajectottyarw he/she is moving
from the field of view of a camera to the one obthier camera, by
means of homographic geometrical reconstruction. ifproved
approach has been defined also by the NPD partites. approach
exploits both homography on the ground plane amgbégr geometry,
by using the automatically-extracted feet and tleadh position,
respectively [31]. This allows the tracking and agidbiguation of
groups of people in areas covered by multiple camerhe use of
active (PTZ) cameras to acquire high-resolutiongesaof portions of
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the scene or to follow (and “keep in the scenet@nesting people has
been proposed recently in the literature [32]. @8 topic, the NPD

partner has been on the frontier by being firsptopose a system
based on a single PTZ camera [33].

1.5. Overhead Camera and Side-view Camera

Solutions using fixed cameras that use standardgema
processing techniques can be separated into tvas.typ the first, an
overhead camera that contains “virtual gaits” t@ints the number
of people crossing a pre-determined area is usekarlg,
segmentation of a group of people into individuglshecessary for
this purpose [34]. The second type attempts to tcpedestrians using
people detection and crowd segmentation algorithmghe overhead
camera scenario, many difficulties that arise wididitional side-view
surveillance systems are rarely present. For ex@ngplerhead views
of crowds are more easily segmented, since thergkay/ space
between each person, whereas the same scenarioafrsigte-view
angle could be incorrectly segmented as one camimwbject. When
strictly counting people, some surveillance cameses placed at
bottlenecked entrance points where, at most ongopegit any given
time, is crossing some pre-determined boundaryh(gsca security
checkpoint or an access gate at a subway termiAalpotential
drawback is that overhead views are prone to tngckirrors across
several cameras (unless two cameras are operatistelieo), since
human descriptors for overhead views are only ididor a small
number of pedestrians [35], using multiple camenamsy further
complicate crowd counting. In the cases where tvead surveillance
views are not available, side-view cameras musused to count
people, and the multiple problems associated vhih view (such as
crowd segmentation and occlusion) come into playthle case of
crowd segmentation, some solutions that have begpoped include
shape indexing, face detection, skin color, andand86],[ 38].

Most of these methods rely heavily on image qualitg frame
rate for accurate results. Shape indexing and glaiors are
considered robust to poor video quality, while motiand face
detection are most dependent on video quality. @owh is another
problem, since all or part of a person may be mddem view. Some
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techniques try to mitigate this issue by detectimly heads [37] or
omega-shaped regions formed by heads and sho(B#3rs

1.6. Proposed new approach using Side-view Camera

This thesis proposes a method to automatically tpassersby
by recording images using virtual, vertical meamast lines. The
process of recognizing a passerby is performedgusin image
sequence obtained from a USB camera placed ineavialv position.
While different types of cameras work from threffedent viewpoints
(overhead, front, and side views), the earlier psgg methods were
not applicable to the widely installed side-viewneaas selected for
this work.

This new approach uses a side view camera thatl face
solved new challenges:

1. two passersby walking in close proximity to eadheot at
the same time, and in the same direction as shown i
Figure 1(a);

2. two passersby moving simultaneously in opposite
directions as shown in Fig. 1(b);

3. a passerby moving in a line followed by anothenmnore,
in quick succession as shown in Fig. 1(c).

(@) (b) (€)

Fig. 1 : Examples of passersby image with a siee camera

In this study, space-time image is representingtiime as a
pixel distance which is used to support the albaritto achieve the
accurate counting. The human regions treated usiegpasserby
segmentation process. The system is fixing aut@alitito select the
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best matching which determine passerby directiah speed. In the
experiment, the camera is installed on the lefé ©iflthe room near
the entrance. The experimental results verify tifiecgveness of the
presented method. In other words, every persondstected by the
proposed method and the passerby record image lisecty
generated. Moreover, an additional and significastlt was that the
number of people passing the camera was succgsgéitrmined and
counted.

1.7. Organization of the Thesis

This thesis is contents five chapters, in this tdapan
introduction of the people counting process andodhiction of
computer vision and video surveillance. Chapter isv@n overview of
the related work in counting, detecting and tragkipeople also
contains summary of some earlier approaches. Chéptee is the
heart of this thesis which contains the proposqaarh of counting
people using space-time images divided into sulmsecand discusses
each in details. Chapter four shows the experimentdetails and
express the results based on the experiments lasta@md images.
Chapter five is the conclusion and some future wdéok the
development on people counting.
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CHAPTER 2
RELATED WORK

Recently, real-time people flow estimation can leeyvuseful
information for several applications like securitgr people
management such as pedestrian traffic managemetauosts flow
estimation. The use of video cameras to track amahtc peoples
increased considerably in the past few years dubdmdvancement
of image processing algorithms and computers' t@olgy. This
chapter outlines the main approaches consideretiansolution of
people tracking and counting. The focus is putelated work in the
individual fields of background modeling, peopletettion, space-
time image and tracking as well as combined app@&acDuring the
literature research, it was noted that extensiveearh were
conducted in the fields of people detection andkiray both from
static and from mobile platforms. In either setstigtic or mobile, the
choice and combination of approaches strongly dépen the
scenario.

Beside approaches combining vision with auxilisggsors [39],
[40] there are various approaches to people detecnd tracking
using monocular vision. The static camera set-ufh vespect to the
scene, allows foreground segmentation by using aferred
background model. Monocular approaches using baadkgk
modeling typically have problems with sudden illmation changes,
ghost effects, partial occlusions, and people reimgiin the same
position for a long time. There are even severara@gches that apply
shadow suppression [41], [42] in order to overcothese ghost
effects, however struggle with occlusions and [@edocalization of
people in the scene.

In order to better deal with illumination changesglusions and
allowing more robust and precise localization obgde in the scene,
people detection and tracking system are increBsibgsed on
disparity maps. Including disparity/ depth inforroat makes it easier
to segment an image into objects (distinguishingpfee from their
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shadows) and produces more accurate localizatirniation for
tracking people. Hence, the use of stereo camergsebple detection
and tracking has been exploited [43], [44], [45}6] in order to
present a relatively inexpensive, compact solutibat is easy to
calibrate and set up.

2.1. People Detection and People Tracking

A number of surveillance scenarios require the aete and
tracking of people. Although person detection andnting systems
arecommerciallyavailable today, there is need for further redeéoc
address the challenges of real world scenaMideo surveillance
systems seek to automatically identify events tdrgst in a variety of
situations. Example applications include intrusgtetection, activity
monitoring, and pedestrian counting. The capabibfy extracting
moving objects from a video sequence is a fundaahetd crucial
problem of these vision systems.

2.1.1. People Detection

The key challenges in people detection can be suinedaby
the following points:

» The appearance of people yields high variabifitpose, texture,
and size range. In addition, people can carry diffeobjects and
wear different clothes.

» People must be identified in public transportatscenarios, which
includes a wide range of illumination, fast chamgihghting
conditions (entering a tunnel, sudden direct sim)jijghat decrease
the quality of sensed information ( poor contrakgdows).

 Interclass occlusions (people standing close aoheother or
partially occluding each other) and appearancénédontext of
cluttered background.

» People must be detected in highly dynamic scesiase motion is
generally very high shortly before approaching dndng stops.

» Appearance at different viewing angles resultingoerspective
distortion.
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Some of the above key challenges can be overcome by
foreground segmentation. Foreground segmentati¢ps lte neglect
image regions corresponding to background and henlgefeeding a
list of ROIs (Region of Interest) to the detectrandule that are likely
to contain people. A large scale survey on pedastietection carried
out by D. Geronimo et al. [47] yields a compreheastomparison
and points out key differences between wide rangespeople
detection approaches.

Investigating several people detection approachas be
classier in two groups. The first group includesegal image based
people detection methods that classify the ROIspasson or
nonperson with the aim to minimize the number d&ddegositive and
false negative detections. The second group insludetection
methods that do not classify foreground ROIs asq@eror non-
person; however, yield valid people detection mssulnder the
assumption that foreground objects are people. dpgsed by D.
Geronimo et al. [47] the image-based people deteatnethods for
person or non-person classification can be broatilyded into
silhouette matching and appearance.

Silhouette matching. B. Wu and R. Nevatia [48]gose a
novel approach to detect partially occluded petyylenatching small
chamfer segments and combining the results withrabgbilistic
voting scheme. A disparity template matching methas proposed
by D. Beymer and K. Konolige [44] that downscalesefjround
disparities according to their dominant disparigluie and matches
small binary person templates.

Appearance. These methods define a space of inesjarés
(also known as descriptors), and a classifierasméd by using ROISs,
known to contain examples (people) and counterel@npnon-
people). Another established human classificatiochesie s
Histograms of Oriented Gradients (HOGs) by N. Daladl B. Triggs
[49]. HOGs utilize features similar to SIFT [50]ateres, where
gradients of an image region are computed anduatieet divided into
orientation bins. The authors propose to use ali@ipport Vector
Machine (SVM) learning method.
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The second groups, including non-classification edi&bn
methods, yield valid people detection results unither assumption
that foreground objects are people. T. Darrelll.efd®] propose plan-
view analysis, which consists of projecting foragrd points onto a
ground plane and of grouping the projected point®aling to model
assumptions. S. Bahadori et al. [43] apply thisyplew analysis in
their approach to refine foreground segmentationl @ompute
observations for tracking.

2.1.2. People Tracking

As pointed out above, people tracking using stesoeras has
been exploited [43], [44], [45], [46] in many apgations. The purpose
of tracking is to avoid false detections over tiavel making useful
inferences about people's behavior (e.g. walkimgction). In order
to track people over subsequent input frames in pghesence of
temporary occlusions, it is necessary to have aemofithe tracked
people. Several models for people tracking have loeseloped [51],
[52], including color histograms and color temp$ate addition to 3D
size restrictions. Most of the above applicatiopglya a Kalman filter
[53] framework using constant velocity models. Eacking multiple
objects in 3D (using cues on silhouette, textunel, stereo), Giebel et
al. [54] use particle filtering. Particle filtersrea widely used in
tracking [55], [56]. Both types of filters, howeyeely on a first order
Markov assumption, and hence, carry the dangerrifting away
from the correct target. Research on detectiormromwded scenes has
led to coupled detection-tracking approaches, whidre information
between both stages instead of treating the infoomasequentially
[57].

2.2. Surveillance Applications

In this context of video surveillance, most of tmphasis is
devoted to techniques capable of execution in tieed-on standard
computing platforms and with low cost off-the-shattmeras.
Additionally, in indoor surveillance of people’'s Hmvior the
techniques must cope with problems of robustnedsrarability: for
instance, in videos acquired with a fixed camerage tvisual
appearance of a person is often cluttered and ayygeld with home
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furniture, other people, and so on. We will introdusome of the
video surveillance application in the next subsei

2.2.1.Human Behavior Analysis

Emerging technologies can offer a very interestiagtribution
in improving the quality of life of people stayirag home or working
indoors. Most of these techniques and the relatgstems are
converging in the new discipline of Ambient Intgnce that includes
ubiquitous computer systems, intelligent sensoriofys remote
control, tele-healthcare, video surveillance andynather pervasive
infrastructure components. One important goal @&séhsystems is
human behavior analysis, especially for safety pseg: non invasive
techniques, such as those based on processingsvatempired with
distributed camera, enable us to extract knowledgrit the presence
and the behavior of people in a given environmetent research in
computer vision on people surveillance jointly witksearch in
efficient remote multimedia access makes feasiblecomplex
framework where people in the home can be monitorateir daily
activities in a fully automatic way, therefore tdl agreement with
privacy policies.

There are many reference surveys in the field ofdu motion
capture (HMC) and Human behavior analysis (HBAJ),ifistance, the
ones by Cedras and Shah [58], Gavrila [58], Agghamal Cai [59],
and Moeslund and Granum [60], or more recently, §vanal. [61].
The basic aim of these models and algorithms iextoact suitable
features of the motion and the visual appearanc@eoiple (e.g.,
shape, edges, or texture), in order to classify sewbgnize their
behavior. Many works employ a precise reconstractd the body
model in order to detect the motion of each parthefbody. This is
normally done for virtual reality and computer dnags application
with people moving in structured environments [62].

2.2.2.Classify Trajectory Based Human Behavior

In surveillance, people are normally not collaltios they are
moving in cluttered scenes interacting each othand with objects,
people carrying packs or sitting on a bench, arel abquisition is
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usually done with large-FOV cameras (resultingmmages acquired
with low resolution). In such cases, useful featutbat can be
analyzed are the people’s trajectory and the clangenotion status
and direction. For this reason, there is a growaggarch activity in
trajectory analysis. For instance, in [63] classifion of vehicle

trajectory is done in order to extract abnormajet®ories. In [64]

Abstract Hidden Markov Models are exploited to igptiae special
trajectories and monitor special behaviors in irdaceas. In [65]

trajectories of people walking in outdoor are repreed by graphs,
and trajectory comparison is done by means of gragithing. Some
works as [66] deal with single interaction betwgeaiirs of trajectories
and typically refer to very simple interactionsdstas the “follow”, or

“approach-talkcontinue together”) or divergenceypical paths. All

these techniques are employed to classify a giragactory as being
significant (abnormal) or normal and, based on,thigscribe the
people’s behavior. Richer information can be exgadrom persons’
appearance, posture and gait.

In recognizing behavior based on a person’s shage fare two
main approaches. The static one is concerned \piiad data, one
frame at a time, and compares pre-stored informafguch as
templates) with the current image. The goal ofistegcognition is
mainly to recognize various postures, e.g., poinfév],[68], standing
and sitting [69]. The second type of approachesdysmamic
recognition where here temporal characteristicenofiing target are
used to represent its behavior. Typically, simpb#ivities such as
walking are used as the test scenarios. Both lod l@gh level
information is used. Low-level recognition is based spatio-
temporal data without much processing, for instaspatio-temporal
templates [68],[70] and motion templates [71]. Higtel recognition
are based on pose estimated data and include siteauatching [72],
HMMs [73],[74] and neural networks [75]. In the Woof [73] the
idea of representing motion data by “movements’milsir to
phonemes in speech recognition) is suggested. €hmbles to
compose a complex activity (“word”) out of a simpseries of
movements (“phonemes”). An HMM is used to clas#iiee different
categories: running, walking and skipping. Thisetypf high level
symbolic representation is also used in [68] whmiatically build a
“behavior alphabet” (a behavior is similar to a rment) and model
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each behavior using an HMM. The alphabet is usectléssify
different types of actions in a simple virtual rgalgame and to
distinguish between the playing style of differesntbjects. Another
successful application of this symbolic approachnisrecognizing
signed-language [74].

2.2.3.Tracking Human Body in 3D Model

Recently an increasing number of computer visiajegts deal
with detection and tracking of human posture ad.wel exhaustive
review of proposals addressing this field was emitby Moeslund and
Granum in [60], where about 130 papers are sumsthriand
classified according with several taxonomies. Thestyre
classification systems proposed in the past catifflerentiated by the
more or less extensive use of a 2D or 3D modehefiuman body
[60]. In accordance with this, we can classify molsthem into two
basic approaches to the problem. From one sidee systems (like
Pfinder [20] or W4 [76]) use a direct approach &ade the analysis
on a detailed human body model: an effective exampl the
Cardboard Model [77]. In many of these cases, aremental predict-
update method is used, retrieving information fremery body part.
Many systems use complex 3D models, and requireiapand
expensive equipment, such as 3D trinocular systgi®s 3D laser
scanners [79], thermal cameras [80], or multipldewi cameras to
extract 3D voxels [81]. Due to the need for realetiperformance and
low cost systems, we discarded complex and/or 3pemrsive
solutions. In addition, these are often too comstch to the human
body model, resulting in unreliable behaviors ia tdase of occlusions
and perspective distortion, that are very common clattered,
relatively small, environments like a room.

A second way consists in an indirect approach tvagnever
the monitoring of single body parts is not necessaxploits less, but
more robust, information about the body. Most oénthextract a
minimal set of low level features exploited in mowr less
sophisticated classifiers. One frequent exampléhésuse of neural
networks, as in [82],[83]. However, the use of NMgents several
drawbacks due to scale dependency and unrelialmlityhe case of
occlusions. Another interesting example of thissles the analysis of
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AC-DCT coefficients in the MPEG compressed dom&ul[ this has
proven to be also insensitive to illumination ches\gout the reported
examples only classify different standing postu(esth different
pointing gestures), while we are interested insifgmg very different
postures, such as standing up and laying on tloe. flBventually, in
[85], a Universal EigenSpace approach is proposed: presents
insensitivity to clothing, but it assumes that mao$tthe possible
postures (with most of the possible occlusionsehasen learned, and
this is far from being realizable.

Another large class of approaches are based onrhsithauette
analysis. The work of Fujiyoshi et. Al. [86] uses synthetic
representation (Star Skeleton) composed by outbmsbdary points.
A similar approach is proposed in [87] where a slal is extracted
from the blob by means of morphological operaticarsd then
processed using a HMM framework. This approachery ypromising
and has the unique characteristic of also clasgfyhe motion type,
but it is very sensitive to segmentation errors amgarticular to
occlusions. Moreover, no scaling algorithm to rem@erspective
distortion is proposed making this approach unbdadior our target
application.

Another approach based on silhouette analysis psried in
[88],[89] where a 2D complex model of the human Yol matched
with the current silhouette by genetic algorithrirs.addition to the
problems of segmentation errors and occlusions, dpproach also
suffers from dependency of the model on the view76], Haritaoglu
et al. add to W4 framework some techniques for hubwly analysis
using only information about the silhouette andhtindary. They
first use hierarchical classification in main aret@dary postures,
processing vertical and horizontal projection hgstons from the
body’s silhouette. Then, they locate body partsta silhouette
boundary’s corners.

2.2.4.Detecting and Counting Peoplein Surveillance
Applications

In [90], foreground segmentation is supposed tonfleenced
only by noise or light. It brings up a particulaadkground model to
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fix the problem. Yuk et al. [91] develop the heamhtour detection
process to detect the object which has head cantanuot painted the
trajectories. Elgammal et al. [92] present a prdlstic framework for
tracking regions based on their appearance. Buzaln [83] propose a
system that tracks moving objects in a video datssas to extract a
representation of the objects’ 3D trajectories.[94], Porikli et al.
propose the representation of trajectory using dndiflarkov model.
Liu et al. [95] consider that the person detectdod counting systems
are commercially available today, and the focushefr work is the
segmentation of groups of people into individu&is[96], Zhao et al.
present a real time system to count human beingsimgathrough a
doorway. They use the characteristic of LAB colpacse and local
features of moving targets to track the human ately. Rittscher et
al. [97] propose an algorithm based on partitionsngiven set of
image features using a likelihood function thgbasameterized on the
shape and location of potential individuals in $keene.

Terada et al. creates a system that can determaople
direction movement and so count people as theysaogirtual line
[98]. The advantages of this method is it avoids firoblem of
occlusion when groups of people pass through tineecas field of
view. To determine the direction of people, a spgane image is
used. Like Terada et al, Beymer and Konolige aks® stereo-vision
in people tracking [99]. Their system uses contusudracking and
detection to handle people occlusion. Template haseking is able
to drop detection of people as they become occlugladinating false
positives in tracking. Using multiple cameras imprdhe resolution
of occlusion problem. But the problem is the neechave a good
calibration of two cameras (when 3D reconstrucitoused).

Hashimoto et al. resolve the problem of people tagrusing a
specialized imaging system designed by themselwesnd IR
sensitive ceramics, mechanical chopping parts dRdransparent
lenses) [100]. The system uses background sulmiradt create
“thermal” images (place more or less importanceededmg of the
regions of the image; Region of Interest) thataaralyzed in a second
time. They developed an array based system thdd count persons
at a rate of 95%. So their system is extremely @telbut with certain
conditions. In order to work in good conditionsg thystem requires a
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distance of at least 10 cm between passing peopestinguish them
and thus to count them as two separate persons.sy$tem also
shows some problem in counting with large moveméms arms
and legs. So this system will be not so appropriateommercial
centre because of the high density traffic whenpfee@ntering or
exiting. In fact, most of the time, person comesupermarkets with
their family so make a close group of people whishthe most
difficult problem to resolve for counting peoplestsm.

Another method of separation of people from a bemkgd
image is used by Schofield et al. [101]. The entsackground
segmentation algorithm is done by simulating a alenetworks5 and
uses a dynamically adjusted spacing algorithm ideorto solve
occlusions. But because of the reduce speed ofaheetwork, the
algorithm only deal with counting people in a sfiecimage. This
paper is just an approach of how resolve peoplatoay by using
neural networks. Tracking people is not considered.

As simple and effective approach, Sexton et al. siswlified
segmentation algorithm [102]. They test their syst@ a Parisian
railway station and get error rate ranging 1% té020 heir system
uses a background subtraction to isolate peopta thee background.
The background image (reference frame) is congtampidated to
improve the segmentation and reduce the effect iglfitihg or
environment modification. The tracking algorithmsisnply done by
matching the resulting blobs, given by the backgtbwsubtraction
process, with the closest centroids6. Means tleatrdcking operation
is operated frame to frame and the label of thé bésulting with the
current frame is the same that the blob resultiridy Whe previous
frames which has the closest centroid. In ordemvtoid the majority
of occlusions, an overhead video camera is used.

2.3. Methods Based Background Modeling

Different methods for background modeling and uppdghave
been proposed. Depending on the approach to baakgnmodeling
and model updating, we can divide into two clasalfbn directions.
The first classification direction includes approes on how to model
the background using depth information. Statistmalblels have been
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widely used, either in the form of single Gaussifl{33], [104] or
mixture of Gaussians [105], [106]. The choice of thodel mostly
depends on the kind of scenario in which the appba runs. Single
Gaussian models are not adequate in environmerits agtuating
background or scenarios that do not allow backgitooference of the
empty scene. In addition to the purely depth/ dispédased
background modeling methods, many combined appesacire
proposed including intensity, edge, or motion infation [107], [43].
These combined approaches have been proven técot\a.

Secondly, we look at the approaches to correctlgate the
background model. In our scenario of having a purstatic
background inside trains, adaptively of the backgm model does
not need to be considered. By purely static baakglpwe understand
that all furniture and interior objects are mountedh fixed position
and are not displaced over time. However it is wotéhy that in
general background modeling approaches it is nape$s implement
a method that is adaptive to dynamic changes inbthekground
model. A basic adaptive model can be achieved bwtaiaing the
status of the background (mean and variance at giaeh for single
Gaussian models) and updating this status witlctineent observation
[104]. Kalman filtering is used [108], [109] to aete adaptively by
tracking samples over time for each pixel. In amage; a trade-off
between false positives due to foreground objeutsgrated in the
background model and the reactivity of the model abapt to
background changes must always be considered.

2.4. Counting using crowd Segmentation Technique

Liu et al. present in [110] a tracking based apghoto count
people. They use a combination of foreground detectcrowd
segmentation and tracking. The persons are cowvtied they cross a
“virtual” gate. The advantage of this system isttih can really detect
where people are going as opposed to just declibmgmany persons
are present. The algorithm presented is not onpliggble to human
tracking, but can be extended to other classesedls The downside
of the approach is that it heavily depends on faregd detection and
does not detect humans by a sophisticated modebyioreground
blobs of human proportions. There are some problemsed by
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foreground segmentation. First of all, shadowsaddiren also detected
as foreground. Second, a person can be split ierakemot connected
blobs. Multiple persons in close proximity form obg foreground
cluster. The system tries to solve this problemusyng a crowd
segmentation technique. This works, when the alusteomposed by
only few persons. But when strong occlusions aesgmt or the crowd
gets large it fails, since it uses cues based gesdf the foreground
map.

The two most important steps of the system arerduking and
the model based segmentation, described in thewly sections.
The tracker follows the persons and uses the segiream algorithm
in case the persons clutter. Virtual gates arenddfiin the picture.
These virtual gates can for example be lines, Ba more complex
geometric forms. When a person crosses such aaligate, it is
counted.

The Tracker The tracker uses an adaptive appearbased
approach. Here a color model and a probabilityefcery pixel in the
model to belong to the foreground are adaptivebingd. This
information is used to refine the information paed by the
foreground segmentation to make a measurement ef cthrrent
location of the person. If a measurement is inelpsximity to the
prediction, it is set as the new location of thespa. To overcome the
negative effects clutter has on the tracking, ldayeground regions
and regions with a close proximity of persons amevérded to the
segmentation process.

The Model Based Segmentation Features are extrhetsztl on
the foreground segmentation. These features acktas#etect cliques
which represent a person. Now a large set of hyiadd persons is
available. A combination is searched that assigith deature to at
most one person. To find the combination with tlggest likelihood,
the EM algorithm is employed.

2.5. Real Time People Tracking System for Security

Real-time people flow information is very usefulusce for
security application as well as people managemsctt as pedestrian
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traffic management, tourist flows estimation. Tack and count
moving people is considered important for the effeecurity or the
marketing research. Many of such measurementstidreasried out
on manual works of persons. Therefore it is necgssadevelop the
automatic method of counting the passing people.

Several attempts have been made to track pedesti&eygen
and Pingali [111] introduced a system in which thedestrian
silhouette is extracted and tracked. The systens fianreal-time,
however, the algorithm is too heavy to track mangople
simultaneously and cannot deal well with temporamgclusion.
Masoud and Papanikolo poulos [112] developed atia& system in
which pedestrians were modeled as rectangular gateith a certain
dynamic behavior. The system had robustness unaialpor full
occlusions of pedestrians by estimating pedespaiameters. Rossi
and Bozzoli [113] avoided the occlusion problem ragunting the
camera vertically in their system in order to tracid count passing
people in a corridor, but assumed that people ehterscene along
only two directions (top and bottom side of the gmp Terada [4]
proposed a counting method which segmented the muetgon and
road region by using the three dimensional datainbtl from a stereo
camera. However, this system also assumed onlylsimpvement of
pedestrians.

Segen and Pingali concentrate on image processiteg a
segmentation [114]. A standard background algoritismused to
determine the different regions of interest. Theneach of those
areas, the algorithm identifies and tracks featbets/een frames. All
the paths of each feature is stored and represennotion of person
during all the process. Then, by using those padlesalgorithm can
easily determine how many people crossed a virinal and the
direction of this crossing. This system does ndl deth occlusion
problems and can be reduce in performance if tiseadot of persons
in the field of the video camera. In fact, the gattlata will be big
which will complicate the calculation of intersextibetween the line
and all the paths. Haritaoglu and Flickner adopaaother method to
resolve the problem of real time tracking of peddl#&5]. In order to
segment silhouettes from the background, they a@hdos use a
background subtraction based with color and intgrdi pixel values.
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Those information’s will help to classify all thexpls in the image.
Three classifications are used : foreground, bamkyt and shadow.
Then all the pixels classified as foreground makéemnt regions.
These entire foreground groups are then segmentedindividual
people by using 2 different motion constraintseasgdoral and global.
In order to track these individuals, the algorithses an appearance
model based on colour and edge densities.

Matsuyama, Wada, Habe and Tanahashi [116] propmsedl-
time people counting system with a single camerasézurity inside
the building. The camera is hung from the ceilifigh® gate so that
the image data of the passing people are not fulgrlapped. The
implemented system recognizes people movement al@r@us
directions. To track people even when their images partially
overlapped, the proposed system estimates andsteabbunding box
enclosing each person in the tracking region. Thpraimated
convex hull of each individual in the tracking arsaobtained to
provide more accurate tracking information.

2.6. Multi-target Tracking Systems

When designing a tracking based counting systen, s
primary designing a multitarget tracker. The tradkas to be able to
track varying number of targets. Yet it suffersnfrproblems arising
due to person interaction and occlusion. Persoerantion and
occlusions are big problems for tracking algorithrhecause they
imply a strong dependency of the individual targefhese
dependencies are too costly to calculate exadilys tan efficiently
calculable solution has to be found. In this secteome systems are
presented and their capabilities are described. Jygtems of special
interest for this diploma thesis are then descrihadore detail.

In case of multiple, non-labeled measurements ptbblem of
data association is important. When the targetlase both in space
and appearance, it is not an easy task to assotmeright
measurement to the right tracker. Reids Multiplgoéthesis Tracker
(MHT) [117] and the joint probabilistic data assamn filter
(JPDAF) [118],[119] handle this problem. While tMHT can deal
with a changing number of targets, the number ofets in the
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JPDAF remains fixed. These methods are not usablthé purposes
of this thesis, because their runtime increase®rexmial with the
number of targets. The probability hypothesis dgndPHD) filter
first developed by Mahler in [120] retains the joimature of the
multiple target tracking and models the appearamckdisappearance
of targets directly in the filter as opposed toupesordinate process.
The resulting filter is the multi-target equivaletot a constant-gain
Kalman filter. The resulting equations are still t nefficiently
computable. For that reason, implementations apmabe the PHD,
for example using particle filters [121]. Althoutire PHD models the
multitarget problem principled and efficient, theobplem is coarsely
approximated by utilizing the constant-gain Kalnfidgter. In [122], a
probabilistic exclusion principle is presented, evhprevents persons
from occupying the same space. Additionally, thehteque of
partitioned sampling is introduced in this workhtandle the occlusion
problem. Partition sampling decomposes the jointcsire of the
occlusion problem. If it is for example known thatget A occludes
target B, first the configuration for target A da@ calculated and later
used to infer the configuration for target B. Th@lgem with this
approach is that it assumes that the spatial bligtan of two targets is
known. But in practice, one could have two hypodisefor target A,
one in the front and one in the back of the pictuvkile target B
stands in between. Now the decomposition as sug)ést partitioned
sampling is not possible anymore.

In [123] Yu et al. developed a filter using PairevidMarkov
Random Fields (PMRFs) to avoid coalescence of rdiffie targets.
Coalescence means that two trackers lock on the gamget. This
phenomenon occurs, when two similar looking targ&sd very near
to each other. To avoid coalescence, PMRFs modé&iwipa
interactions between two targets. This interactoam for example
prevent two persons from occupying the same spabat way,
coalescence can be prevented.

2.7. Detection and Tracking of Multiple Humans

In [124] Wu et al. present an interesting approfchtracking
multiple humans. They use a part-based detectdetdify humans. If
possible, the new detections are simply matchedsitoilar old
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detections. If this fails, a mean shift based teadk 25] is employed
to find the person. This system and its predecess{l26] are the
only systems known to the author evaluated on A¥IER dataset.

The advantage of this system is that it can hapdiéally occluded

humans (both inter-person and inter-scene) byzirgi part-based
detectors. Their edgelet feature provides a roluescription of

human. Another advantage is that by utilizing aestd the art human
detector, they can discriminate humans and non-hanighe biggest
drawback of the presented approach is the inaltdityope with fully

occluded persons. The system divides into two phirss a part-based
detection is performed. Then the detection resuksused to reliably
track humans.

Part-based Detection The part-based detector deselm this
work uses edgelets as features. An edgelet isah shape feature, that
should detect the silhouette of a human. Exampleslines and
circles. These edgelets are weak classifiers, wiaieh used in a
boosting method [127] to train a cascade-of-reysctd@hat way,
several classifiers are trained, as visualized. &ogry body part
several views are trained. These views share tie saot node in the
cascade-of-rejectors, making the computation mficent.

The full body part and the head-shoulder detecterused to
find hypotheses for humans in the image. Then tnsotand legs
detectors are used to scan in the region of thgpetlheses. Now
combined responses are formed, which “fuse” togeplaet detectors
belonging to the same human: the hypotheses formtimeans are
analyzed to see whether there are other part-desestipporting the
hypotheses or not. To account for occlusions, augency map is
built from the hypotheses which marks occluded bpdsts with do
not care. Then a Bayesian approach is chosen dotlie best fitting
mapping given the image observation. That way,efakarms and
false negatives can be filtered out and the s@dalicombined
responses” from the part-based trackers are built.

Tracking Based on Detections In the first stag&ratking, the
detection results are matched to the existing &ecKThis is done by
defining an affinity measure which regards positisize and color
appearance. The persons are matched to the daetadtiothe biggest
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affinity. Potential tracks are initialized everyng a detection has not
been matched to a tracker. The potential track®rbeca confident
trajectory, if they have been matched to detedora certain amount
of time. The amount of time needed is determinedhayaffinity of
the match and the probability for consecutive fatseasurements.
Track deletion is done in a similar way.

At every time-step, persons are tracked by matchimg
detections to the existing trajectories. When faits, a mean shift
tracker is used to track the parts individually. eTIprobability
distribution tracked by the mean shift trackerasnposed of the color
based appearance model; a Kalman based dynamicl andethe
detection confidence. To improve the performancéhefprobability
from the appearance model, principal componentyaisaPCA) is
used to model shape constraints.

2.8. Counting People using Video Cameras

In the past years there has been a bulk of reseawdk in the
area of image processing with the objective of iolotg more
accurate and reliable people-count estimationsindmtive solution
to the problem of estimating the size of a crow@amimage will be,
literally, to obtain a head count. While this wolble a tedious, but yet
feasible, task for a human it certainly is a difficproblem for an
automatic system. That is exactly the problem &atkhs in [128],
where wavelets are used to extract head-shapedrdésafrom the
image. Further processing uses a support vectohimato correctly
classify the feature as a “head” or “something "ebsed applies a
perspective transform to account for the distammcéhe camera. A
similar idea is used in [129], where a face detecfirogram is used to
determine the person count. Unfortunately, as pdinbut by its
authors, this method is affected by the angle efwat which the
faces are exposed to the camera. Additionally, esagvhere a
person’s back is only visible will result in a posstimation as well.
Another approach has been suggested in [130]ms & obtain an
estimation of the crowd density, not the exact neimt people. It
requires a reference image—where no people aremreas order to
determine the foreground pixels in a new imageingls layer neural
network is fed with the features extracted from tieev image (edge
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count and densities of the background and croweaob) and the
hybrid global learning algorithm is used to obtairefined estimation
of the crowd density.

The reconstruction of 3D information from stere@age pairs is
one of the key problems in computer vision and ienagalysis. A
variety of algorithms have been proposed for thisppse. These
algorithms can be divided into four method categmrdepending on
their strategy of solving the correspondence prabl&he first
category includes area-based methods [131], [18P33], that
correlate image patches by comparing local sintjlameasures.
These methods assume constant disparities withen ctirrelation
image patch and thus, yield incorrect results g@thdeiscontinuities,
which lead to blurred object boundaries. Howevleseé methods
allow real-time disparity calculation. The seconeétinod category
includes feature-based methods [134], [135] thatkenauise of
characteristic image features based on cornersdgese The third
category includes phase-based methods [136], [MTi;h estimate
displacements via the phase in the Fourier domdaime fourth
category includes energy-based techniques [13&89][1[140] that
aim to minimize variation formulations. These methdhen penalize
deviations from data and smoothness constraintssaell to infer a
global optimum.

Damian and Valery compare different classificatadgorithms
for estimating the number of people in an imageaioled from a video
surveillance camera. This approach differs fromvimes works in
that we do not attempt to obtain and count spebt#atures from the
images (head shaped objects in [128] or faces 28])1 We just
exploit the correlation between the percentageooédround pixels
and the number of people in an image [141].

Tesei et al. use image segmentation and memoradk people
and handle occlusions [142]. In order to highligdgions of interests
(blobs3), the system uses background subtractibrcohsists to
subtract a reference frame (background image puslyiocompute)
from the current frame and then threshold it (digorithm will be
more detailed in the analysis section). Using festuisuch as blob
area, height and width, bounding box area, perimetean gray level,
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the blobs are tracked from frame to frame. By memuy all this
features over time, the algorithm cans resolveptioblem of merging
and separating of blobs that occurs from occlusianfact, when
blobs merge during occlusion a new blob is creatll other features
but the idea of this algorithm is that in this néleb, it stores the
blobs' features which form it. So when the bloljzasate themselves,
the algorithm cans assigned their original lab€&hls system doesn't
resolve all the problems but it's a good idea ameksdhot request a lot
of computing operations.

Shio and Sklanksy try to improve the backgroundrsagation
algorithm (detect people occlusion) by simulatihg human vision
more particularly the effect of perceptual grougifi@43]. First, the
algorithm calculates an estimation of the motioonfrconsecutive
frames (frames differencing is more detailed in amalysis section)
and use this data to help the background subtrachigorithm
(segment people from the background) and try tceerdehe the
boundary between closer persons (when occlusiogsirec make
boundaries to separate people by using frame diftang
information). This segmentation uses a probaksligtbject model
which has some information like width, height, diten of motion
and a merging/splitting step like this seen beftrevas found that
using an object model is a good improvement for gegmentation
and a possible way to resolve the occlusions pnoblBut using
perceptual grouping is totally ineffective in soiauations like, for
example, a group of people moving in the same tlmecat speed
almost equals.

2.9. Crowd Modeling for Survelllance

A people tracking system cans be used for othepsicapions
not necessarily just for counting people. For examihese systems
can be extended for security application. In facteal-time people
tracking system provides enough information in otdemake a good
video surveillance. Detect strange behaviors ofpfeedlike violent
gesture, fight or running people) and store the$ermation’s on a
database [144]. This type of system cans be vetgrasting for
storekeeper or supermarket. Another applicatiofoismarketing. It
can analyze the behaviors of clients and make aeimi. For
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example, measure the impact of an advertisementaalification in
the arrangement. Determine the period and placgoofli and bad
influence. Moreover, we also hope to find out wbelhavior-oriented
state the crowd is in, i.e. states representingtbed. This work has
potential for applications in different areas of @veryday life. First
of all, it can be applied to intelligent surveil@nsystems in security
agencies. In pieces such as banks, airports, psipliares and casinos,
the crowds should be monitored for detection ofcayal behaviors.
Secondly, this research will enhance the intelligdavel of
transportation systems in areas such as evacuatiowd guidance,
etc. The understanding of crowd distributions aratioms will make
crowd control easier and more skillful. The schedwf public
transportation vehicles such as trains and busedeaoptimized to
provide larger load. Thirdly, for the tourism ages; crowd modeling
and monitoring technology can be employed and &urtimproved to
optimize the controlling and guiding tourists fldar safety, comfort,
and protection of resources.

Gary Conrad and Richard Johnsonbaugh simplify thiree
people counting process by using an overhead cafitgparmits to
greatly reduce the problem of occlusions) [145].aloid the problem
of light modification, they use consecutive frandiféerencing instead
of using background subtraction. To limit compuwati their
algorithm reduces the working space in a small wnaf the full
scene perpendicular to the flow traffic. At any ejivtime, their
algorithm is able to determine the number of peopl¢he window
and the direction of travel by using the centrerass in each little
images of the window. With a quick and simple aitdpon, they
obtained very good results and achieved a 95,6%racyg rate over
7491 people.

2.10. Counting People without People Modelsor Tracking
in Crowd Monitoring

Chan et al. [147] presents a non tracking basedoapp to
count large numbers of people and to distinguistviich directions
they are walking. To achieve this, first the crowdseparated into
groups with different motions using the mixturedynamic textures
model [148]. Then for each region a set of simpladres is extracted
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which are afterwards classified by a Gaussian Bs¢#49]. One

advantage of this system is, that it is privacyspreing because no
separation of single persons takes place in tresifieation process. It
can deal with a large number of pedestrians, lttwnside again is,
that no counting with respect to "who went wherat be performed.
However, this may be solved by simply tracking diféerent regions.

Tracking regions instead of persons has the adgantiaat a large
number of persons can be summarized in one regesujting in a

lower computational effort. The problem might bettmegions can

merge and split. Another problem of the presentggr@ach is that

both the mixture of dynamic textures model and@aeissian Process
have to be learned.

First, the picture is split into regions of diffetedirection using
the mixture of dynamic textures model. This moddearned with the
Expectation Maximization (EM) [150] algorithm ansl described in
detail in [148]. Before the feature extraction ¢ake place, the effects
of perspective must be considered. If not, clodgeas have more
influence because they are bigger. To reduce ttiecte a simple
approach is chosen to generate an approximate qutingp map. The
pixels are now weighted according to the distanefrmation
provided by this map. Afterwards 28 features ateagked, which can
be classified as segment features (e.g., the notaber of pixels in
the segment), internal edge features (e.g., thed tatmber of edge
pixels in the segment) and texture features (&@.homogeneity of
the texture at different angles).

People have different appearances depending on wadking
direction. Thus for each walking direction a sef@faaussian Process
has to be trained to map feature output to crowe.sihe kernel
function for the Gaussian Process is modeled bpeal and a RBF
kernel. It was chosen because normally the featsinesild linearly
correspond to crowd size, but some nonlinearitese alue to various
reasons like occlusion, segmentation errors andcirspawithin a
segment [147].
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2.11. Summary of Earlier Approachesfor People Counting
and Tracking

Accurate people detection can increase managenfiarierscy
in public transportation by marking areas with higbngestion or
signaling areas that need more attention. Estimatib crowds in
underground transit systems can be used to giveepgsers a good
estimate of the waiting time in a queue. Multipddusions to automate
the crowd-counting process have been proposedjdimg solutions
from a moving platform (such as a camera on a pLS)] that
analyze the optic flow generated from the movingects as well as
the moving platform. Researchers have identifiemvcr counting to
be often highly-sensitive to training data [152h which cases
algorithms or crowd density classifiers [153] vglieatly benefit from
having a realistic and robust training dataset. Neshniques for
creating human crowd scenes are continuously beiegeloped,
especially due to the growing demand from the nmotmcture
industry [154]. Simulated crowds have been widelyded in many
application domains, including emergency respoidss] and large-
scale panic situation modeling [156], [157]; pehapnulated crowds
[158] or flow models could also potentially offeisual surveillance
researchers a new way to efficiently generate itrgirdata. An
analysis of some earlier approaches for peopletoau@and tracking
can be seen in table 1 and tabl§®.0Outdoor, R: Real time, C: Crowed]

Table 1 analysis of some earlier approaches foplpecounting and

tracking
Author | Yr | Behaviors dataset R | C | Ref .
Lengveni| 13 | passenger | 214 passengers , used|Y | N |[159]
S counting in| a video image where 3
public different people were
transport boarding the bus one
by one

Terada | 09| counting an average of 3B8N|Y |N|[160]
passersby, persons passed by
generating during the daytime, o
passerby line  detect using
record images internet camera

=]

Xi 09 | counting dataset of more thary [N |Y | [15]
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people, facel60 potential people
detection trajectories
Li 08 | crowd classifier training 1755Y | N [38]
counting positive samples af
32x32px, and 906 far
testing. counting
testing 12 minutes qof
video
Dong 07 | people 2 videos, the overally |Y [36]
counting, detection rate was
crowd density| found to be 94.25%.
Harasse| 07 counting camera on the bus, \i4 [161]
people from a
video stream
in a noisy|
environment
Ke 07 | picking up| 20 minutes of videq,Y|Y [162]
object, 160x120px
waiving,
pushing
elevator
button
Rabaud | 06| crowd density] 900 320x240px/ | N [163]
images, and 1000
640x480px images
Rahmalan| 06 | crowd 150 200x200px Y | N [152]
counting training and 75 testing
Images
Wu 06 | people 70 320x240px images (W [153]
counting,
crowd density
Liu 05 |virtual gate 1 10 minute video NN [34]
crowd
counting,
proximity to
tracks
Reisman| 04 | crowd 320x240px video fromY | Y [151]
detection mobile platform
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Table 2 Efficiency, feature and resulté some earlier approaches for
people counting and tracking

Ref. | Feature Results
[151] | Optic flow No empirical analysis, the systém
can reliably detect crowd at
distances of up to 70 meters
[152] | Grey Level TIOCM (novel) is compared with
Dependency Matrix |MFD and GLDM (see right).
(GLDM), Minkowsky | Accuracy for TIOCM reported as
Fractal Dimensions | approx. 86% (based on chart),
(MFD), Translation | compared to approx. 35% for MFD,
Invariant Orthonormal and approx. 80% for GLDM.
Chebyshev Moments| Results based on morning and
(TIOCM) afternoon conditions. One operating
point is used, and no false alarm
rates given.
[153] | Statistical methodsTotal error is less than 12%. No FP
(Grey Level| rate is reported
Dependency Matrix,
GLDM)
[34] | Motion, Blob’s color| Only visual sample results, no
position, shape, andempirical analysis
trajectory
[161] | skin color model A 85% counting success rae
achieved compared to the real count,
False positives were caused by some
arms being counted
[36] | Silhouettes of Confusion matrix and Receiver
connected blobs,Operating Characteristic  Curve
Fourier descriptors, | given. Overall accuracy reported |as
94.25%
[38] | Histogram of orientedShown by Receiver Operating
gradients Characteristic Curve analysis
[163] | Feature tracking basedverage error ranges from 6.3%/|to
on KLT, connectivity] 22%. No FP rates reported.
graphs
[162] | Spatiotemporal shapé&hown by Precision and Recall

contours, optical flow

graph, one for each event detecte
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[15]

people

counting Approach displays an accuracy r

approach based oup to 93%.

ate

es
or
to
yht
W,

face detection,
Kalman filter with
kernel based tracking
algorithm

[160] | Space-time image | The automatically recorded imag
five the center coincided with manual selection f
of gravity, the positionabout 94% of the total , dropped
of the person’s head82% in just one case when sunlig
the brightness, entered from an eastern windo
the size, and shape (dising Internet camera
the person
characteristics

[159] | Method Based OpABIMD method allowed achievin

Intensity  Maximum
Detection [ABIMD]

an increased 90%

accuracy but this method on
worked properly when a single
person was present
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CHAPTER 3

COUNTING PEOPLE

3.1. Introduction

Security and security-related topics have recamitgived much
attention, particularly national, personal, Intérn@formation, and
banking security. Abraham Maslow’s Hierarchy of NeeTheory
provides a possible explanation for the abidingeriedt in security
matters [164]. According to Maslow, after the mobhsic
physiological needs are satisfied (the need forfaad, and water, for
example), human attention shifts to concerns oétgadnd security:
protection from the natural elements, order, lavg stability.

Within the multi-faceted field of security, manyhstars have
investigated video surveillance technology. Thestnologies have a
wide range of applications in both restricted anpero areas.
Surveillance systems can provide extra protectoorigmilies, homes,
and businesses [165] [166]. Advances in objeckingchave made it
possible to obtain the spatiotemporal motion ttajes of moving
objects from videos and use that data to analyzeplex events.
Moving-object tracking includes accurately countipgople, an
important task performed by automatic surveillagggtems.

According to the Japanese National Police AgencyPAN
many types of violent crimes have increased ancdrbecserious
problems for numerous institutions and commerciatas [3].
Therefore, observing people’s movements for praecand security
have become important for these commercial aredscampanies,
and counting people supports this goal [160]. Mweepaccurately
counting people improves business results by atalyranalyzing its
performance. As management consultant Peter Druszidr “If you
can’'t measure it, you can’t manage it.” [2]. Howevmany such
measurements are still performed manually [4]. &fwee, it is
necessary to develop an automatic method to cassimgy people.
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3.2. People Counting Systems Based on I mage Processing

People counting systems have numerous implications
business world. It could be used to: identify tHeeas of a new
competitor, adjust the rental rate according to dotual density of
human traffic, evaluate the success of the aatwviof marketing and
renovations, and confirm the success of the orgéinizs promotions
and other marketing activities or to get a snapsifidhe activity for
each area or each shop. Organizations, interasteouinting, could be
museums, shops, airports and shopping centers.

There are two main methods for counting people: anual
method or an automatic one. Manual counting isqgoeréd by an
auditor sitting in the entrance to count peopleking in front of him,
or her. Such a human counters can achieve a goetldé accuracy
when few people enter and exit the organizatiothat same time.
However, they lose their reliability over time amdhen the ins and
outs are many. We could then face all kinds of huragors: the
numbers are incorrect, entering people are couasetkaving ones
(and vice versa) by mistake; Auditors forget toratneir colleagues,
etc. It is nearly impossible to accomplish thisktde perfection
through manual auditors. Besides, costs associatéd manual
counting are very difficult to control as it reqesra lot of labor and
time if we want to keep an acceptable level of dgtality.
Additionally, manual counts should be entered miyuao a system
if it is needed to be processed and analyzed.

On the other hand, most of these deficiencies cbalthandled
through automatic people counting systems. In saghtems,
counting is performed through many approaches anwamgh is a
real-time image processing approach, where a \cdemera is used to
capture video sequences of crossing people andrtedpem to a
software package for being processed and intehr8igch an image-
processing- based system could, not only handlepthenentioned
deficiencies of a manual counting system, but plswide the many
advantages shown below:

* It is not affected by the number of people enteondeaving at the
same time or the number of consecutive hours spesetrvice
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Timeliness. Image processing greatly accelerates wlork
traditionally done for photo interpretation becauge is
automated and therefore reproducible.

Repeated and tedious work. This work (geometrigexbion,
calibration, database management,..) are oftemculiff if not
impossible, to be achieved manually.

Possibility of repeating the analysis and integien. Human
interpretation (i.e. photo interpretation) is oftedious, time
consuming, costly, and very difficult to reproduce.

Makes Image interpretation an operator indepengentess.
While the interpretation of the same image by savhuman
photo interpreters often produces very differesuls, because
humans do not have the same sensitivity to coloyaiext of
scanned objects, etc.

Quantification. A major advantage of image proaggss to
provide quantified information:

» Dimensions (area, perimeter, etc..) of all or pafrtan
image (i.e., number of pixels), to form a digitalmanual
delineation.

» Chemical concentrations through the  spectral
characteristics of objects in the image.

» Physical quantities (roughness, etc.) and opficgperties
such as reflectance.

Capability of easily manipulating images and charigeir

veracity

People are counted as they cross a virtual difgitaland thus
avoiding the occlusion problem that happens whencdimera's
field of view is passed by groups of people.

Counting of several persons while crossing a alrtime in the

same or opposite direction.

Higher speed acquisition allows for dynamic proesst be
observed in real time, or stored for later playbaok analysis.
When combined with a high image resolution, it cgmerate
vast quantities of raw data.

Performs relatively well in situations where tramhtal people
counting systems fail: such as crowds moving outiror
simultaneously.

Allowing for more functionality at low additional osts,
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therefore making them more cost effective.

* Providing a directional counting which gives anraxdimension
to the collected data as it enables us to know how are
visitors spend in the organization.

* Such systems are usually scalable so that it cbaldasily
updated according to the progress in image prowgss
techniques

» Allows for monitoring people on a regular and naterrupted
basis (i.e., day-round and year-round) under alhtiver and
lighting conditions.

 The ability to store and post-process images wi@ibBsed
software packages enables for re-examining the iqursly
obtained data, compare them with more recently yoed
images, and optimize them.

« Management of several buildings at a time througbrdralized
database where an easy access to statistics of buiding is
available in different time intervals (daily, mohtlor yearly).

 The possibility of expanding the area over whicladare
collected by processing data from more than onescam

 Invisibility to customers and visitors

3.3. TheProposed Algorithm Overview

The first step in proposed algorithm is acquirihg frame from
the camera. The next step in the people countiggrithm is very
important called preprocessing step which conteméskground
subtraction, removing noise and establish the foeasurement lines.
After that movement detection is the key-point foe algorithm to
start generate the space-time images. Then trediuman pixel area
via segmentation process. The next step is perfyrthe template
matching to determine direction and speed. Finathynt according to
the direction and number of passing people. Thersatic flow chart
for the proposed algorithm is shown as Fig.2. Mdetails for the
algorithm steps are discussed on the following sediions.

52



A

Frame accusation

Preprocessing

Movement
detection

Space-time image generation

v
Segmentation process

v
Template matching (RGB, YUV and YIQ)

v
Determine direction and speed

\ 4

Counting process

Fig.2: The flow of the proposed algorithm scheme.

3.4. Frame Acquisition

Frames are captured continuously by a camera ledtalt a
surveillance site. The surveillance camera is cot@teto a personal
computer to acquire the image data. Image datasdgysby, from the
time they enter the frame until they exit the frarmee extracted from
the acquired image series. Fig.3 shows an examplamage
sequences captured by the camera. The 320 x 240 ipiages are
captured by the camera as bitmaps. The image @analot by a USB
camera at an average of 17 frames per second.r&ges in Fig.3
were acquired via a camera installed on the ldi sf the room near
the entrance. In Fig.3 (a), a person enters thendraone and
movement is detected by the algorithm. In Fig.3 {me passerby is
crossing in front of the camera. In Fig.3 (c), twassersby are
walking in close proximity to each other, at thensatime, and in the
same direction. In Fig.3 (d), two passersby areingpgimultaneously
in opposite directions.
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Fig.3: Frames acquired using the surveillance canfa) and (b) show a
single person passing; (c) and (d) show differeat®les of two persons
passing.

3.5. Image Preprocessing

Using regular surveillance cameras to count visiiatroduces
some consequential problems. The video feed aajumem the
cameras show an exact image of the environmentimogmstances.
For example, infrared cameras do not give riseheosame problem
since anything but heat sources (such as humagd)damfiltered out.
Because of this all images must be processed bbking analyzed.
Processing the image involves removing all excesdiata from the
iImage such as background and noise. After proags¢saimage one
will have an image which clearly shows only theefynound of the
image.

Possible detections of passersby are extracted thenframe
using a preprocessing stage to generate spacettimages. The
algorithm employs the following steps to detect smoent:

* The first step is to construct a static image toubed as a
static background image. This image can be acqugd
capturing a frame without any motion. Moreover, ithage is
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then used as a background reference in order tainobt
subsequent images, via pixel subtraction. Aftetrsiching the
background reference, the remaining pixels reptgsessible
detection of motion in the frame; this subtractmocess is
continuous for each frame.

« The second step of pre-processing is removing oieerfrom
the frame by applying a specific morphological €fit a
labelling based lookup table, which is used to resnany
irrelevant small areas. Therefore, the noise cabgddhting
and the color of clothing is reduced

The images in fig. 4 showthe pre-processing stepsg. 4(c)
image depicts a passerby walking to exit the dvoorder to extract
the foreground of the person in the image, the gpaxind image in
fig. 4(b) must be prepared. When the backgrounkinmwvn can be
used the background subtraction algorithms to rembeg background
from the image. The algorithms can also be twedkezkclude some
sorts of foreground objects, such as shadows, ftenimage. The
second step is removing noise on top of the imagé= image in fig.
4(c) shows the foreground objects, often refereedd blobs. In this
image there is only one blob showing, the persoithvivas walking
in front of the camera. In the passersby countimg foreground
image, or blob image, shows any objects which mibweugh the
frame. In order to count one has to analyses thlesband track each
individual through the frame. It is therefore vithht the background
subtraction algorithms return as accurate blob @sag possible, so
that all steps of the visitor counting are perfodngerrectly.

(c)
Fig. 4: the resulted image after the pre-processieg that contains
background subtraction and removing noise.(a)iotiggnal captured
iImage (b)is the background image (c) is the redulhage
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3.6. Measurement Line Characteristics

To represent and establish the measurement lioas,vertical
lines are set in the image, each line is two pixel&idth.(Whenever
the line is wide, the size of the passerby appeape wide, inside the
space-time image, and the magnitude of the humesl-@rea is
represented with a larger amount of pixels.). Twdhe four lines,
“middle lines,” are in the middle of the image. Ttveo remaining
lines, “outer lines,” are located to the left andte right of the middle
lines. The measurement lines used in this studglaoen as in Fig.5.
The position of the lines is precisely selected,onder to clearly
determine the movement directions. A separate aokg is
prepared, from the static background image, forheak the four
measurement lines. The data contained insideotlvetfvo-pixel-wide
measurement lines will be used to generate spaseHnages.

hiiddle limas

5 A

Chuter lines
Fig.5: The measurement lines used to generatgtwedime image

3.7. Motion Detection

In video surveillance, motion detection refershie tapability of
the surveillance system to detect motion and capthe events.
Motion detection is usually a software-based maimtp algorithm
which, when it detects motions will signal the silance camera to
begin capturing the event; also called activityedgbn. An advanced
motion detection surveillance system can analyeetype of motion
to see if it warrants an alarm. After subtractiragle frame from the
background to extract the foreground pixels, a eshrcomponent
operator applied to the result image for clustertngextract the
moving objects and also removed the small area@hoi
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3.8. Generating Space-Time Images

As discussed, in the previous subsection, humaronggare
extracted from the captured images using backgrsubtiaction, and
noise suppression via a labeling filter. Virtualaserement lines are
superimposed on the original frame in order to iobdameasurement-
line image. Space-time image generating from a ovidequences
recorded by video camera. The recorded sequences lmaited
spatial and temporal resolution. Their limited tefons are due to
the space-time imaging process, which can be thoofghs a process
of blurring followed by sampling in time and in gea

By repeating the process of recording measurenmeatiinage,
and arranging measurement line images together thigh x-axis
(time) and the y-axis (space), a space-time imagproduced. An
example of how space-time images are generateldoisrsin Fig.6.
After subtracting the static background from eaemie, if a motion is
detected the measurement lines of the current iraegeaptured; the
corresponding static background measurement lifesn the
preprocessing stage, are likewise continuously raated. The
resulting difference of the subtraction process cintinuously
recorded on the space-time image.

A space-time image contains data for all passers#yen a
passerby moves left or right the resulting imagehined. Since the
measurement line are vertical, movement of pasgeeske seen
moving through the measurement lines in a horizattaction. This
causes the shape of the passersby to also appaarentical position
in the space-time image. = When labeling is &gblo the space-time
image for shape extraction purposes, human obgactde identified
as shown in fig.7. The space-time image is reptexgihe shape of
the human region. Fig.7 representsample of result of the space-time
Fig.7 @) the color space-time image after generdfiigg7 (b) the resulted
image after applied labeling to extract human dbjec
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ﬁ'ﬂ t17 Original images

Measurements
line images

Line backpround
mage

P P
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0 t ] t
Time-spaceimage forleftline Time-spaceimage forrightline

Fig.6: Space-time images generation accordingddithe.

(b)
Fig.7: sample of result of the space-time (a) fhee-time image after
generating (b) the result image when labeling #iad to extract human

objects

After generating the space-time image the systezatdrthe
passerby as one single component, without spegifiyidividual body
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parts which influences the counting results. Thaeefa segmentation
process is applied to the passerby in order to nasse the
disconnected components into a recognizable huimapesby using a
process of labeling.

3.9. Segmentation

Image segmentation is a fundamental process in nraaye,
video, and computer vision applications. It is pftesed to partition an
image into separate regions, which ideally corradpto different
real-world objects. It is a critical step towardsntent analysis and
image understanding. Extensive research has bee@ itlocreating
many different approaches and algorithms for imaggmentation,
but it is still difficult to assess whether one @ithm produces more
accurate segmentations than another, whether foba particular
image or set of images, or more generally, for ale/klass of images.

3.9.1. Threshold based segmentation

Thresholding is probably the most frequently ussthhique to
segment an image [167][168]. The thresholding dpmras a grey
value remapping operation g defined by:

(0 if v<t
9(”)‘{1 if v>t

Where v represents a grey value, and t is the hblésvalue.
Thresholding maps a grey-valued image to a binagge. After the
thresholding operation, the image has been segohemt® two
segments, identified by the pixel values 0 and &%peetively
[169],[170]. If we have an image which containsghti objects on a
dark background, thresholding can be used to segtmemmage fig.8.
Since in many types of images the grey values ¢éabd are very
different from the background value, thresholdisgoiften a well-
suited method to segment an image into objectdankiground. If the
objects are not overlapping, then we can createparate segment
from each object by running a labeling algorithmtba thresholded
binary image, thus assigning a unique pixel vatueach object.
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Fig.8: Example of segmentation by thresholding ti@nleft, an original
image with bright objects on a dark background esholding using an
appropriate threshold segments the image into tsogw background

Many methods exist to select a suitable threshaldev for a
segmentation task. Perhaps the most common methdoa set the
threshold value interactively [171][172]; the useanipulating the
value and reviewing the thresholding result until satisfying
segmentation has been obtained. The histogramtén @ valuable
tool in establishing a suitable threshold value.

3.9.2. Segmentation of the Passer by

One of the difficulties for the segmentation altjam is the
background noise that sometime produces differamntties of
connected components for the same passerby [1&thUBe, inside
the space-time image, the shape of each passefga®p almost
identical, it is necessary to sometimes assemiel@pipropriate shape
of each passerby via segmentation. Additionallyis tiproblem
influences the template matching process: accyratetching the
passersby. Template matching is discussed in metail.d This
problem also affects the magnitude and size ohthrean pixels area.

To solve the problem mentioned in the previous graah, the
method calculates and counts the connected comfsotiet represent
the same passerby with a different labeling objElis assigns all the
connected components the same labeling numbemisncase, the
passerby is represented as one component. Theiopost the
passerby is vertical. Thus the system search, tberoconnected
components of the passerby, which is also vertacad is located
between the left and right boundaries of the pmv@nted connected
components. Fig.9 shows the passerby shape befode after
segmentation process with the color space-time émag
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(b)

| |
H

(€) (d)
Fig.9: The passerby shape before and after segtimenpsocess: (a) the
original image (b) the original color space-timeage. (c) before
segmentation process. (d) after segmentation pgoces

3.10.Color Spaces

A color space is a method by which we can specifgate and
visualize color. As humans, we may define a colortb attributes of
brightness, hue and colorfulness [177],[187]. A pater may
describe a color using the amounts of red, greehbdue phosphor
emission required to match a color. A printing presay produce a
specific color in terms of the reflectance and abaoce of cyan,
magenta, yellow and black inks on the printing pH®],[180]. A
color is thus usually specified using three co-oatits, or parameters.
These parameters describe the position of the euliiin the color
space being used. They do not tell us what ther ¢ésJdhat depends
on what color space is being used.

Different color spaces are better for different laggpions, for
example some equipment has limiting factors thetiate the size and
type of color space that can be used. Some colacesp are
perceptually linear; a 10 unit change in stimululé pvoduce the same
change in perception wherever it is applied. Mamyoic spaces,
particularly in computer graphics, are not linearthis way [182].
Some color spaces are intuitive to use, it is dasythe user to
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navigate within them and creating desired colorselatively easy.

Other spaces are confusing for the user with paesevith abstract
relationships to the perceived color. Finally, soocmdor spaces are
tied to a specific piece of equipment while othes equally valid on
whatever device they are used.

3.10.1. RGB Color Space

The RGB color model is an additive color model ihieh red,
green and blue light is added together in varioagsato reproduce a
broad array of colors. The main purpose of the RGIBr model is for
the sensing, representation, and display of imageslectronic
systems, such as televisions and computers [183B],[1A color is
represented by 3 components, corresponding to thlative
proportions of the display primaries required todarce it fig.10 and
table 3. Although easy to implement it is nonlinesith visual
perception. However, RGB is not very efficient wheealing with
difficult color images. All three RGB componentsedeo be of equal
bandwidth to generate any color within the RGB caiabe. Also
processing an image in the RGB color space is lysnat the most
efficient method.

Magenta

Blue

Black

Yellow

Green

Fig.10 The RGB color space cube
Table 3 The RGB color space cube bars

Range white Black Red Green Blue Yellow Magenta arCy
R 0 to 255 255 0 255 0 0 255 255 0
G 0 to 255 255 0 0 255 0 255 0 25%
B 0 to 255 255 0 0 0 255 0 255 254
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3.10.2. YUV Color Space

YUV is a color space typically used as part of docamage
pipeline. It encodes a color image or video takmgnan perception
into account, allowing reduced bandwidth for chnoamce
components, thereby typically enabling transmissiemors or
compression artifacts to be more efficiently maskgdthe human
perception than using a RGB-representation [1830]1O0ther color
spaces have similar properties, and the main retsanplement or
investigate properties of YUV would be for interfag with analog or
digital television or photographic equipment thahforms to certain
YUV standards by the following equation (1):

Y =0299%XxR+0587xG+0.114 X B
U=-0.147XR—-0.289x G+ 0436 X B + 128 (1)
V=0615xR—-0515%xG —0.100 x B + 128

3.10.3. YIQ Color Space

The Y component represents the luma informatiomw, ianthe
only component used by black-and-white televisieceivers. | and Q
represent the chrominance information[186],[182]YUYV, the U and
V components can be thought of as X and Y coordsatithin the
color space. For digital RGB values with range db®55, Y has a
range of 0 to 255, | has a range of -152 to +152Q@rhas a range of -
134 to +134. | and Q can be thought of as a sepaif axes on the
same graph, rotated 33°; therefore IQ and UV represlifferent
coordinate systems on the same plane. The YIQmyisténtended to
take advantage of human color-response charaatserigt80]. The
RGB to YIQ conversion is defined as formula (2):

[ =0596 xR —-0.275Xx G —0.321 X B + 128
Q=0212XxR—-0532xG+0311xB + 128

Or we can uséormula (3) or formula (4)

I (33) sin(33)
[Q]::[g é][f:51(33) 522(33) [3] (3)

Y =0.299 X R+ 0.587 X G + 0.114 X B }
()
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R=Y+0.956x I +0.621 x Q
G=Y—0272x1—0647 X Q (4)
B=Y—1107 x I +1.704 x Q

3.11. Template M atching

Template matching is conceptually a simple procéssneed to
match a template to an image, where the templaesish image that
contains the shape we are trying to find. Accorlyingre centre the
template on an image point and count up how mangtgon the
template matched those in the image [187]. Thequoxe is repeated
for the entire image, and the point that led to iest match, the
maximum count, is deemed to be the point wherestiage (given by
the template) lies within the image.

3.11.1. Template Matching Technique

Template matching is a technique in digital imagecpssing
for finding small parts of an image which matcheanplate image. It
can be used in manufacturing as a part of quabtytrol, a way to
navigate a mobile robot, or as a way to detect £dgeimages.
Template matching can be subdivided between tworcagpes:
feature-based and template-based matching [18&]. féature-based
approach uses the features of the search and tempiage, such as
edges or corners, as the primary match-measuririgcsi¢o find the
best matching location of the template in the seuntage[189]. The
template-based, or global, approach, uses theeetgmplate, with
generally a sum-comparing metric (using SAD, SSDoss
correlation, etc.) that determines the best looaby testing all or a
sample of the viable test locations within the skamage that the
template image may match up to.

3.11.2. Feature-based Approach

If the template image has strong features, a fediased
approach may be considered; the approach may fpuabver useful if
the match in the search image might be transformedme fashion.
Since this approach does not consider the entwétthe template
image, it can be more computationally efficient wheorking with
source images of larger resolution, as the altemmaapproach,
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template-based, may require searching potentiallgel amounts of
points in order to determine the best matchingtlonfl90].

3.11.3. Template-based Approach

For templates without strong features, or for wkies bulk of
the template image constitutes the matching imagemplate-based
approach may be effective. As aforementioned, siao®late-based
template matching may potentially require sampbhg large number
of points, it is possible to reduce the number ahgling points by
reducing the resolution of the search and temasges by the same
factor and performing the operation on the restuldaavnsized images
(multi resolution, or pyramid, image processingpding a search
window of data points within the search image sat the template
does not have to search every viable data poind, @mbination of
both[189].

3.11.4. Template-based M atching and Convolution

A basic method of template matching uses a conwoluhask
(template), tailored to a specific feature of tearsh image, which we
want to detect. This technique can be easily peréoron grey images
or edge images. The convolution output will be ksthat places
where the image structure matches the mask stajctunere large
image values get multiplied by large mask valu€9[1192].

This method is normally implemented by first pidkiout a part
of the search image to use as a template: We allitlee search image
S(x, y), where (X, y) represent the coordinateath pixel in the
search image. We will call the template T(x t, y where (xt, yt)
represent the coordinates of each pixel in the ka®mpWe then
simply move the center (or the origin) of the teat@IT(x t, y t) over
each (x, y) point in the search image and calculetesum of products
between the coefficients in S(x, y) and T(xt, y¢¥epothe whole area
spanned by the template[193]. As all possible pwsst of the
template with respect to the search image are deresd, the position
with the highest score is the best position. Theghod is sometimes
referred to as 'Linear Spatial Filtering' and tkenplate is called a
filter mask.
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For example, one way to handle translation problemsnages,
using template matching is to compare the intersitf the pixels,
using the SAD (Sum of absolute differences) meafL@6]. A pixel
in the search image with coordinates (xs, ys) h&énsity Is(xs, ys)
and a pixel in the template with coordinates (X), lyas intensity
It(xt,yt). Thus the absolute difference in the pixaensities is defined
as Diff(xs, ys, x t, y t) = | Is(xs, ys) — It(xt}) |.

Trows Tcols

SAD(x,y) = Z Z Diff(x+ i,y +j,i,)

i=0 j=0

The mathematical representation of the idea aboapihg
through the pixels in the search image as we @émshe origin of the
template at every pixel and take the SAD measutteei$ollowing:

Srows Scols

Sows and Sos denote the rows and the columns of the search
image and F.s and T.s denote the rows and the columns of the
template image, respectively [190],[193]. In thiethod the lowest
SAD score gives the estimate for the best posmiotemplate within
the search image. The method is simple to impleraedtunderstand,
but it is one of the slowest methods.

3.11.5. Overview of the Problem

In general, the binary image is used to perform plate
matching, because it is fast. However, accurateljchaing more than
one passerby appearing in the same space-time imsagéficult
because of the problem of mismatching. For exampbhen using the
binary image, the shapes of the passersby areynieamtical. This
contributes to the problem of mismatching. In ttaese, when dealing
with more than one passerby, using color space asadRGB, YUV,
and YIQ is better for accurate matching. Detail®udbthese three
space colors are discussed.
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3.11.6. Optimal Match

[Note: This section introduces two acronyms: MPDr fo
measured pixel-distance and TPD for template-magchesulting
pixel-distance.] A match can be achieved by trgatime area of a
passerby as a template image taken from the |eftlsvimeasurement
line of the space-time image and then performimgptate matching.
When two shapes are detected in the space-timeeinfioy an
example, see Fig. 9), the pixel-distance betweentyo shapes is
measured (MPD). The template matching processdiffesent space
colors (RGB or YUV), as shown in Fig. 11, and tlbsuit covers the
whole, or part of, the passerby’s shape. The lab#tle shape can then
be identified by reviewing the labeling lookup tlaind detecting old
labels inside the matching result area. After daeiieing the labels of
the two shapes, the pixel-distance between thadswlting shapes in
the same space-time image is likewise measured XT@€&@mparing
the MPD and TPD then yields the optimal match.

v
Passerby’s templaimage

A 4
Template matching performed using RGB sg

MPD # TPC

Template matching performed using YUV space color

MPD # TPC

Template matching performed using YIQ sp

\4
Continue to the next st «—

MD: Measured pixel-distance between the two shapes.
TD: Measured pixel-distance between the two tereptadtching result shapes.

Fig. 11. Optimal match flowchart



3.12. Detection of the Direction of the Passer shy

To determine the direction of passersby, two sp@eceimages,
one for each middle measurement line, are useddiBieénce between
the two middle measurement lines needs to be cereld A passerby
completely crosses one middle measurement linerdelimssing the
second. The distance between the middle measurefiresd is
sufficient to detect the direction of at least greemal walking step.
Therefore, measuring the difference between thegohg’'s position
in the two space-time images can determine thetibire of motion.

After template matching, a match can be achievede T
passerby’s exact position can be determined byyappthe labeling
concepts in the reference table to the resultintcimaComparing the
left position of the passerby in the both spacestimages shows the
person’s direction, as illustrated in Fig. 12. Usthe passerby’s exact
position to detect the direction produces more @teuresults than
using the passerby’s matching position.

Space-time image for leftline

v

 J

0 t
Space-time image for right line

Fig. 12. direction detection using Space-time image
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3.13.Head Position

Since the measurement lines are vertical, passenstive
horizontally through the measurement lines, causiregr shape to
appear vertically in the space-time image, as @sed. Dividing the
passerby’s shape into three equal parts and takmgppermost part
as the passerby detects the position of the heaghawn in Fig. 13(b)
and (c). Therefore, the position of the passerthgad is detected
twice, once by each middle measurement lines in gfh&ce-time
image.

3.14. Time Deter mination

The difference between the passerby’s positionghen two
space-time images is used to determine the direcidhe passerby.
Since the x-axis represents time, this differene@ be used to
calculate the elapsed time. The calculated timeudh, is not the
precise elapsed time, which is needed; without dberect elapsed
time, the speed calculation will be inaccuratetHis case, the exact
elapsed time can be calculated by using the véderster of the body
position. The center of the body position can bleutated using the
head position. The difference between the centkithe passerby’s
body position in the two space-time images is dated in pixels.
Since each measurement line is 2 pixels wide, tihreber of frames
can be counted. As a result, multiplying the framae by the number
of frames yields the precise elapsed time.

3.15. Measurement of the Speed of the Passer by

To determine speed, the two middle measuremend kpace-
time images are used. The distance between themmeigsured
manually in centimeters, as shown in Fig. 13(ak Calculation of the
elapsed time is discussed later. After calculatimg precise elapsed
time, dividing the distance by the elapsed timddgighe passerby’s
speed.
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d(cm) —

(@) (b) (€)
Fig. 13. Speed calculation with (a) the distanceé(om); (b) and (c)
represent the passerby’s head.

3.16. Human-pixel Area

The human-pixel area is the number of pixels teptesent the
magnitude of the passerby’s shape in the space-tnage. Four
important factors influence the size and magnitafléhe passerby’s
shape (human-pixel area): the measurement linehwigasserby
segmentation, frame rate, and speed of the passAsbyliscussed
passerby segmentation and the width of the measmehmes are
influence the human-pixel area. Using different regkes, the
following discussion focuses on the influence of fhame rate and
passerby’s speed.

= Frame rate: As illustrated in the following cagée, influence of
the frame rate on the human-pixel area can be widekVhen
using a slow frame rate to acquire the frame, tss@rby appears
to be thin inside the space-time image, and a samtunt of
pixels represents the magnitude of the human-@seh. On the
other hand, when using a high frame rate to acdoedrame, the
passerby appears to be wide, and a large amourixefs
represents the magnitude of the human-pixel area.

» Speed: When the frame rate is constant, the infliesf the
passerby’s speed on the human-pixel area can agyctdserved
clearly. When a passerby’s speed is high (fasg, ghsserby
appears thin inside the space-time image, and #mgmitude of
the human-pixel area is represented with a smaleount of
pixels than used to represent a passerby walking abrmal
speed. On the other hand, when a passerby’s spesddw, the
passerby appears to be wide inside the space-tiage, and the
magnitude of the human-pixel area is represented avilarger
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amount of pixels than used to represent a passeatiing at a
normal speed.

3.17. Pixel-speed Ratio

The human-pixel area is counted, and then the gassespeed
determined. Multiplying the human-pixel area by tgeed of the
passerby generates the pixel-speed ratio (R),@srsim equation 3:

R = human — pixel area X passerby speed (3)

3.18.Counting Process

This section discusses in detail the counting meder different
situations: (1) one or two passersby moving ingame direction, (2)
two passersby moving in opposite directions, (3) ane passerby
followed by another. Fig. 14 provides an overviefvtle counting
process algorithm. As noted earlier, the directgpeed, and human-
pixels area are determined first, and then eackeplag is counted
based on the direction of movement. The followiegti®ns explain
the counting process for each situation.

3.18..1. Counting Passer shy Walking in the Same Direction

When two passersby walk in close proximity, at shene time,
and in the same direction, their combined shapeagpo be wide in
the space-time image, and the magnitude of humesl-@rea is
represented with a large amount of pixels. Thigasion is similar to
that of one passerby passing at a slow speedsessdied. Therefore,
using only the passerby’s shape, it is difficultdetermine whether
there are one or two passersby. Therefore, a tatidistinguish
between single and multiple shapes is needed.
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v

Two connected
components

M easur e the pixel-distance between the two
components in the four space-time images,
and then calculate the aver age distance.

Average distance
(distance)D,,

<H

Two passersby in a line are followed by
another, or more, in quick succession.

'

MLSTI: Middle-measurement line space-time image.
OLSTI: Outer-measurement line space-time image.

Fig. 14. Counting processing algorithm.
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3.18..2. Counting Using the Pixel-speed Ratio

The pixel-speed ratio can determine whether thpesisof one
or two passersby. If the average value of the natithe two middle-
measurement line space-time images is more tharvahe of the
threshold chosen after many experiments (set &05i® this work),
the system detects two passersby walking in theesdirection;
otherwise, the system detects one passerby figribther words,

, {< threshold  one passerby
if > threshold  two passerby

Figl5. Two passersby walk in close proximity toteather, at the same
time, and in the same direction.

3.18..3. Counting Passer shy Walking in Opposite Directions

Instead of the two middle measurement lines, the owter
measurement lines in the two space-time imagess@e to count two
passersby walking in opposite directions. A passerbsses one of
the two outer lines before crossing the second Bhe.time needed to
reach the second outer line is represented witlarttie in the space-
time image. If two connected components are delaat®ne or both
of the space-time images, the distance betweemwbeassersby is
measured in pixels. If the pixel-distance is gretitan the established
threshold for the elapsed time to complete crostirgwo outer lines
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(set at 20 pixels in this work), the system recegsiand counts two
passersby walking in opposite directions fig.16.

Fig.16 two passersby move simultaneously in oppakbiections.

3.18..4. Counting One Passer by Followed by Others.

The counting function is modified to count pasbkgr®llowing
each other in a line in quick succession. When wemnected
component shapes are detected, the pixel-distddDrdodtween the
shapes in the space-time images is measured. Tlasumneenent
process is repeated and applied to all four spaee-tmages. The
average value of the four distances is then cdkdlaising the
following equation (4):

D1+Dy+D3+Dy

Average distance = "

(4)

After calculating the average value, the relatiogm&tetween the
average value and the distance is defined basesfoation 5. The
main purpose of this equation is to determine thepgrtional
(commensurate) of the four distances. The low (hyl digh (H)
values are threshold values. After experimentatilba,most effective
L and H values for the purposes of counting areseho Using
equation 5, if the four values of the dividing résihave achieved a
relationship, the system detects the shapes ofpagsersby followed
by one another.
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Average distance

L< < H (5)

(distance)Dy,

Finally, template matching is performed to matche th
corresponding passersby. Therefore, achieving @ptimatching
requires using the measured pixel-distance betwleermpassersby in
the space-time images. In addition, the pixel-spedid is calculated
to determine whether the shape is of one or twearaby. This
processing is done independently for each pasdigridy .

Fig.17 Two passersby walk in close proximity to lreather, in the
same direction, followed by another two passersby
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CHAPTER 4

EXPERIMENTSAND RESULTS

4.1. Experimental Data

The method was tested using a series of video segaeof
various scenarios. Fig. 18 shows images captured b\sB camera
installed on the left side of a room near the emeawhich captured
320 x 240 pixel images at an average of 17 franeesgcond. In Fig.
18(a), a person enters the frame zone, and theithlgo detects
motion. In Fig. 18 (b), one passerby crosses intfod the camera. In
Fig. 18(c), two passersby walk in close proximiayetach other, at the
same time, and in the same direction. In Fig. 18dd passersby
move simultaneously in opposite directions. Theppsed method
was tested with 50 cases in each situation. Intiatdio more than 40
short captured video about 5 minutes and also desiéh 9 long
captured video.

Fig. 18. Frames acquired using the surveillanceetanfa) and (b) show a
single person passing, (c) and (d) show differeatmples of two people
passing.
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4.2. Experimental Observations

The method successfully counted a single passeddinvg in
any direction, incoming or outgoing, based on theslpspeed ratio
using the middle-measurement lines space-time imaae shown in
Fig. 19. When two passersby walked together asémee time in the
same direction, the method counted the two pasgdrabed on the
pixel-speed ratio using the middle-measurement lgpace-time
images, as shown in Fig. 20.

(b) (c)

Fig. 19. Single passerby walking in the directibthe exit: (a) the original
images, (b) and (c) the left and right middle-measent lines space-time
images.

(a) (b) (€)
Fig. 20. Two passersby walking together in the sdirextion: (a) the
original images, (b) and (c) the left and right di@measurement lines
space-time images.

When two passersby walked in opposite directioms,nhethod
precisely counted the two passersby based on tresured pixel-
distance between them in the outer-measurement dpace-time
image, as shown in Fig. 21. Finally, multiple pasbg in a line
following one another in quick succession were tedrbased on the
measured pixel-distance between two passershyeifotilr space-time
images (equations 4 and 5) and the pixel-speed, @i shown in Fig.
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22. in which two passersby follow one another, rtiethod measured
the pixel-distance between the two shapes fouradl fiour space-time
images.

(b)

(©)

l

(d)

(e)

Fig. 21. Two passersby walking in opposite dirawdiqa) the original
images, (b) and (c) the left and right middle-measent lines space-time
images, and (d) and (e) the outer measurementsgjpese-time images.

(b)

()

[l

J

(d)

(€)

Fig. 22. Two passersby walking together in oppaditections: (a) and (c)
time-space image without any processing, (b) ahth@space-time

images.
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4.3. Experimental Results

This section discusses our experimental results clwhi
demonstrate the successful, accurate matching,raecuwirection
detection and automatic counting of passersby nowa cases and
directions in different video sequences.

4.3.1. Matching Accuracy

Accurately matching more than one passerby in dneesspace-
time image is difficult because of the problem agmatching. When
dealing with more than one passerby, the systemm sgace colors
such as RGB, YUV, and YIQ to achieve accurate miatchWhen the
method used only RGB space colors in template rragchhe error
rate of the results was approximately 15% to 25%ingy RGB and
YUV space colors reduced the error rate to appratety 7% to
12 %. Finally, when using three space colors (R&BY, and YIQ),
the error rate was virtually unnoticeable (appraatety 3%). Fig. 23
illustrates the determination of optimal matching.

(@) (b) (€)

(d) (€)

Fig. 23. Template matching that determines thenmgdtmatch: (a) color
space-time image, (b) binary image, (c) and (d)maishing with RGB and
YUV space colors, (e) correct matching with YIQ spa&olors.
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4.3.2. Passersby Direction Accuracy

Determine the direction of passersby is based ongusvo
space-time images one for each middle measuremnentA passerby
crosses one middle measurement line before croske@ther line.
By measuring the difference between the passenysstion in the
two space-time images we achieve 100% of deterthmelirection of
the passersby. Moreover the passerby’'s exact @ositan be
determined by applying the labeling concepts (Igokable) in the
reference table to the resulting match. Using thesprby’s exact
position to detect the direction produces more @teuresults than
using the passerby’s matching position.

4.3.3. Passerby Counting Accuracy

The method automatically counted the passersby aimows
cases and directions from different video sequentable 4 shows
the counting accuracy for multiple experiments withfferent
situations: one or two passersby moving in the sdirection, two
passersby moving in opposite directions, and orsseyay followed
by another when the number of passersby is one, ttwee or four
and the speed is measured only sometimes.

TABLE 4. Experimental results of the counting algorithm various

situations.
= ) O O CIL o >
Status 83 £ 8 5 5 £ 3
EQY |- 28 ] ©8 53
S @© c O = Q oE | 2 o
Zao | D 0T n n < O
One passerby One 0 100 Measured Used ]
Two in close proximity Two 0 100 Measured Used 9(
. . . Not Not
Opposite direction Two 0 100 measured | used 100
Passersby| One followed by one Two 0 100 fl\(/l)rezgzlérhed Used | 100
in a line
One followed by Measured
Lollowed two in close proximity Three 0 100 for each Used | 95
ar};other of Two in close proximity Measured
more folloyved by o Four 0 100 for each Used | 90
two in close proximity
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Testing the system to count single passerby inda@ction the
system gave a good result for counting single phgsdBased on
using the pixel-speed ratio for the middle-meas@m@niines space-
time images the system counted the two passerskedvéogether at
the same time in the same direction. Also usingpilel-distance in
the space-time images the system can count therngagsin opposite
direction. The results for 50 cases in each snapresented in Table
1, confirm that the new method effectively and @éintly counts
passersby. Table 5 displays a sample of the systawcuracy at
counting passersby in a fixed time (5 minutes).nkrthe sample
results the long experiment, the manual count wai¢. E85 and
Enter: 209, and the method determined Exit: 180 Bnter: 205.
Significantly, the number of passersby was deteechiand counted
successfully, with a high accuracy of approxima@fiyo.

Table 5. Accuracy of the system’s counts of pepalesing the camera in a
fixed time.

Time (min) Manual count System count Accuracy (%)

Exit | Enter Exit | Enter
5 18 21 18 20 99
5 15 15 15 15 100
5 11 18 12 18 98
5 16 17 16 17 100

4.4. Discussion

This work used five characteristics to detect tlsifion of a
person’s head: the center of gravity, human-pixelaa speed of
passerby, and distance between people. These haeaateristics
enable accurate counting of passersby. The propos#ubd does not
involve optical flow or other algorithms at thisvéd. Instead, human
images are extracted and tracked using backgroubttastion and
time-space images. Our method used the widely liedtaide-view
camera, for which the earlier approaches were ppliGgable. On the
other hand, the overhead camera is useful for amg proposes
counting people and cannot be used for any othmeatibns compared
to the side-view camera. Our method does not reqthe same
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conditions as the earlier methods, such as a distahat least 10 cm
to distinguish passersby and thus count them assaparate people.
Our method can overcome this challenge and, indis®, count two
passersby using the five previously mentioned acharstics. In
addition, the earlier methods sometimes failed dont people with
large arm and leg movements. This proposed methogever, can
count not only one passerby but also two passessibing in close
proximity at the same time in the same directioomposite directions
and passersby moving in a line in quick successfamentioned
earlier, using different space colors to performp&te matching and
automatically select the optimal matching accuyatelunts passersby
with an error rate of approximately 3%, lower thearlier proposed
methods.
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CHAPTERS
CONCLUSION

5.1. Conclusion

This thesis proposes a new approach to automaticallint
passersby using four virtual, vertical measuremers, which are
precisely positioned in the frame. Four space-timeages are
generated, one for each measurement line, basetl seguence of
images obtained from a USB camera. A PC was coeded the
camera, which had a rate of 17 frames per secome.USB camera
placed in a side-view position, while different é&gof cameras work
from three different viewpoints (overhead, fromdaside views). The
earlier proposed methods were not applicable towtigely installed
side-view cameras selected for this work. This rag@pmroach uses a
side-view camera that solves three new challend@dwo passersby
walking in close proximity to each other, at thensatime, and in the
same direction; (2) two passersby moving simultasBoin opposite
directions; and (3) a passerby moving in a linéofeéd by another, or
more, in quick succession.

In this approach the measurement lines, four \a@rtines, are
represent and establish in the frame, each ongelspiide. The wide
of the measurement lines is chosen precisely, haddur lines are
positioned also precisely to generate the space4timages. Two lines
called the middle lines are in the middle of theagm and the two
remaining lines called the outer lines are to #@#fe &and right of the
middle lines. Four space-time images are generatimg for each
measurement lines. The space-time images represemn regions,
which are treated with labeling to remove any noise

In the segmentation process, the system calcusatdscounts
the connected components that represent the sasserpg, with
different labels, and then assigns all the congectanponents same
labeling number. The system vertically searches tloe other
connected components of the passerby and horikprs@hrches for
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assigns all the connected components with the saineding number.
So, that the passerby is represented as one comipone

The proposed approach is clearly determining thectdon of
movement, based on using two space-time images thexmiddle
measurement lines. By measuring the difference dmtw the
passerby’s positions in the two space-time imagesashieve 100%
accuracy of determine the direction of the passerstoreover using
the passerby’s exact position to detect the dwacproduces more
accurate results than using the passerby’s matgusigion.

In the proposed method, correctly matching moren tbae
passerby in the same space-time image by overctregsroblem of
mismatching. Overcoming mismatching requires as$ambthe
correct shape of each passerby through the segtmoentaocess so
that the shape appears as one component. Addltipddferent color
spaces, such as RGB, YUV, and YIQ, are used tooprriemplate
matching. When the method used only RGB color spademplate
matching, the error rate of the results was appmnately 15% to 25%.
In the other hand, using two, RGB and YUV, coloasgs reduced the
error rate to approximately 7% to 12 %. Finally,emhusing three
color spaces, RGB, YUV, and YIQ, the error rate wasually
unnoticeable (approximately 3%). Based on the pgilkgthnce
between the two shapes of the passersby in thedpae images the
system automatically selects the optimal matching.

In the experiments, a side-view camera was fixetherieft side
of the room near the entrance. A PC was connectdtieg camera,
which had a rate of 17 frames per second. The expat results
confirm that the new method effectively and effitlg counts
passersby. The method was tested in multiple sost (1) one
passerby walking in any direction; (2) two passegnshlking in close
proximity, at the same time, and in the same dwoact(3) two
passersby moving simultaneously in opposite dioesti and (4) a
passerby followed by another, or more, in a lingurck succession.

This work used five characteristics, the positidnagoerson’s
head, the center of gravity, human-pixel area, dmdégrasserby, and
the distance between the passersby. These fivaatkastics enable
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accurate counting of passersby. The proposed mettaa$ not
involve optical flow or other algorithms at thisvéd. Instead, human
images are extracted and tracked using backgroubttastion and
time-space images. Our method used the widely liedtaide-view
camera, for which the earlier approaches were ppligable. On the
other hand, the overhead camera is useful for amg proposes
counting people and cannot be used for any othmeatibns compared
to the side-view camera.

As an additional, significant result, the numbeipatserby was
determined and counted successfully. This accaatating used the
pixel-distance between passersby and the relatjpnsétween the
speed of the passersby and the human-pixel ardlaeirspace-time
images (pixel-speed ratio). The number of passensks/ determined
and counted successfully, with a high accuracyppftaximately 97%.

The proposed method does not require the same toorsdias
the earlier methods, such as a distance of at 1€asin to distinguish
passersby and thus count them as two separateepegopi method
can overcome this challenge and, in this case, tctwm passersby
using the five previously mentioned characteristiosaddition, the
earlier methods sometimes failed to count peopté \@rge arm and
leg movements. This proposed method, however, oantmot only
one passerby but also two passersby walking iregiosximity at the
same time in the same direction or opposite diwastiand passersby
moving in a line in quick succession. As mentioreatlier, using
different space colors to perform template matclang automatically
select the optimal matching accurately counts palgewith an error
rate of approximately 3%, lower than earlier pragmbmethods.

5.2. FutureWork

Counting people and observing their movements asergial
processes for security, organizational adminisinati and the
improvement of corporate business results. Counpegple is a
challenging problem in the field of image procegsand computer
vision that has recently received much attentiothanlast few years.
The people counter method is able to accuratelyntcam many
situations that are difficult for other existing ucders method.
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However, there are still many aspects of the matgiproblem that
have yet to be explored. A matching error needetaniproved to get
more accurate matching. Future work could also $amu making the
background subtraction process more sensitive tararmmental

changes and automating updating of the backgrodutlitional

improvements could include enabling the methodaont groups of
people.
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