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#### Abstract

In security proofs of cryptographic schemes, various kinds of assumptions have been used. Among those assumptions, the hardness of the factoring problem, called the factoring assumption, is one of the most reliable assumptions. In this dissertation, we study constructions of factoring-based cryptographic schemes. First we study a cryptographic primitive called a self-bilinear map. We define a relaxed version of a self-bilinear map, which we call a self-bilinear maps with auxiliary information (AI-SBM). We construct an AI-SBM based on the factoring assumption and the existence of indistinguishability obfuscation (iO). We also show that AI-SBM can be used for constructing cryptographic schemes including multiparty key exchange, broadcast encryption, attribute-based encryption and homomorphic signatures. As a side result, we construct a somewhat homomorphic encryption for $\mathrm{NC}_{1}$ circuits based on the $\Phi$-hiding assumption and the existence of iO. Second we study a cryptographic primitive called lossy trapdoor function (LTDF). We define a relaxed version of an LTDF which we call an adversary-dependent lossy trapdoor functions (ad-LTDF). Then we show that in many applications of LTDFs, we can replace LTDFs with ad-LTDFs. Moreover, we give a construction of ad-LTDFs based on the factoring assumption w.r.t. semi-smooth RSA subgroup moduli (SS moduli), which is a special type of RSA moduli introduced by Groth. As a result, we almost automatically obtain new constructions of a collision resistant hash function, CPA secure PKE scheme and DPKE scheme based on the same assumption. Especially, our DPKE scheme is the first scheme that satisfies the security notion called the PRIV security for block sources proposed by Boldyreva et al. solely based on the factoring assumption. Besides direct applications of ad-LTDFs, we construct a CCA secure PKE scheme based on the factoring assumption w.r.t. SS moduli whose ciphertext overhead is the shortest among schemes based on the same assumption.
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## Chapter 1

## Introduction

### 1.1 Background

Cryptography is indispensable to secure information transmissions. While the history of cryptography dates back to more than hundreds years ago, the concept of public key encryption (PKE), proposed by Diffie and Hellman [DH76] in 1976, has brought about a revolution in cryptography. In "classical" cryptography before that, it is assumed that a sender and a receiver share a common key, which is used both for encryption and decryption. On the other hand, in a PKE scheme, there are two types of keys called an encryption key and a decryption key. An important feature of PKE is that the security is ensured even if an encryption key is made public. By this feature, anyone can encrypt a massage to generate a ciphertext without any secret information, while only a party who knows a decryption key can decrypt the ciphertext to recover the message. This enable us to securely communicate with many and unspecified parties on the Internet. Moreover, it turns out that the idea of PKE can be used for constructing many other cryptographic primitives such as digital signatures, identification, commitments, etc.

Security proof and hardness assumptions. For ensuring security of cryptographic schemes, a commonly used approach is to give security proofs for those schemes. That is, we prove that breaking the scheme is as hard as solving a certain mathematical problem that is known to be hard to solve. As a result, we ensure the security of the scheme under the assumption that the underlying mathematical problem is really hard to solve. This approach gives us a strong evidence of security because the security is proven in a mathematical way as long as the underlying assumption is true. On the other hand, if the underlying assumption is false (i.e., the underlying mathematical problem is easy to solve), the security of the scheme is no longer
ensured. Therefore it is important to reduce the security of a cryptographic scheme to a reliable assumption.

Nowadays, various kinds of assumptions are used for security proofs including the factoring [RSA78, Rab79], discrete-logarithm [DH76], paring-based [Jou00, SOK01, BF01], lattice-based [Ajt96, Reg05] assumptions etc. Among them, the factoring assumption, which claims the hardness of factorizing large composite number, is one of the most reliable assumptions because no efficient algorithm to solve the integer factoring problem is known so far though intensive researches on that topic have been done over several decades [Pol74, Pol75, Len87, CP05]. Therefore if the security of a cryptographic scheme is proven under the factoring assumption, then we obtain a strong evidence on the security of the scheme. Thus in this dissertation, we study constructions of factoring-based cryptographic schemes.

Here, we remark the definition of the term "factoring-based" used in this dissertation. When we say "factoring-based scheme", we do not always mean that the security of the scheme is reduced to the factoring assumption, but we mean the scheme is reduced to any assumption which is related to the factoring assumption. These "factoring-related assumptions" include the RSA [RSA78], strong RSA [BP97], quadratic residuosity (QR) [GM82], decision composite residuosity(DCR) [Pai99], $\Phi$ hiding [CMS99] assumptions etc. Though there is no known algorithm to break these assumptions without breaking the factoring assumption, there is no rigorous reduction from any of these assumptions to the factoring assumption. Therefore we distinguish factoring-based constructions and those reduced to the factoring assumption.

### 1.2 Cryptographic primitives

Here, we review current status of various cryptographic primitives, mainly focusing on factoring-based constructions. We note that since the theme of this dissertation is factoring-based cryptography, we omit some important results that is not related to factoring.

Public key encryption. The first PKE scheme was proposed by Rivest, Shamir and Adleman in 1978 [RSA78], which is called the RSA scheme. The description of the RSA scheme is as follows. A public key consists of a product $N=P Q$ of two primes $P$ and $Q$ and a public exponent $e \in \mathbb{Z}$. A secret key is a secret exponent $d$, such that $e d \equiv 1 \bmod (P-1)(Q-1)$. For encrypting a message $M \in \mathbb{Z}_{N}$, we compute $C=M^{e} \bmod N$ and output $C$ as a ciphertext. The decryption is done as $M=C^{d}$. The correctness of the scheme follows from the fact that $M^{e d}=M$ holds for any
$M \in \mathbb{Z}_{N}$, which can be seen by the Fermat's little theorem. The security is based on the RSA assumption, which claims that any probabilistic polynomial time (PPT) algorithm cannot compute $M$ with non-negligible probability given $N, e$ and $C=M^{e}$.

Though the RSA scheme was a significant breakthrough, there are still two problems regarding to the security. The first one is that since the RSA assumption is not reduced to the factoring assumption so far, the security of the scheme cannot be reduced to the factoring assumption. Hopefully, we want to obtain a PKE scheme whose security can be reduced to the factoring assumption. The second one is that though any PPT adversary cannot compute a message $M$ from a ciphertext $C$, it may be possible that $C$ reveals a partial information of $M$. Hopefully we want to ensure that $C$ does not leak any information of $M$.

The first problem is solved by Rabin [Rab79] in 1979, who proposed the first PKE scheme whose security can be reduced to the factoring assumption. The Rabin scheme is as follows. A public key is $N=P Q$ as in the RSA scheme, and the secret key is $P$ and $Q$. The encryption of a message $M$ is done as $C=M^{2} \bmod N$ to generate a ciphertext $C$, and decryption is done by finding $M$ that satisfies $C=M^{2} \bmod N$ ${ }^{* 1}$. The scheme can be seen as a variant of the RSA scheme for $e=2$, but what is important is that the security of the Rabin scheme is rigorously reduced to the factoring assumption.

The second problem is solved by Goldwasser and Mical [GM82] in 1982. They formalize the notion of semantic security for PKE, which means that any information of message is not leaked from a ciphertext and a public key. Then they construct a PKE scheme that satisfies the semantic security under the QR assumption.

Blum and Goldwasser [BG84] proposed the first PKE scheme that solves the these two problems simultaneously: The semantic security of the scheme can be reduced to the factoring assumption.

All of the above works only consider the security against chosen plaintext attacks (CPA) where an adversary only observes public keys and ciphertexts. On the other hand, there is a stronger security notion called the chosen ciphertext attack (CCA) security where an adversary in addition to observing public keys and ciphertexts accesses to a decryption oracle that returns decryption of an arbitrary ciphertext except the "target ciphertext" that adversary tries to break. Though the CCA security had been considered only of theoretical interest for a long time, in 1998, Bleichenbacher [Ble98] showed that a (partial) chosen ciphertext attack is possible in the real

[^0]world by demonstrating an attack against PKCS \#1 which was a widely used PKE scheme in the real. Therefore nowadays, the CCA security is considered as a desirable security of a PKE scheme. Naor and Yung [NY89] and Dolev, Dwork and Naor [DDN91] proposed a generic conversion from a PKE scheme with the CPA security to a one with the CCA security by using non-interactive zero-knowledge proof systems (NIZKs), but their schemes are too inefficient and far from practical. Fujisaki and Okamoto [FO99] proposed a practical conversion, but their security analysis relies on the random oracle model, in which a hash function is modeled as a completely random function. In 2009, Hofheinz and Kiltz [HK09b] proposed the first practical PKE scheme whose CCA security can be reduced to the factoring assumption in the standard model. Some variants of the Hofheinz-Kiltz scheme have been proposed [MLLJ11, LLML11, LLML12, LLL13, YYN+ ${ }^{+} 14$ ].

Broadcast encryption. Broadcast encryption (BE) [FN93] is a variant of PKE where a sender can arbitrary decide a set of receivers, and only designated receivers can decrypt the ciphertext to obtain a message. Since there is a trivial construction of a BE scheme whose ciphertext size is proportional to the number of receivers, BE is meaningful only if a ciphertext size is sublinear to the number of receivers. In 2000, Naor and Pinkas [NP00] proposed a revocation scheme, which can be seen as a BE scheme whose ciphertext size is proportional to the number of revoked users. That is, when encrypting a message to $n-t$ receivers out of $n$ potential receivers, the ciphertext size of the scheme is $O(t)$ instead of $O(n)$. Wee [Wee11] constructed a factoring-based variant of the Naor-Pinkas scheme. Though these schemes are efficient when the receiver set is large, when that is small, namely $t \approx n$, the ciphertext size is almost the same as that of the trivial construction. Boneh, Gentry and Waters [BGW05] constructed a BE scheme whose ciphertext size is $O(\sqrt{n})$ regardless of the number of revoked users based on a pairing, and Boneh and Silverberg [BS02] (instantiated by [GGH13a]) proposed a BE scheme whose ciphertext is $O(1)$ based on a multilinear map. A factoring-based BE scheme with the similar property has been unknown so far.

Identity-based encryption. Identity-based encryption (IBE) [Sha84] is a variant of PKE where an arbitrary string can be used as a public key. Though the concept of IBE was proposed in 1984, the first constructions were proposed in 2000 and 2001 by Sakai, Ohgishi and Kasahara [SOK00] and Boneh and Franklin [BF01] independently. Their schemes are based on a pairing, and proven secure in the random oracle model. Boneh and Boyen [BB04] proposed an IBE scheme proven selectively secure in the standard model, and Waters [Wat05] proposed an IBE scheme proven adaptively
secure in the standard model.
As a scheme related to the factoring problem, Cocks [Coc01] proposed an IBE scheme which is proven secure under the QR assumption in the random oracle model. Boneh, Gentry and Hamburg [BGH07] proposed an efficient variant of the above scheme, which is also proven secure under the QR assumption in the random oracle model. We note that there is no known IBE scheme which is proven secure under a factoring related assumption in the standard model, or proven secure under the factoring assumption (even in the random oracle model).

Attribute-based encryption. Attribute-based encryption (ABE) is an extension of PKE which enable us an arbitrary access control depending on attributes assigned to each receiver. The concept of ABE was proposed by Sahai and Waters [SW05], and there are many constructions of an ABE scheme based on bilinear pairings [BSW07, GPSW06]. Garg et al. [GGH $\left.{ }^{+} 13 \mathrm{c}\right]$ constructed the first ABE scheme for general circuits based on multilinear maps. Boneh et al. [ $\left.\mathrm{BGG}^{+} 14\right]$ proposed a variant of the scheme with a compact ciphertext. Gorbunov et al. [GVW13] constructed an ABE scheme for general circuits based on the standard learning with errors (LWE) assumption. There is no known factoring-based construction of an ABE scheme.

Functional encryption. Functional encryption is an extension of ABE where a secret key $s k_{f}$ is associated with a function $f$, and an encryption of a message $m$ is decrypted to $f(x)$ by the secret key $s k_{f}$. The concept of FE is proposed by Boneh, Sahai and Waters [BSW11]. Garg, $\left[\mathrm{GGH}^{+} 13 \mathrm{~b}\right]$ constructed the first (selectively secure) FE scheme for all circuits based on an indistinguishability obfuscation. Waters [Wat15] and Ananth et al. [ABSV15] proposed fully secure FE schemes for all circuits. As an FE scheme for functions of more restricted class, Abdalla et al. [ABCP15] constructed selectively FE schemes for innner product based on a PKE scheme with a special structure, which can be constructed based on various kind of assumptions including DDH and LWE assumptions. Agrawal, Libert and Stehlé [ALS16] constructed fully secure FE schemes for inner products based on the DDH, LWE and DCR assumptions. There is no known factoring-based construction of an FE scheme for general circuits, or an FE scheme for inner products whose security.can be reduced to the factoring assumption.

Homomorphic encryption. Homomorphic encryption is PKE with the homomorphic property such that computation over encrypted messages can be done publicly. In fact, the first PKE, the RSA encryption, is already multiplicative homomorphic. That
is, given a ciphertexts $C_{1}=M_{1}^{e}$ and $C_{2}=M_{2}^{e}$ for messages $M_{1}$ and $M_{2}$ respectively, we can compute a new ciphertext $C_{1} \cdot C_{2}=\left(M_{1} \cdot M_{2}\right)^{e}$, which corresponds to the message $M_{1} \cdot M_{2}$. The PKE scheme proposed by Goldwasser and Micali [GM82] is additively homomorphic over a message space $\mathbb{Z}_{2}$, and there has been proposed some additively homomorphic encryption scheme whose message space is larger based on factoring-related assumption [Cla94, NS98, Pai99, Gro05, JL13]. However, there is no known additively homomorphic encryption scheme which can be reduced to the factoring assumption.

In 2009, Gentry [Gen09] proposed the first fully homomorphic encryption (FHE) scheme based on an ideal lattice in which arbitrary computation can be done over encrypted messages. Thereafter, many FHE schemes have been proposed based on lattice-based [BV11, BGV12, Bra12, GSW13, CGGI16] or integer-based assumptions [vDGHV10, CMNT11, CNT12, $\mathrm{CCK}^{+} 13$, CLT14]. On the other hand, there is still no known FHE scheme based on a standard factoring-related assumption.

Deterministic public key encryption. Deterministic public key encryption (DPKE) is PKE whose encryption algorithm is deterministic. Though a DPKE scheme cannot satisfy the semantic security, Bellare et al. [BBO07] defined the PRIV security as the best possible security of a DPKE scheme. They constructed a DPKE scheme that satisfies the PRIV security in the random oracle model. Boldyreva et al. [BFO08] weakened the PRIV security to define the security notion which they call the PRIV security for block-sources, and constructed DPKE schemes with this security in the standard model based on lossy trapdoor functions (LTDFs). Bellare et al. [BFOR08] constructed DPKE scheme with a further weaker security notion (where messages are uniformly random) can be constructed from any one-way trapdoor permutation. There is no known construction of a DPKE scheme that can be proven to satisfy the PRIV security for block sources under the factoring assumption.

Non-interactive key exchange. Non-interactive key exchange (NIKE) is a cryptographic protocol where many parties share a common key without any interaction except publishing each user's public key. Though Diffie and Hellman [DH76] proposed the first 2-party NIKE scheme in 1976, it was not until 2013 that a formal definition and security models were given by [FHKP13]. In [FHKP13], they proposed a NIKE schemes that satisfies the strongest security definition they define under a pairing-based assumption in the standard model, or the factoring assumption in the random oracle model. There is no known construction of 2-party NIKE scheme that satisfies their security requirement under the factoring (or a factoring-related) assumption in the standard model.

For the case of more than 2 parties, Joux [Jou00] proposed a 3 -party NIKE scheme based on a pairing, and Boneh and Silverberg [BS02] (instantiated by [GGH13a]) proposed a multi-party NIKE scheme based on a multilinear map. There is no known NIKE scheme for more than 2 parties based on a factoring-related assumption.

Digital signatures. A digital signature is a digital analogue of a handwrite signature. The concept of digital signatures was proposed by Diffie and Hellman [DH76], and the first digital signature scheme was proposed by Rivest, Shamir and Adleman [RSA78] at the same time as the first PKE scheme was proposed. Actually, their signature scheme uses the same mechanism as the RSA encryption: The verification key consists of a multiple $N=P Q$ of two primes $P$ and $Q$ and a public exponent $e$, and a signing key is a secret exponent $d$ such that $e d \equiv 1 \bmod (P-1)(Q-1)$. A signature $\sigma$ for a message $M$ is generated as $\sigma:=M^{d} \bmod N$, and a signature is verified by checking whether $\sigma^{e}=M \bmod N$ holds. Intuitively, the security of the scheme follows from the assumption that it is hard to find a $e$-th root modulo $N$. However, there is a vulnerability in their scheme that even without a signing key, one can first generate a signature $\sigma$ and then generate a message $M:=\sigma^{e} \bmod N$ so that $(M, \sigma)$ is accepted by the verification algorithm.

Goldwasser, Micali and Rivest [GMR88] gave a strong security definition called existential unforgeability against chosen message attack (EUF-CMA). Rompel [Rom90] constructed EUF-CMA secure digital signatures solely based on a one-way function. However, their construction is very complicated and not practical. As a more direct and efficient construction of digital signatures based on factoring-related assumptions, There have been proposed some EUF-CMA secure digital signatures based on the strong RSA assumption, [GHR99, CS00, Fis03, HK08]. Hohenberger and Waters [HW09] constructed EUF-CMA secure digital signatures based on the RSA assumption for the first time. Some variants of the scheme have been proposed [HJK11, YHK12, $\mathrm{BHJ}^{+}$13].

Homomorphic signatures Homomorphic signatures are digital signatures with a homomorphic property that anyone can publicly evaluate a function on signatures to generate a new signature for the function value on original messages. Gennaro et al. [GKKR10] constructed a linearly homomorphic signature scheme based on the RSA assumption. Boneh and Freeman [BF11] were the first to propose homomorphic signatures that can handle a wider class of functions than linear functions. Their scheme can handle arbitrary polynomial and security is proven in the random oracle based on the hardness of the short integer solution (SIS) problem. Catalano et al. [CFW14] proposed such a scheme in the standard model based on a multilinear map. Gor-
bunov et al. [GVW15] constructed a (leveled) fully homomorphic signature, which can handle any polynomial size function based on the learning with errors (LWE) assumption. Xie et al. [XX14] proposed (bounded) fully homomorphic signatures based on $i \mathcal{O}$. There is no known factoring-based homomorphic signatures that can handle a wider class of functions than linear functions.

Pseudorandom generator. Pseudorandom generator (PRG) is a cryptographic primitives that is given a random seed to generate a longer pseudorandom string that cannot be distinguished from a uniformly random string. There is a generic construction of PRG based on a one-way function [HILL99]. As a direct construction from the factoring assumption, Blum, Blum and Shub [BBS86] constructed an efficient PRG.

Pseudorandom function. Pseudorandom function (PRF) is a efficiently computable keyed function which is indistinguishable from a truly random function by a black-box access. There is a generic construction of PRF based on a PRG [GGM84]. As a direct construction from the factoring assumption, Naor and Reingold [NR04] constructed an efficient PRF, and the scheme is further improved by Naor, Reingold and Rosen [NRR02].

### 1.3 Limitations of Factoring-based Cryptography.

As summarized in the previous section, there have been wide variety of progresses in factoring-based cryptography until now. However, there are still many open problems in this area. Especially, we focus on the following two problems in this dissertation.

1. There is no known construction of cryptographic primitives with high functionality including ABE, FE, FHE etc. though they are constructed based on other assumptions related to pairings or lattices. It is an important problem to consider whether it is possible to construct these primitives based on the factoring or factoring-related assumptions.
2. There are some cryptographic primitives that can be constructed based on a factoring-related assumption, but cannot be reduced to the factoring assumption including DPKE, additively homomorphic encryption etc. It is an important problem to consider whether these primitives can be constructed based on the factoring assumption.

In this dissertation, we make progresses toward solving these problems.

### 1.4 Summary of Contributions

Our contributions can be divided into the following two parts.

1. In the first part, we study a cryptographic primitive called self-bilinear map. A self-bilinear map is a special type of a bilinear map where target and domain groups are identical. Cheon and Lee [CL09] showed that a self-bilinear map implies a multilinear map, which is known to imply various kinds of cryptographic primitives including multiparty non-interactive key exchange (NIKE) [BS02], broadcast encryption [BS02], attribute-based encryption [GGH $\left.{ }^{+} 13 \mathrm{c}\right]$, homomorphic signatures [CFW14] etc. On the other hand, they also showed that an impossibility result on the existence of a self-bilinear map on known prime order group. Namely, they showed that if there exists an efficiently computable self-bilinear map on a group of known prime order, then the computational Diffie-Hellman (CDH) assumption cannot hold on the group. In this dissertation we consider unknown order group instead of prime order group to avoid the above impossibility result. We define a weaker variant of self-bilinear map, which we call self-bilinear map with auxiliary information (AI-SBM). We construct an AI-SBM based on the factoring assumption and the existence of indistinguishability obfuscation (iO), which is another cryptographic primitive that makes a circuit totally unintelligible while keeping its functionality. We show that we can replace a multilinear map with AI-SBM in many applications including multiparty NIKE, BE, ABE and homomorphic signatures. Moreover, our construction of multiparty NIKE and broadcast encryption is the first construction that admits unbounded number of users. As a side result, we construct a somewhat homomorphic encryption for log-depth arithmetic circuits based on the $\Phi$-hiding assumption and the existence of iO.
Since we assume the existence of iO in addition to the factoring assumption, the construction is not fully factoring-based one. However, our result shows a connection between those advanced cryptographic primitives and factoringbased cryptography, and we believe that it may be useful for factoring-based construction of those primitives in the future.
Contents of this part are based on [YYHK14, YHK16, YYHK].
2. In the second part, we study a cryptographic primitive called a lossy trapdoor function (LTDF) introduced by Peikert and Waters [PW08]. It is known that LTDFs imply various kinds of cryptographic primitives including collision
resistant hash function, oblivious transfer, CPA/CCA secure PKE [PW08], DPKE [BFO08], selective opening attack secure PKE [BHY09], universally composable commitment [NFT09], etc. It is also known that LTDFs can be constructed based on various kinds of assumptions including decisional Diffie-Hellman (DDH), learning with errors (LWE), QR, DCR assumptions etc. Though there are some "factoring-based construction" of LTDFs, there is no known construction of LTDFs whose security is rigorously reduced to the factoring assumption. In this part, we first relax the definition of an LTDF to define an adversary-dependent lossy trapdoor functions (ad-LTDF). Then we show that in many applications of LTDFs, we can replace LTDFs with ad-LTDFs. Moreover, we give a construction of an ad-LTDF based on the factoring assumption w.r.t. semi-smooth RSA subgroup moduli (SS moduli), which is a special type of RSA moduli introduced by Groth [Gro05]. As a result, we almost automatically obtain a new constructions of collision resistant hash function, CPA/CCA secure PKE schemes and DPKE scheme based on the same assumption. Especially, our DPKE scheme is the first scheme that satisfies the security notion called the PRIV security for block sources proposed by Boldyreva et al. [BFO08] solely based on the factoring assumption. Besides direct applications of ad-LTDFs, we construct a CCA secure PKE scheme based on the factoring assumption w.r.t. SS moduli whose ciphertext overhead is the shortest among schemes based on the same assumption. Contents of this part are based on [YYHK16].

### 1.5 Organization

In Chapter 2, we review notations and definitions of cryptographic primitives that are used throughout this dissertation. In Chapter 3, we study constructions and applications of AI-SBMs. In Chapter 4, we study constructions and applications of ad-LTDFs. In Chapter 5, we give concluding remarks and open problems.

## Chapter 2

## Preliminaries

### 2.1 Notations

We use $\mathbb{N}$ to denote the set of all natural numbers, and $[n]$ to denote the set $\{1, \ldots n\}$ for $n \in \mathbb{N}$. If $S$ is a finite set, then we use $x \stackrel{\&}{\leftarrow} S$ to denote that $x$ is chosen uniformly at random from $S$. If $\mathcal{A}$ is an algorithm, we use $x \leftarrow \mathcal{A}(y ; r)$ to denote that $x$ is output by $\mathcal{A}$ whose input is $y$ and randomness is $r$. We often omit $r$. For a finite set $S,|S|$ denotes the cardinality of $S$. For a real number $x,\lceil x\rceil$ denotes the smallest integer not smaller than $x$ and $\lfloor x\rfloor$ denotes the largest integer not larger than $x$. For a bit string $a, \ell_{a}$ denotes the length of $a$. For a function $f$ in $\lambda$, we often denote $f$ to mean $f(\lambda)$ for notational simplicity. We say that a function $f(\cdot): \mathbb{N} \rightarrow[0,1]$ is negligible if for all positive polynomials $p(\cdot)$ and all sufficiently large $\lambda \in \mathbb{N}$, we have $f(\lambda)<1 / p(\lambda)$. We say $f$ is overwhelming if $1-f$ is negligible. We say that a function $f(\cdot): \mathbb{N} \rightarrow[0,1]$ is noticeable if there exists a polynomial $p$ such that for all sufficiently large $\lambda$, we have $f(\lambda)>|1 / p(\lambda)|$. We say that an algorithm $\mathcal{A}$ is probabilistic polynomial time (PPT) if there exists a polynomial $p$ such that the running time of $\mathcal{A}$ with input length $\lambda$ is less than $p(\lambda)$. We use $a \mid b$ to mean that $a$ is divisor of $b$. For a set $S$ and a random variable $x$ over $S$, we say that $x$ is almost random on $S$ if the statistical distance between the distribution of $x$ and the uniform distribution on $S$ is negligible. For a natural number $N, \Phi(N)$ denote the number of natural numbers smaller than $N$ that are coprime to $N$. For random variables $X$ and $Y, \Delta(X, Y)$ denote the statistical distance between them. We use the fact that for any (probabilistic) function $f, \Delta(f(X), f(Y)) \leq \Delta(X, Y)$ holds, and that $\Delta\left(\left(X_{1}, Z\right),\left(Y_{1}, Z\right)\right)=\mathbb{E}_{Z}\left[\Delta\left(X_{1}, Y_{1}\right)\right]$ where $\mathbb{E}$ denotes the expected value. For random variables $X$ and $Y$, we define minentropy of $X$ as $H_{\infty}(X):=-\log \left(\max _{x} \operatorname{Pr}[X=x]\right)$ and average min-entropy of $X$ given $Y$ as $\tilde{H}_{\infty}(X \mid Y):=-\log \left(\Sigma_{y} \operatorname{Pr}[Y=y] \max _{x} \operatorname{Pr}[X=x \mid Y=y]\right)$. When we treat
a circuit, we use the similar notation as in [BHR12, GGH $\left.{ }^{+} 13 \mathrm{c}\right]$. For a circuit $f$ with input length $n$ which has $v$ wires, We identify the set of wires with $[v]$ and input wires with $[n]$, and we label the output wire by $v$. For a wire $w$ which is an output wire of a gate, we denote the first input incoming wire of the gate by $A(w)$ and the second incoming wire of the gate by $B(w)$. We use $\lambda$ to denote the security parameter

### 2.2 Syntax and Security Notions

Here, we review definitions of cryptographic primitives.

Pairwise independent hash function. We say that a family $\mathcal{H}$ of hash functions from $\{0,1\}^{n}$ to $\{0,1\}^{m}$ is pairwise independent if for any $x_{1} \neq x_{2} \in\{0,1\}^{n}$ and $y_{1}, y_{2} \in\{0,1\}^{m}, \operatorname{Pr}\left[H\left(x_{1}\right)=y_{1} \wedge H\left(x_{2}\right)=y_{2}: H \stackrel{\&}{\leftarrow} \mathcal{H}\right]=2^{-2 m}$ holds.

Collision resistant hash function. We formalize a collision resistant hash function as a pair of PPT algorithms $\Pi=$ (Gen, Eval).
$\operatorname{Gen}\left(1^{\lambda}\right)$ It takes the security parameter $1^{\lambda}$ as input and outputs a function description $h$.
$\operatorname{Eval}(h, x)$ It is a deterministic algorithm that takes a function description $h$ and $x$ as input and outputs $h(x)$.

We require that for any $\operatorname{PPT}$ adversary $\mathcal{A}, \operatorname{Adv}_{\mathcal{A}, \Pi}^{\mathrm{CR}}(\lambda):=\operatorname{Pr}\left[h(x)=h\left(x^{\prime}\right), x \neq x^{\prime}:\right.$ $\left.h \leftarrow \operatorname{Gen}\left(1^{\lambda}\right) ;\left(x, x^{\prime}\right) \leftarrow \mathcal{A}(h)\right]$ is negligible.

Public key encryption. A PKE scheme consists of three algorithms (Gen, Enc, Dec).
$\operatorname{Gen}\left(1^{\lambda}\right)$ : It takes the security parameter $1^{\lambda}$ as input and outputs $(P K, S K)$, where $P K$ is a public key and $S K$ is a secret key.
Enc(PK.msg): It takes a public key $P K$ and a message $m s g$ as input and outputs a ciphertext $C$.
$\operatorname{Dec}(\mathrm{SK}, \mathrm{C})$ : It takes a secret key $S K$ and a ciphertext $C$ as input and outputs a massage $m s g$.

We require that for all ( $P K, S K$ ) output by Gen, all $m s g$ and all $C$ output by $\operatorname{Enc}(P K, m s g)$, we have $\operatorname{Dec}(S K, C)=m s g$.

For ATK $\in\{\mathrm{CPA}, \mathrm{CCA}\}$, a public key encryption scheme PKE $=($ Gen, Enc, Dec) is ATK secure if for all PPT adversaries $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right), \operatorname{Adv}_{\mathcal{A}, \mathrm{PKE}}^{\mathrm{ATK}}(\lambda):=\mid \operatorname{Pr}[b=$
$b^{\prime}:(P K, S K) \leftarrow \operatorname{Gen}\left(1^{\lambda}\right) ;\left(m s g_{0}, m s g_{1}, s t\right) \leftarrow \mathcal{A}_{1}^{\mathcal{O}_{1}}(P K) ; b \stackrel{\&}{\leftarrow}\{0,1\} ; C^{*} \leftarrow$ $\left.\operatorname{Enc}\left(P K, m s g_{b}\right) ; b \leftarrow \mathcal{A}_{2}^{\mathcal{O}_{2}}\left(P K, C^{*}, s t\right)\right]-1 / 2 \mid$ is negligible where if ATK=CPA, then $\mathcal{O}_{i}(i=1,2)$ is an oracle that always returns $\perp$, and if ATK $=\mathrm{CCA}$, then $\mathcal{O}_{i}(i=1,2)$ is a decryption oracle that is given a ciphertext $C$ and returns $\operatorname{Dec}(S K, C)$ if $i=1$ or $C \neq C^{*}$ and otherwise $\perp$.

Key encapsulation mechanism. Here, we review the definition of key encapsulation mechanism (KEM) and its security. It is shown that a CCA secure PKE scheme is obtained by combining a constrained CCA (CCCA) secure KEM and a CCA secure authenticated symmetric key encryption scheme [HK07]. In the following, we recall the definitions of KEM and its CCCA security.

A KEM consists of three algorithms (Gen, Enc, Dec).
$\operatorname{Gen}\left(1^{\lambda}\right)$ : It takes a security parameter $1^{\lambda}$ as input and outputs $(P K, S K)$, where $P K$ is a public key and $S K$ is a secret key.
$\operatorname{Enc}(P K)$ : It takes a public key $P K$ as input and outputs $(C, K)$, where $C$ is a ciphertext and $K$ is a symmetric key.
$\operatorname{Dec}(\mathrm{SK}, \mathrm{C})$ : takes a secret key $S K$ and a ciphertext $C$ as input and outputs a key $K$ with length $\ell_{K}$ or $\perp$.

We require that for all $(P K, S K)$ output by Gen and all $(C, K)$ output by $\operatorname{Enc}(P K)$, we have $\operatorname{Dec}(S K, C)=K$.

To define the CCCA security of $\mathrm{KEM}=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$, we consider the following game between an adversary $\mathcal{A}$ and a challenger $\mathcal{C}$. First, $\mathcal{C}$ generates $(P K, S K) \leftarrow$ $\operatorname{Gen}\left(1^{\lambda}\right)$ and $\left(C^{*}, K\right) \leftarrow \operatorname{Enc}(P K)$, chooses a random bit $b \stackrel{\&}{\leftarrow}\{0,1\}$, and sets $K^{*}:=K$ if $b=1$ and otherwise $K^{*} \stackrel{\leftrightarrow}{\leftarrow}\{0,1\}^{\ell_{K}}$. Then $\left(P K, C^{*}, K^{*}\right)$ is given to the adversary $\mathcal{A}$. In the game, $\mathcal{A}$ can query pairs of ciphertexts and predicates any number of times. When $\mathcal{A}$ queries $(C$, pred), $\mathcal{C}$ computes $K \leftarrow \operatorname{Dec}(S K, C)$ and returns $K$ to $\mathcal{A}$ if $C \neq C^{*}$ and $\operatorname{pred}(K)=1$, and otherwise $\perp$. Finally, $\mathcal{A}$ outputs a bit $b^{\prime}$. We define the CCCA advantage of $\mathcal{A}$ as $\operatorname{Adv}_{\mathcal{A}, \mathrm{KEM}}^{\mathrm{CCCA}}(\lambda):=\left|\operatorname{Pr}\left[b=b^{\prime}\right]-1 / 2\right|$. We say that KEM is CCCA secure if $\operatorname{Adv}_{\mathcal{A}, \mathrm{KEM}}^{\mathrm{CcCA}}(\lambda)$ is negligible for any $\operatorname{PPT}$ valid adversary $\mathcal{A}$, where "valid" is defined below.

Before defining "valid", we prepare two definitions. We say that a predicate pred is non-trivial if $\operatorname{Pr}\left[\operatorname{pred}(K)=1: K \stackrel{\&}{\leftarrow}\{0,1\}^{\ell_{K}}\right]$ is negligible. We say that an algorithm $\mathcal{C}^{\prime}$ is an alternative challenger if it has the same syntax as the real challenger $\mathcal{C}$. We say that an adversary $\mathcal{A}$ is valid if for any PPT alternative challenger $\mathcal{C}^{\prime}$, all predicates pred queried by $\mathcal{A}$ in the game between $\mathcal{A}$ and $\mathcal{C}^{\prime}$ are non-trivial.

Though the above definition of the CCCA security slightly differs from the original definition given in [HK07], we can easily prove that our definition still yields the "hybrid encryption theorem" that a CCA secure PKE scheme can be obtained by a CCCA secure KEM and authenticated symmetric key encryption.

Deterministic public key encryption. Here, we define deterministic public key encryption (DPKE). A DPKE scheme consists of three algorithms (Gen, Enc, Dec).
$\operatorname{Gen}\left(1^{\lambda}\right)$ It takes a security parameter $1^{\lambda}$ as input and outputs $(P K, S K)$, where $P K$ is a public key and $S K$ is a secret key.
$\operatorname{Enc}(P K, m s g)$ : It is a deterministic algorithm that takes a public key $P K$ and a message $m s g$ as input and outputs a ciphertext $C$.
$\operatorname{Dec}(\mathrm{SK}, \mathrm{C})$ : It takes a secret key $S K$ and a ciphertext $C$ as input and outputs a message $m s g$ or $\perp$.

For correctness, we require that for all $m s g,(P K, S K)$ output by Gen and $C$ output by $\operatorname{Enc}(P K, m s g)$, we have $\operatorname{Dec}(S K, C)=m s g$.

We recall security notions for deterministic encryption following [BFO08]. In [BFO08], the authors considered three security notions called PRIV, PRIV1 and PRIV1-IND, and proved all of them are equivalent. Therefore we consider only the simplest security definition PRIV1-IND in this dissertation. A random variable $X$ over $\{0,1\}^{n}$ is called a $(u, n)$-source if $H_{\infty}(X) \geq u$. For ATK $\in\{\mathrm{CPA}, \mathrm{CCA}\}$, a deterministic encryption scheme $\mathrm{DE}=(\mathrm{Gen}, \mathrm{Enc}, \mathrm{Dec})$ for $\ell$-bit message is PRIV1-IND-ATK secure for $(t, n)$-sources if for any $(t, n)$-sources $M_{0}$ and $M_{1}$ and all PPT adversaries $\mathcal{A}, \operatorname{Adv}_{\mathcal{A}, M_{0}, M_{1}, \mathrm{DE}}^{\mathrm{PRIV} 1-\mathrm{IND}-\mathrm{ATK}}(\lambda):=\mid \operatorname{Pr}\left[b=b^{\prime}:(P K, S K) \leftarrow \operatorname{Gen}\left(1^{\lambda}\right) ; b \stackrel{\Phi}{\leftarrow}_{\leftarrow}\right.$ $\left.\{0,1\} ; m s g^{*} \stackrel{\&}{\leftarrow} M_{b} ; C^{*} \leftarrow \operatorname{Enc}\left(P K, m s g^{*}\right) ; b^{\prime} \leftarrow \mathcal{A}^{\mathcal{O}}\left(P K, C^{*}\right)\right]-1 / 2 \mid$ is negligible where if $\mathrm{ATK}=\mathrm{CPA}$, then $\mathcal{O}$ is an oracle that always returns $\perp$, and if $\mathrm{ATK}=\mathrm{CCA}$, then $\mathcal{O}$ is an decryption oracle that is given a ciphertext $C$ and returns $\operatorname{Dec}(S K, C)$ if $C \neq C^{*}$ and otherwise $\perp$.

Distributed broadcast encryption. Here, we define distributed broadcast encryption following [BZ14]. A distributed broadcast encryption scheme consists of four algorithms (Setup, Join, Enc, Dec).

Setup $\left(1^{\lambda}\right)$ : It takes the security parameter $1^{\lambda}$ as input and outputs public parameters $P P$.
Join $(P P)$ : It takes public parameters $P P$ as input and outputs a public key $p k$ and a secret key $s k$.
$\operatorname{Enc}\left(P P, p k_{1}, \ldots, p k_{n}, m s g\right)$ : It takes public parameters $P P$, a message $m s g$, and a public keys $p k_{1}, \ldots, p k_{n}$ of designated receivers and outputs a ciphertext $C T$. $\operatorname{Dec}\left(P P, s k, p k_{1}, \ldots, p k_{n}, C T\right)$ : It takes public parameters $P P$, a secret key $s k$, public keys of designated receivers and a ciphertext $C T$ and outputs a message msg .

As correctness, we require that for any security parameter $\lambda$, an integer $n$ and a message $m s g$, we have $\operatorname{Dec}\left(P P, s k, p k_{1}, \ldots, p k_{n}, C T\right)=m s g$, where $P P \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$, $\left(p k_{1}, s k_{1}\right), \ldots,\left(p k_{n}, s k_{n}\right) \leftarrow \operatorname{Join}(P P), C T \leftarrow \operatorname{Enc}\left(P P, p k_{1}, \ldots, p k_{n}, m s g\right)$.

We define the security notion. We consider the following experiment. A challenger runs $\operatorname{Setup}\left(1^{\lambda}\right)$ to generate public parameters $P P$ and runs $\operatorname{Join}(P P) n$ times to generate $\left(p k_{1}, s k_{1}\right), \ldots,\left(p k_{n}, s k_{n}\right)$. It gives $\left(P P, p k_{1}, \ldots, p k_{n}\right)$ to $\mathcal{A}$. $\mathcal{A}$ chooses two messages $m s g_{0}$ and $m s g_{1}$ to submit them to $\mathcal{C}$. $\mathcal{C}$ uniformly choose $b \stackrel{\&}{\leftarrow}\{0,1\}$ and runs $\operatorname{Enc}\left(P P, p k_{1}, \ldots, p k_{n}, m s g_{b}\right)$ to generate $C T$, and gives $C T$ to $\mathcal{A}$. Finally $\mathcal{A}$ outputs $b^{\prime}$. We say that $\mathcal{A}$ wins if $b=b^{\prime}$ holds.

We say that a distributed broadcast encryption scheme is statically secure if for any $n$ (polynomially bounded in $\lambda$ ) and any PPT adversary $\mathcal{A}, \mid \operatorname{Pr}[\mathcal{A}$ wins $]-1 / 2 \mid$ is negligible.

Remark 1. At first glance, the above security notion seems weaker than the usual static security of broadcast encryption because we do not allow an adversary to corrupt receivers who are out of the target set. However, in distributed setting, secret and public keys of such receivers can be simulated efficiently by using the public parameters. Therefore we still capture the setting where the adversary may corrupt some receivers (as long as the set of corrupted users is determined at the beginning of the experiment).

Remark 2. There is stronger security notion for broadcast encryption called adaptive security, where an adversary can determine which receiver to corrupt adaptively. In this dissertation we only consider the static security and does not consider the adaptive security.

Attribute-based encryption for circuits. Here, we define attribute-based encryption (ABE) and its security. An ABE scheme consists of four algorithms (Setup, Enc, KeyGen, Dec).
$\operatorname{Setup}\left(1^{\lambda}\right)$ : It takes the security parameter $1^{\lambda}$, the length $n$ of the index as input and upper bound $d$ of circuit depth, and outputs the public parameters $P P$ and a master secret key MSK.
$\operatorname{Enc}(P P, x, M)$ : It takes the public parameters $P P$, an index $x \in\{0,1\}^{n}$ and a message $M$ as input, and outputs a ciphertext $C T$.

KeyGen $(M S K, f)$ : It takes a master secret key $M S K$ and a circuit $f$ with a single output gate, and outputs a secret key $S K$.
$\operatorname{Dec}(S K, C T)$ : It takes a secret key $S K$ and a ciphertext $C T$ as input, and outputs a message $M$ or $\perp$.

For correctness, we require that for all $M, x \in\{0,1\}^{n}$ and $f$ with depth lower than $d$ such that $f(x)=1, \operatorname{Dec}(S K, C T)=M$ always holds, where $(P P, M S K) \leftarrow$ $\operatorname{Setup}\left(1^{\lambda}, n, d\right), S K=\operatorname{KeyGen}(M S K, f)$ and $C T=\operatorname{Enc}(P P, x, M)$.

Next, we define the security of ABE. Here, we only define the selective security since we only consider it in this dissertation. For an adversary $\mathcal{A}$, we consider the following game between $\mathcal{A}$ and a challenger. $\mathcal{A}$ first declares the target index $x^{*}$. Then the challenger computes $(P P, M S K) \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$ and gives $P P$ to $\mathcal{A}$. Then $\mathcal{A}$ declares $M_{0}$ and $M_{1}$. The challenger chooses $b \stackrel{\&}{\leftarrow}\{0,1\}$ and computes $C T \leftarrow \operatorname{Enc}\left(P P, x^{*}, M_{b}\right)$. Then it gives $C T$ to $\mathcal{A}$. In the game, $\mathcal{A}$ can query a circuit $f$ such that $f\left(x^{*}\right)=0$ for key generation oracle, and the oracle returns $\operatorname{KeyGen}(M S K, f)$ to $\mathcal{A}$. Finally, $\mathcal{A}$ outputs $b^{\prime}$. We say that $\mathcal{A}$ wins if $b^{\prime}=b$. We say that an ABE scheme is selectively secure if for any efficient adversary $\mathcal{A}$, tha probability that $\mathcal{A}$ wins is negligibly close to $1 / 2$.

It is known that any general Boolean circuit can be converted to an equivalent monotone layered Boolean circuit [GGH $\left.{ }^{+} 13 \mathrm{c}\right]$. Therefore we only consider ABE for monotone layered circuits. Here, monotone circuit is a circuit where all gates are either AND or OR gates of two inputs, and layered circuit is a circuit where a gate at depth $j$ receive both of its inputs from wires at depth $j-1$.

Homomorphic encryption Here, we recall some definitions for homomorphic encryption. A homomorphic encryption scheme HE consists of the four algorithms (KeyGen, Enc, Eval, Dec).
$\operatorname{KeyGen}\left(1^{\lambda}\right)$ : It takes the security parameter $1^{\lambda}$ as input and outputs a public key $p k$ and a secret key $s k$.
$\operatorname{Enc}(p k, m)$ It takes a public key $p k$ and a massage $m \in\{0,1\}$ as input, and outputs a ciphertext $c$.
$\operatorname{Eval}\left(p k, f, \ell, c_{1}, \ldots, c_{\ell}\right)$ It takes a public key $p k$, a circuit $f$ with input length $\ell$ and a set of $\ell$ ciphertexts $c_{1}, \ldots, c_{\ell}$ as input, and outputs a ciphertext $c_{f}$.
$\operatorname{Dec}(s k, c)$ : IT takes a secret key $s k$ and a ciphertext $c$ as input, and outputs a message $m$.

For correctness of the scheme, we require that for all security parameters $\lambda$, all
$(p k, s k) \leftarrow \operatorname{KeyGen}\left(1^{\lambda}\right)$ and all $m \in\{0,1\}$, we have $\operatorname{Dec}(s k, \operatorname{Enc}(p k, m))=m$ with overwhelming probability.

Next, we define some properties of homomorphic encryption such as the CPA security, $\mathcal{C}$-homomorphism, and compactness.

Definition 1. (CPA security) We say that a scheme HE is CPA secure if for any efficient adversary $\mathcal{A}$,

$$
|\operatorname{Pr}[1 \leftarrow \mathcal{A}(p k, \operatorname{Enc}(p k, 0))]-\operatorname{Pr}[1 \leftarrow \mathcal{A}(p k, \operatorname{Enc}(p k, 1))]|
$$

is negligible, where $(p k, s k) \leftarrow \operatorname{KeyGen}\left(1^{\lambda}\right)$.
Definition 2. (C-homomorphism) Let $\mathcal{C}=\left\{\mathcal{C}_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ be a class of circuits. A scheme HE is $\mathcal{C}$-homomorphic if for any family of circuits $\left\{f_{\lambda}\right\}_{\lambda \in \mathbb{N}}$ such that $f_{\lambda} \in \mathcal{C}$ whose input length is $\ell$ and any messages $m_{1}, \ldots, m_{\ell} \in\{0,1\}$,

$$
\operatorname{Pr}\left[\operatorname{Dec}\left(s k, \operatorname{Eval}\left(p k, C, c_{1}, \ldots, c_{\ell}\right)\right) \neq C\left(m_{1}, \ldots, m_{\ell}\right)\right]
$$

is negligible, where $(p k, s k) \leftarrow \operatorname{KeyGen}\left(1^{\lambda}\right)$ and $c_{i} \leftarrow \operatorname{Enc}\left(p k, m_{i}\right)$.
Remark 3. We can also consider the additional property that an output of Eval can be used as input of another homomorphic evaluation. This is called "multi-hop" homomorphism, and many fully homomorphic encryption schemes have this property. However, our scheme does not.

Definition 3. (Compactness) A homomorphic encryption scheme HE is compact if there exists a polynomial poly such that the output length of Eval is at most poly $(\lambda)$-bit.

Multiparty non-interactive key exchange. First, we formally define multiparty non-interactive key exchange (NIKE) and its security following [BZ14]. A multiparty NIKE scheme consists of three algorithms (Setup,Publish,KeyGen).

Setup $\left(1^{\lambda}\right)$ : This algorithm takes a security parameter $1^{\lambda}$ as input ${ }^{* 1}$. It outputs public parameters params.
Publish(params): This algorithm takes public parameters params as input. It outputs a public key $p k$ and a secret key $s k$.
KeyGen(params, $s k, p k_{1}, \ldots, p k_{n-1}$ ): This algorithm takes public parameter params, a secret key $s k$ and public keys $p k_{1}, \ldots, p k_{n-1}$. It outputs a shared key $k$.

[^1]As correctness, we require that for any $n$, params $\leftarrow \operatorname{Setup}\left(1^{\lambda}\right),\left(p k_{i}, s k_{i}\right) \leftarrow$ Publish(params) for $i \in[n]$, for any $i_{1}, i_{2} \in[n]$, we have

$$
\begin{aligned}
& \operatorname{KeyGen}\left(\text { params, } s k_{i_{1}}, p k_{1}, \ldots, p k_{i_{1}-1}, p k_{i_{1}+1}, \ldots p k_{n}\right) \\
= & \operatorname{KeyGen}\left(\text { params, } s k_{i_{2}}, p k_{1}, \ldots, p k_{i_{2}-1}, p k_{i_{2}+1}, \ldots p k_{n}\right) .
\end{aligned}
$$

We define the security notion for NIKE. In this dissertation, we consider the minimum security notion against a passive adversary.

We say that a multiparty NIKE scheme is statically secure if for any integer $n$ which is polynomial in the security parameter, for any efficient adversary $\mathcal{A}, \mid \operatorname{Pr}\left[b \stackrel{\&}{\leftarrow} \mathcal{A}\right.$ (params, $\left.\left.p k_{1}, \ldots, p k_{n}, K_{b}\right)\right]-1 / 2 \mid$ is negligible, where params $\leftarrow \operatorname{Setup}\left(1^{\lambda}\right),\left(p k_{i}, s k_{i}\right) \leftarrow \operatorname{Publish}($ params $)$ for $i=1, \ldots, n, K_{1}:=$ KeyGen (params, $s k_{1}, p k_{2}, \ldots, p k_{n}$ ), $K_{0} \stackrel{\mathscr{\&}}{\leftarrow}\{0,1\}^{\ell_{K}}$ and $b \stackrel{\mathscr{s}}{\leftarrow}\{0,1\}$.

Remark 4. In some existing works [BZ14, KRS15], they consider stronger security notion that considers adversaries actively generate malformed public keys. In this dissertation, we do not consider such an adversary, and we assume that an adversary only observe honestly generated public keys.

Homomorphic signature. Here, we give the definition of a homomorphic signature. In this dissertation, we only consider a selectively secure single data homomorphic signature for simplicity. A single data homomorphic signature for a function class $\mathcal{C}$ consists of PPT algorithms (KeyGen, Sign, Verify, Eval).
$\operatorname{KeyGen}\left(1^{\lambda}, 1^{n}\right) \rightarrow(v k, s k)$ : This algorithm takes the security parameter $1^{\lambda}$ and a data size $1^{n}$, and outputs a pair (vk.sk) of a verification key and a signing key.
$\operatorname{Sign}(s k, i, m) \rightarrow \sigma$ : This algorithm takes a signing key $s k$, an index $i \in[n]$ and a message $m \in \mathcal{M}$, and outpus a signature $\sigma$.
$\operatorname{Eval}\left(f,\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{n}, \sigma_{n}\right)\right) \rightarrow \sigma^{*}$ : This algorithm takes a function $f \in \mathcal{C}$ and pairs $\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{n}, \sigma_{n}\right)$ of a message and a signature, and outputs a signature $\sigma^{*}$ for the message $f\left(m_{1}, \ldots, m_{n}\right)$.
Verify $(v k, f, m, \sigma) \rightarrow 1 / 0$ : This algorithm takes a verification key $v k$, a function $f$, a message $m$ and a signature $\sigma$, and outputs 1 if accepts and 0 else

Remark 5. In ordinary homomorphic signature schemes, signatures generated by Eval can be input to Eval again to evaluate another function. On the other hand, in our formulation, only signatures generated by Sign can be evaluated by Eval.

We require a homomorphic signature to satisfy the following properties.

Correctness For any $(v k, s k) \leftarrow \operatorname{KeyGen}\left(1^{\lambda}, 1^{n}\right),\left(m_{1}, \ldots, m_{n}\right) \in \mathcal{M}^{N}$, $f \in \mathcal{C}$, if we let $\sigma_{i} \leftarrow \operatorname{Sign}\left(s k, i, m_{i}\right), m^{*}:=f\left(m_{1}, \ldots, m_{n}\right)$, and $\sigma^{*}:=$ $\operatorname{Eval}\left(f,\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{n}, \sigma_{n}\right)\right)$, then we always have $\operatorname{Verify}\left(v k, f, m^{*}, \sigma^{*}\right)=1$.

Remark 6. In the above, we only require the correctness for signatures generated by Eval, but if $\mathcal{C}$ includes the identity function, then this implies the correctness for signatures generated by Sign.

Indistinguishability obfuscator. Here, we recall the definition of an indistinguishability obfuscator $\left[\mathrm{GGH}^{+} 13 \mathrm{~b}\right.$, SW14].
Let $C_{\lambda}$ be the class of circuits of size at most $\lambda$. An efficient randomized algorithm $i \mathcal{O}$ is called an indistinguishability obfuscator for $P /$ poly if the following conditions are satisfied:

- For all security parameters $\lambda \in \mathbb{N}$, for all $C \in \mathcal{C}_{\lambda}$, we have that

$$
\operatorname{Pr}\left[\forall x C^{\prime}(x)=C(x): C^{\prime} \leftarrow i \mathcal{O}(\lambda, C)\right]=1 .
$$

- For any (not necessarily uniform) efficient algorithm $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$, there exists a negligible function $\alpha$ such that the following holds: if $\mathcal{A}_{1}\left(1^{\lambda}\right)$ always outputs ( $C_{0}, C_{1}, \sigma$ ) such that we have $C_{0}, C_{1} \in \mathcal{C}_{\lambda}$ and $\forall x C_{0}(x)=C_{1}(x)$, then we have

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\mathcal{A}_{2}\left(\sigma, i \mathcal{O}\left(\lambda, C_{0}\right)\right)=1:\left(C_{0}, C_{1}, \sigma\right) \leftarrow \mathcal{A}_{1}\left(1^{\lambda}\right)\right] \\
& -\operatorname{Pr}\left[\mathcal{A}_{2}\left(\sigma, i \mathcal{O}\left(\lambda, C_{1}\right)\right)=1:\left(C_{0}, C_{1}, \sigma\right) \leftarrow \mathcal{A}_{1}\left(1^{\lambda}\right)\right] \mid \leq \alpha(\lambda)
\end{aligned}
$$

### 2.2.1 RSA Modulus and Factoring Assumption

An integer $N=P Q$ is called a RSA modulus if $P$ and $Q$ are distinct primes with the same length. We define the group of quadratic residues as $\mathbb{Q} \mathbb{R}_{N}:=\left\{u^{2}: u \in \mathbb{Z}_{N}{ }^{*}\right\}$ and the group of signed quadratic resides as $\mathbb{Q} \mathbb{R}_{N}^{+}:=\left\{|x|: x \in \mathbb{Q} \mathbb{R}_{N}\right\}$. where $|x|$ is the absolute value of $x$ when it is represented as an element of $\{-(N-1) / 2, \ldots,(N-1) / 2\}$. This is a group with multiplication defined as $x \circ y:=|(x y \bmod N)|$ for $x, y \in \mathbb{Q R}_{N}^{+}$.
Let RSAGen be an efficient algorithm that is given the security parameter $1^{\lambda}$ and outputs an $\ell_{N}$-bit RSA modulus $N=P Q$ with its factorization $(P, Q)$. We say that the factoring assumption holds w.r.t. RSAGen if for any $\operatorname{PPT}$ algorithm $\mathcal{A}$, $\operatorname{Pr}\left[\mathcal{A}(N) \in\{P, Q\}:(N, P, Q) \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right)\right]$ is negligible.

Since we consider different type of RSA moduli in each chapter, we refer more detailed structure of $N$ to each chapter.

## Chapter 3

## Self-bilinear map

### 3.1 Introduction

In this chapter, we study a cryptographic primitive called a self-bilinear map. Though a self-bilinear map is a very useful primitive, there is a negative result on the existence of a self-bilinear map on known prime order group. We consider unknown order group instead of prime order group to avoid the above impossibility result. We define a weaker variant of self-bilinear map, which we call self-bilinear map with auxiliary information (AI-SBM). We construct an AI-SBM based on the factoring assumption and the existence of indistinguishability obfuscation (iO). We show that we can replace a multilinear map with AI-SBM in many applications including multiparty NIKE, BE, ABE and homomorphic signatures. Moreover, our construction of multiparty NIKE and broadcast encryption is the first construction that admits unbounded number of users. As a side result, we construct a somewhat homomorphic encryption for log-depth arithmetic circuits based on the $\Phi$-hiding assumption and the existence of iO.

### 3.1.1 Background

A bilinear map is an important tool in constructions of various cryptographic primitives, such as identity-based encryption (IBE)[BF01, BB04, Wat05], attribute-based encryption (ABE) [SW05, BSW07, GPSW06], non-interactive zero-knowledge (NIZK) proof systems [GOS06, GS08] etc. Bilinear maps which are mainly used in cryptography, are constructed on elliptic curve groups. In these constructions, the target group is different from the domain groups.

This leads to the natural question: is it possible to construct a bilinear map where
the domain and target groups are identical? Such a bilinear map is called a self-bilinear map, and has previously been studied by Cheon and Lee [CL09]. They showed that a self-bilinear map is useful to construct cryptographic primitives by highlighting that it can be used for constructing a multilinear map [BS02]. However, in contrast to this useful property, they also proved an impossibility result: the computational Diffie-Hellman (CDH) assumption cannot hold in a group $G$ of known prime order if there exists an efficiently computable self-bilinear map on $G$. This is undesirable for cryptographic applications. The overview of the proof is as follows. Let $e: G \times G \rightarrow G$ be a self-bilinear map and $g$ be a generator of $G$, then we have $e\left(g^{x}, g^{y}\right)=e(g, g)^{x y}=$ $g^{c x y}$ where $c$ is an integer such that $e(g, g)=g^{c}$. Then we can compute $g^{x y}$ by computing $c$-th root of $e\left(g^{x}, g^{y}\right)$ since $G$ is a prime and known order group. ${ }^{* 1}$ However, their impossibility result cannot be applied for the case that $G$ is a unknown order group. This is the setting we focus on in this chapter.

### 3.1.2 Our Contribution

We first introduce a new cryptographic primitive which we call a self-bilinear map with auxiliary information (AI-SBM) which can be seen as a weaker variant of an ideal self-bilinear map. Then we construct an AI-SBM by using indistinguishability obfuscation (iO) $\left[\mathrm{GGH}^{+} 13 \mathrm{~b}\right]$. Though our self-bilinear map with auxiliary information has a limited functionality compared with an ideal self-bilinear map, we show that it is still useful to construct various cryptographic primitives. Especially, it is sufficient to instantiate some multilinear-map-based cryptographic primitives such as multiparty non-interactive key exchange (NIKE), broadcast encryption, attribute-based encryption for circuits and homomorphic signatures. Our multiparty NIKE and distributed broadcast encryption schemes are the first schemes where the number of users is not fixed in the setup phase. We also show that our technique can be used for constructing a somewhat homomorphic encryption scheme for $\mathrm{NC}_{1}$ circuits.

Self-bilinear map with auxiliary information. For ideal self-bilinear map, we require that we can publicly compute $e\left(g^{x}, g^{y}\right)$ efficiently given $g^{x}$ and $g^{y}$ (and a description of the map $e$ ). We relax the notion of self-bilinear map to define AI-SBM so that $e\left(g^{x}, g^{y}\right)$ can be computed efficiently given an auxiliary information $\tau_{x}$ or $\tau_{g^{y}}$ corresponding to $g^{x}$ or $g^{y}$ in addition to $g^{x}$ and $g^{y}$. An auxiliary information $\tau_{x}$ can

[^2]be generated efficiently from $x$. Though this seems a significant relaxation, AI-SBMs are still useful for instantiating many multilinear-map based constructions.

We introduce various hardness assumptions w.r.t. AI-SBMs which we call Multilinear Computational Diffie-Hellman with Auxiliary Information (AI-MCDH), Multilinear Hashed Diffie-Hellman with Auxiliary information (AI-MHDH) and Augmented Power Multilinear Diffie-Hellman with Auxiliary Information (AI-APMDH) assumption as a counter part of assumptions w.r.t. multilinear maps. Moreover, we introduce the Mulitilinear Generalized Diffie-Hellman with Auxiliary Information (AI-GMDH) assumption which can be seen as an "uber assumption" [Boy08] w.r.t. AI-SBMs.

We give two constructions of AI-SBM based on indistinguishability obfuscation (iO), which we call basic and extended constructions. We prove that the AI-MCDH assumption and AI-MHDH assumption for one-bit output hash function hold w.r.t. the basic construction. For extended construction, we prove that the AI-MHDH assumption for multiple-bit output hash functions. Moreover, we give a sufficient condition such that the AI-GMDH assumption holds. As a result, we prove that the AI-APMDH assumption holds.
Applications of AI-SBM. As applications of AI-SBMs, we construct a multiparty NIKE, distributed broadcast encryption, ABE for circuits and homomorphic signatures. The details follow.

- Multiparty NIKE. Multiparty NIKE is a cryptographic primitive which enable multiple users to share a common key without any interaction. We construct a multiparty NIKE scheme where the maximum number of users is not fixed in the setup phase. In particular, the size of both the public parameters and a public key generated by a user are independent of the number of users. The construction is a natural extension of the Diffie-Hellman key exchange by using our multilinear map [DH76, BS02].
- Distributed broadcast encryption. Broadcast encryption is PKE where a sender can arbitrary decide a set of receivers, and only designated receivers can decrypt the ciphertext to obtain a message. Distributed broadcast encryption is broadcast encryption with an additional property that a user can join the system by himself without the assistance of a trusted third party holding a master key. We construct a distributed broadcast encryption scheme where the maximum number of users is not fixed in the setup phase based on our multiparty NIKE scheme. In particular, the size of both the public parameters and a ciphertext overhead are independent of the number of users. We apply the generic conversion from multiparty NIKE to distributed broadcast encryption
given in [BZ14].
- ABE for circuits. ABE is an extension of PKE which enable us an arbitrary access control depending on attributes assigned to each receiver. We construct an ABE scheme for general circuits by using our multilinear map. The construction is a simple analogue of the scheme in $\left[\mathrm{GGH}^{+} 13 \mathrm{c}\right]$, which constructs an ABE scheme based on multilinear maps.
- Homomorphic signatures. Homomorphic signatures is digital signatures with a homomorphic property that anyone can publicly evaluate a function on signatures to generate a new signature for the function value on original messages. We construct a homomorphic signatures for polynomial-degree polynomials. The construction is a simple analogue of the scheme in [CFW14], which constructs homomorphic signatures based on multilinear maps. We only consider selective security for single data set for simplicity.

The above results can be interpreted as an evidence that AI-SBMs can replace existing multilinear maps in some applications since all of the above constructions are simple analogues of known multilinear-map-based constructions.

Somewhat homomorphic encryption. Besides direct applications of our selfbilinear map with auxiliary information, we construct a somewhat homomorphic encryption scheme by using a similar technique. Our somewhat homomorphic encryption scheme is chosen plaintext ( CPA ) secure, $\mathrm{NC}_{1}$ circuit homomorphic and compact under the $\Phi$-hiding assumption and the existence of iO.

Note that all known candidate constructions of indistinguishability obfuscation are far from practical, and hence, the above constructions are mostly of theoretical interest.

### 3.1.3 Technical Overview

Here, we give a technical overview of our result. Our basic idea is to avoid the impossibility result of self-bilinear maps which is explained above by considering a group of unknown order. Note that even if we consider such a group, many decisional assumptions such as the decisional Diffie-Hellman (DDH) assumption cannot hold if there exists an efficiently computable self-bilinear map on the group. Therefore we consider only computational assumptions such as the CDH assumption. For a Blum integer $N$, we consider the group $\mathbb{Q} \mathbb{R}_{N}^{+}$of signed quadratic residues [HK09a]. On this
group, we consider a self-bilinear map $e: \mathbb{Q R}_{N}^{+} \times \mathbb{Q R}_{N}^{+} \rightarrow \mathbb{Q} \mathbb{R}_{N}^{+}$which is defined as $e\left(g^{x}, g^{y}\right):=g^{2 x y}$. The reason why we define it in this manner is that we want to ensure that the CDH assumption holds in $\mathbb{Q R}_{N}^{+}$, even if $e$ is efficiently computable. That is, even if we can compute $e\left(g^{x}, g^{y}\right)=g^{2 x y}$, it is difficult to compute $g^{x y}$ from it since the Rabin function is hard to invert under the factoring assumption. However, given only the group elements $g^{x}$ and $g^{y}$, we do not know how to compute $e\left(g^{x}, g^{y}\right)$ efficiently. To address this, we introduce auxiliary information $\tau_{y}$ for each element $g^{y} \in \mathbb{Q R}_{N}^{+}$which enables us to compute a map $e\left(\cdot, g^{y}\right)$ efficiently. This leads to the notion of self-bilinear map with auxiliary information which we introduce in this chapter.

The problem is how to define auxiliary information $\tau_{y}$ which enables us to compute $e\left(\cdot, g^{y}\right)$ efficiently. The most direct approach is to define $\tau_{y}$ as a circuit that computes the $2 y$-th power. However, if we define $\tau_{y}$ as a "natural" circuit that computes the $2 y$-th power, then we can extract $2 y$ from $\tau_{y}$, and thus we can compute $y$. This clearly enables us to compute $g^{x y}$, which breaks the CDH assumption.

A cleverer way is to define $\tau_{y}$ as a circuit that computes the $t_{y}$-th power where $t_{y}=2 y \pm \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right) .^{* 2}$ In this way, it seems that $\tau_{y}$ does not reveal $y$ since $t_{y}$ is a "masked" value of $2 y$ by $\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$which is an unknown odd number. This idea is already used by Seurin [Seu13] to construct a trapdoor DDH group. Actually, he proved that even if $t_{y}$ is given in addition to $g^{x}$ and $g^{y}$, it is still difficult to compute $g^{x y}$. In this way, it seems that we can construct a self-bilinear map with auxiliary information. However, this creates a problem: we do not have an efficient algorithm to compute $t_{y}$ from $y$ without knowing the factorization of $N$. If such an algorithm does not exist, then we cannot instantiate many bilinear map-based primitives using the resulting map such as the 3-party Diffie-Hellman key exchange [Jou00].

To overcome the above difficulty, we use indistinguishability obfuscation. An indistinguishability obfuscator $(i \mathcal{O})$ is an efficient randomized algorithm that makes circuits $C_{0}$ and $C_{1}$ computationally indistinguishable if they have exactly the same functionality.

We observe that a circuit that computes the $2 y$-th power and a circuit that computes the $t_{y}$-th power for an element of $\mathbb{Q} \mathbb{R}_{N}^{+}$have exactly the same functionality since we have $t_{y}=2 y \pm \operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$. Therefore if we obfuscate these circuits by $i \mathcal{O}$, then the resulting circuits are computationally indistinguishable. Then we define auxiliary information $\tau_{y}$ as an obfuscation of a circuit that computes the $2 y$-th power. With this definition, it is clear that $\tau_{y}$ can be computed from $y$ efficiently, and the above

[^3]mentioned problem is solved. Moreover, $\tau_{y}$ is computationally indistinguishable from an obfuscation of a circuit that computes the $t_{y}$-th power. Therefore it must still be difficult to compute $g^{x y}$ even if $\tau_{y}$ is given in addition to $g^{x}$ and $g^{y}$.

Thus we obtain a self-bilinear map with auxiliary information on $\mathbb{Q} \mathbb{R}_{N}^{+}$while ensuring that the auxiliary information does not allow the CDH assumption to be broken. By extending the above, we prove that the AI-MCDH assumption holds w.r.t. our AI-SBM under the security of $i \mathcal{O}$ and the factoring assumption. Moreover, we slightly modify the construction as $e\left(g^{x}, g^{y}\right)=g^{2^{k} x y}$ for some integer $k$, and give a sufficient condition such that the AI-GMDH assumption holds.

### 3.1.4 Related Work

Bilinear maps. In cryptography, bilinear maps on elliptic curves were first used for breaking the discrete logarithm problem on certain curves [MOV93]. The first constructive cryptographic applications of a bilinear map are given in [Jou00, SOK00, BF01]. Since then, many constructions of cryptographic primitives based on a bilinear map have been proposed.

Multilinear maps Boneh and Silverberg [BS02] considered a multilinear map which is an extension of a bilinear map, and showed its usefulness for constructing cryptographic primitives though they did not give a concrete construction of multilinear maps. Garg et al. [GGH13a] proposed a candidate construction of multilinear maps based on ideal lattices for the first time, and then some other constructions have been proposed [CLT13, CLT15, GGH15] *3. We note that some cryptanalysis on these schemes have been discussed $\left[\mathrm{CHL}^{+} 15, \mathrm{HJ} 16, \mathrm{CFL}^{+} 16\right.$, CLLT16].

Indistinguishability Obfuscation The notion of indistinguishability obfuscation was first proposed by Barak et al. [BGI $\left.{ }^{+} 01\right]$. The first candidate construction of indistinguishability obfuscation was proposed by Garg et al. [GGH $\left.{ }^{+} 13 \mathrm{~b}\right]$, followed by many works [PST14, BR14, BGK ${ }^{+}$14, AGIS14, GLSW15, GMM $\left.{ }^{+} 16\right]$. Since then, many applications of indistinguishability obfuscation have been proposed [SW14, BZ14, HSW14, GGG ${ }^{+}$14, GGHR14, Hof14, PPS15]. Although some constructions are broken [MSZ16], there are some constructions that remain unbroken so far.

Multilinar map from $i \mathcal{O}$. There are some works that shows the relation between multilinear maps and $i \mathcal{O}$. Paneth and Sahai [PS15] constructed a polynomial jigsaw puzzle,

[^4]which is a variant of a multilinear map, solely based on $i \mathcal{O}$. However, they does not provide any application of polynomial jigsaw puzzles and thus it is unclear how that is useful in constructions of cryptographic primitives. Albrecht et al. $\left[\mathrm{AFH}^{+} 16\right]$ constructed a multilinear map based on $i \mathcal{O}$, non-interactive zero-knowledge proof system, and additive homomorphic encryption. Since the assumptions they rely on is incomparable to ours, their result is incomparable to ours. Moreover, their multilinear map does not provide a graded encoding system [GGH13a] and thus some applications of multilinear maps such as attribute based encryption $\left[\mathrm{GGH}^{+} 13 \mathrm{c}\right]$ and homomorphic signatures [CFW14] cannot be instantiated.

Multiparty non-interactive key exchange and broadcast encryption. Boneh et al. [BS02] observed that if there exists a cryptographic multilinear map, then we can construct a multiparty NIKE scheme and very efficient broadcast encryption scheme. Garg et al. [GGH13a] gave the first instantiation for the construction by proposing a multilinear map.

Boneh and Zhandry [BZ14] constructed a multiparty NIKE based on iO and a one-way function. Their scheme achieve stronger security than ours, in which they consider an active adversary who generates public keys maliciously. On the other hand, in their construction, the maximum number of users is bounded at the setup phase unlike ours.

Subsequent to our work, Khurana et al. [KRS15] also constructed a multiparty NIKE scheme for unbounded parties. Their scheme also achieve stronger security than ours like [BZ14]. On the other hand, they assume a cryptographic primitive called somewhere statistically binding commitment in addition to iO and a one-way function.

### 3.2 RSA modulus and Group of Signed Quadratic Residues

Here we state structures of RSA moduli considered in this chapter. In this chapter, for an RSA modulus $N=P Q$ output by RSAGen, we assume that $P \equiv Q \equiv 3 \bmod 4$ holds and all prime factors of $\Phi(N) / 4=(P-1)(Q-1)$ are pairwise distinct and larger than $2^{\delta \ell_{N}}$ for some positive constant $\delta$ like in $[\mathrm{HK} 09 \mathrm{a}]^{* 4}$. In this case, $\mathbb{Q} \mathbb{R}_{N}^{+}$is a cyclic group of order $(P-1)(Q-1) / 4$, and a uniformly random element of $\mathbb{Q} \mathbb{R}_{N}$ is a generator of the group with overwhelming probability. A remarkable property of $\mathbb{Q} \mathbb{R}_{N}^{+}$is that the group is efficiently recognizable. That is, there exists an efficient algorithm that

[^5]determines whether a given string is an element of $\mathbb{Q} \mathbb{R}_{N}^{+}$or not [HK09a]. Throughout this chapter, we assume that the factoring assumption holds w.r.t. RSAGen that satisfies the above properties.

### 3.3 Self-bilinear Maps

In this section, we recall the definition of a self-bilinear map [CL09]. Next, we introduce the notion of self-bilinear map with auxiliary information (AI-SBM) which is a weaker variant of a self-bilinear map. Finally we define hardness assumptions with respect to a multilinear map which is constructed from a self-bilinear map.

### 3.3.1 Definition of a Self-bilinear Map

First, we recall the definition of a self-bilinear map. A self-bilinear map is a bilinear map where the domain and target groups are identical. The formal definition is as follows.

Definition 4. (Self-bilinear Map [CL09]) For a cyclic group $G$, a self-bilinear map $e: G \times G \rightarrow G$ has the following properties.

- For all $g_{1}, g_{2} \in G$ and $\alpha \in \mathbb{Z}$, it holds that

$$
e\left(g_{1}^{\alpha}, g_{2}\right)=e\left(g_{1}, g_{2}^{\alpha}\right)=e\left(g_{1}, g_{2}\right)^{\alpha} .
$$

- The map $e$ is non-degenerate, i.e, if $g_{1}, g_{2} \in G$ are generators of $G$, then $e\left(g_{1}, g_{2}\right)$ is a generator of $G$.

As shown in [CL09], we can construct an $n$-multilinear map for any integer $n \geq 2$ from a self-bilinear map $e$. We denote this $n$-multilinear map by $e_{n}$. This can be seen by easy induction: suppose that an $n$-multilinear map $e_{n}$ can be constructed from a self-bilinear map $e$, then we can construct an ( $n+1$ )-multilinear map $e_{n+1}$ by defining

$$
e_{n+1}\left(g_{1}, \ldots, g_{n}, g_{n+1}\right):=e\left(e_{n}\left(g_{1}, \ldots, g_{n}\right), g_{n+1}\right)
$$

### 3.3.2 Self-bilinear Map with Auxiliary Information

We usually expect a self-bilinear map to be efficiently computable for cryptographic applications. However, here we relax this requirement so that the map is efficiently computable if "auxiliary information" is given. That is, when we compute $e\left(g^{x}, g^{y}\right)$,
we require auxiliary information $\tau_{x}$ or $\tau_{y}$ corresponding to $g^{x}$ or $g^{y}$, respectively. We call this relaxed notion a self-bilinear map with auxiliary information (AI-SBM). We formalize it as a set of algorithms $\mathcal{S B P}=($ InstGen, AIGen, Map, AIMult $)$.

InstGen $\left(1^{\lambda}\right) \rightarrow$ params $=(G, e, g) \quad:$ InstGen takes the security parameter $1^{\lambda}$ as input and outputs the public parameters params which consists of descriptions of an efficiently recognizable cyclic group $G$ on which the group operation is efficiently computable, a self-bilinear map $e$ on $G$ and an element $g$ of $G$. We require that $g$ is a generator of $G$ with overwhelming probability and that an approximation $\operatorname{Approx}(G)$ of ord $(G)$ can be computed efficiently from params, which is negligibly close to ord $(G)$. By using $g$ and $\operatorname{Approx}(G)$, we can generate an almost uniform element $h$ of $G$ by taking $x \stackrel{\$}{\leftarrow}[\operatorname{Approx}(G)]$ and outputting $h:=g^{x}$. With a slight abuse of notation, we often simply write $h \stackrel{\Phi}{\leftarrow} G$ to mean the above procedure. Additionally, params specifies sets $T_{X}$ of auxiliary information for all $X \in G$. Since params is input for all algorithms below, we omit it for simplicity.
$\operatorname{AlGen}(x) \rightarrow \tau_{x} \quad:$ AlGen takes an integer $x$ as input, and outputs an auxiliary information $\tau_{x} \in T_{g^{x}}$ that corresponds to $g^{x}$.
$\operatorname{Map}\left(g^{x}, \tau_{y}\right) \rightarrow e\left(g^{x}, g^{y}\right) \quad: \quad$ Map takes $g^{x} \in G$ and $\tau_{y} \in T_{g^{y}}$ as input and outputs $e\left(g^{x}, g^{y}\right)$. By using this algorithm iteratively, we can compute $e_{n}\left(g^{x_{1}}, g^{x_{2}}, \ldots, g^{x_{n}}\right)$ if we are given $g^{x_{1}}, g^{x_{2}}, \ldots, g^{x_{n} * 5}$.
AIMult $\left(\tau_{x}, \tau_{y}\right) \rightarrow \tau_{\text {Mult }}:$ AlMult takes $\tau_{x} \in T_{g^{x}}, \tau_{y} \in T_{g^{y}}$ as input and outputs $\tau_{\text {Mult }} \in T_{g^{x+y}}$. We require that $\left|\tau_{\text {mult }}\right| \leq\left|\tau_{x}\right|+\left|\tau_{y}\right|+$ poly $(\lambda)$ holds.
$\operatorname{AIMap}\left(\tau_{x}, \tau_{y}\right) \rightarrow \tau_{\text {Map }} \quad:$ AlMap takes $\tau_{x} \in T_{g^{x}}, \tau_{y} \in T_{g^{y}}$ as input and outputs $\tau_{\text {Map }} \in$ $T_{e\left(g^{x}, g^{y}\right)}$. We require that $\left|\tau_{\text {Map }}\right| \leq\left|\tau_{x}\right|+\left|\tau_{y}\right|+$ poly $(\lambda)$ holds.
$\operatorname{AIExp}\left(\tau_{x}, \alpha\right) \rightarrow \tau_{\operatorname{Exp}} \quad:$ AIMap takes $\tau_{x} \in T_{g^{x}}$ and a integer $\alpha$ as input and outputs $\tau_{\text {Exp }} \in T_{g^{\alpha x}}$. We require that $\left|\tau_{\operatorname{Exp}}\right| \leq\left|\tau_{x}\right|+\operatorname{poly}(\lambda, \log \alpha)$ holds.
$\operatorname{AIRand}\left(S, \tau_{x}\right) \rightarrow \tau_{x}^{\prime} \quad:$ AIRand takes a natural number $S$ and $\tau_{x} \in T_{g^{x}}$ such that $\left|\tau_{x}\right| \leq S$ as input and outputs $\tau_{x}^{\prime} \in T_{g^{x}}$ such that $\left|\tau_{x}^{\prime}\right| \leq \operatorname{poly}(S, \lambda)$.

We require for AIRand to satisfy the following property.

- Indistinguishability of auxiliary information. Intuitively, two auxiliary information corresponding to the same group element output by

[^6]AIRand are computationally indistinguishable. More formally, for any params $\leftarrow \operatorname{InstGen}\left(1^{\lambda}\right), g^{x} \in G$, if $\tau_{x, i} \in T_{g^{x}}$ and $\left|\tau_{x, i}\right| \leq S$ hold and we set $\tau_{x, i}^{\prime} \leftarrow \operatorname{AIRand}\left(S, \tau_{x, i}\right)(i=0,1)$, then $\tau_{x, 0}^{\prime}$ and $\tau_{x, 1}^{\prime}$ are computationally indistinguishable.

Remark 7. As pointed out in [AFH 16$]$, AI-SBMs have a significant drawback compared with ideal self-bilinear maps that the size of auxiliary information grows almost double in each computation of AIMult and AIMap. Thus if we apply these computations recursively, then the size grows exponentially in the number of computations. Thus we cannot compute polynomial depth circuit on auxiliary information. We remark, however, that we can compute logarithmic depth circuits on auxiliary information. (If randomization is required after each gate evaluation, then we can handle only constant depth circuits.)

### 3.3.3 Definition of Hardness Assumptions

Here, we introduce some hardness assumptions with respect to AI-SBM. We first define Auxiliary Information Multilinear Computational Diffie-Hellman (AI-MCDH) assumption, Auxiliary Information Multilinear Hashed Diffie-Hellman (AI-MHDH) assumption and the Auxiliary Information Augmented Power Multilinear Diffie-Hellman (AI-APMDH) assumptions, which are counterparts of the similar assumptions defined for multi-linear maps respectively. Finally, we define the Auxiliary Information Generalized Multilinear Diffie-Hellman (AI-GMDH) assumption, which can be seen as a general class of Diffie-Hellman type search assumptions with respect to AI-SBMs including the AI-MCDH and AI-APMDH assumptions.

First, we define the AI-MCDH assumption, which is an analogue of the multilinear computational Diffie-Hellman (MCDH) assumption defined for multilinear maps.

Definition 5. ( $n-A I-M C D H$ assumption) We say that the $n$-Auxiliary Information Multilinear Computational Diffie-Hellman ( $n$-MCDHAI assumption) holds if there exists a polynomial $S(\lambda)$ such that for any efficient algorithm $\mathcal{A}$,

$$
\operatorname{Pr}\left[e_{n}(g, \ldots, g)^{\prod_{i=1}^{n} x_{i}} \leftarrow \mathcal{A}\left(\text { params },\left\{g^{x_{i}}\right\}_{i \in[n+1]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}\right)\right]
$$

is negligible, where params $\stackrel{\&}{\leftarrow} \operatorname{InstGen}\left(1^{\lambda}\right), x_{1}, \ldots, x_{n+1} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$ and $\tau_{x_{i}} \leftarrow$ $\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{i}\right)\right)$ for $i \in[n+1]$.

Next, we define the AI-MHDH assumption which is the "hashed version" of the AI-MCDH assumption.

Definition 6. ( $n-A I-M H D H$ assumption) We say that the $n$-Auxiliary Information Multilinear Hashed Diffie-Hellman ( $n$-AI-MHDH assumption) holds with respect to a family $\mathcal{H}=\left\{H: G \rightarrow\{0,1\}^{k}\right\}$ of hash functions if there exists a polynomial $S(\lambda)$ such that for any efficient algorithm $\mathcal{A}$,

$$
\begin{aligned}
\operatorname{Pr}[1 & \left.\leftarrow \mathcal{A}\left(\text { params, }\left\{g^{x_{i}}\right\}_{i \in[n]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}, H, T\right) \mid \beta=1\right] \\
-\operatorname{Pr}[1 & \left.\left.\leftarrow \mathcal{A} \text { (params, }\left\{g^{x_{i}}\right\}_{i \in[n]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}, H, T\right) \mid \beta=0\right]
\end{aligned}
$$

is negligible, where params $\stackrel{\&}{\leftarrow} \operatorname{InstGen}\left(1^{\lambda}\right), x_{1}, \ldots, x_{n+1} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)], \tau_{x_{i}} \leftarrow$ $\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{i}\right)\right)$ for $i \in[n+1], H \stackrel{\&}{\leftarrow} \mathcal{H}$, and $T:=H\left(e_{n}(g, \ldots, g) \prod_{i=1}^{n+1} x_{i}\right)$ if $\beta=1$, and otherwise $T \stackrel{\&}{\leftarrow}\{0,1\}^{k}$.

Definition 7. (( $\ell, M)$-AI-APMDH assumption) We say that the ( $\ell, M)$-auxiliary information augmented power multilinear Diffie-Hellman ( $(\ell, M)-A I-A P M D H)$ holds if there exists a polynomial $S(\lambda)$ such that for any PPT adversary $\mathcal{A}$,

$$
\left.\operatorname{Pr}\left[\left(c^{*}, F^{* c^{*}}\right) \leftarrow \mathcal{A} \text { (params, }\left\{F_{i}\right\}_{i \in[4]},\left\{\tau_{f_{i}}\right\}_{i \in[4]}\right), c^{*} \neq 0,\left|c^{*}\right| \leq M\right]
$$

is negligible where params $\stackrel{\&}{\leftarrow} \operatorname{InstGen}\left(1^{\lambda}\right), x_{1}, x_{2}, x_{3} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)], F_{1}:=g^{x_{2}}$, $F_{2}:=g^{x_{3}}, F_{3}:=g^{x_{1} x_{2}}, F_{4}:=g^{x_{1} x_{2} x_{3}}, F^{*}:=e_{\ell}(g, \ldots, g)^{x_{1}^{\ell-1}\left(x_{2} x_{3}\right)^{\ell}}, \tau_{f_{1}} \leftarrow$ $\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{2}\right)\right), \tau_{f_{2}} \leftarrow \operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{3}\right)\right), \tau_{f_{3}} \leftarrow \operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{1} x_{2}\right)\right)$, and $\tau_{f_{4}} \leftarrow \operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{1} x_{2} x_{3}\right)\right)$.

Remark 8. In the original definition of the APMDH assumption, an adversary is also given $g^{x_{1}}$ and $g^{x_{1} x_{3}}$ additionally. In our application in Sec. 3.5.4, they are not needed and thus we omit them.

Remark 9. If $G$ is a group of known prime order, then it is the same if we only consider the case of $c^{*}=1$. However, since we consider a group of unknown order, we formulate the assumption as the above.

Next, we define the AI-GMDH assumption which generalizes the above assumptions.

Definition 8. ((\{fis $\left.\}_{i \in[m]}, f^{*}, \ell^{*}, M\right)$-AI-GMDH assumption) Let $f_{1}, \ldots, f_{m}, f^{*}$ be $n$-variable polynomials and $\ell^{*}$ and $M$ be natural numbers. Then we say that the Auxiliary Information Generalized Multilinear Diffie-Hellman (AI-GMDH) assumption holds if the following holds. There exists a polynomial $S(\lambda)$ such that for any PPT adversary $\mathcal{A}$,

$$
\operatorname{Pr}\left[\left(c^{*}, F^{* c^{*}}\right) \leftarrow \mathcal{A}\left(\text { params },\left\{F_{i}\right\}_{i \in[m]},\left\{\tau_{f_{i}}\right\}_{i \in[m]}\right), c^{*} \neq 0,\left|c^{*}\right| \leq M\right]
$$

is negligible, where params $\stackrel{\&}{\leftarrow} \operatorname{InstGen}\left(1^{\lambda}\right), x_{1}, \ldots, x_{m} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)], F_{i}:=$ $g^{f_{i}\left(x_{1}, \ldots, x_{n}\right)}, \tau_{f_{i}} \leftarrow \operatorname{AIRand}\left(S, \operatorname{AIGen}\left(f_{i}\left(x_{1}, \ldots, x_{n}\right)\right)\right) \quad($ for $i \in[m])$, and $F^{*}:=$ $e_{\ell^{*}}(g, \ldots, g)^{f^{*}\left(x_{1}, \ldots, x_{n}\right)}$.

Example 1. If we define $f_{i}\left(x_{1}, \ldots, x_{n+1}\right):=x_{i}$ for $i \in[n+1]$, and $f^{*}\left(x_{1}, \ldots, x_{n+1}\right):=$ $\prod_{i=1}^{n+1} x_{i}$, then the $n$-AI-MCDH assumption is equivalent to $\left(\left\{f_{i}\right\}_{i \in[n]}, f^{*}, n, 1\right)-A I$ GMDH assumption.

Example 2. If we define $f_{1}\left(x_{1}, x_{2}, x_{3}\right):=x_{2}, f_{2}\left(x_{1}, x_{2}, x_{3}\right):=x_{3}, f_{3}\left(x_{1}, x_{2}, x_{3}\right):=$ $x_{1} x_{2}, f_{4}\left(x_{1}, x_{2}, x_{3}\right):=x_{1} x_{2} x_{3}$, and $f^{*}\left(x_{1}, x_{2}, x_{3}\right):=x_{1}^{\ell-1}\left(x_{2} x_{3}\right)^{\ell}$, then the $(\ell, M)-A I-$ APMDH assumption is equivalent to the $\left(\left\{f_{i}\right\}_{i \in[4]}, f^{*}, \ell, M\right)-A I-G M D H$ assumption.

### 3.4 Constructions of AI-SBM

In this section, we give two constructions of AI-SBM. We call the first one the basic construction and the second one the extended construction. For the basic construction, we prove that the AI-MCDH assumption and the AI-MHDH assumption for a one-bit output hash function hold under the security of iO and the factoring assumption. For the extended construction, we show that the AI-MHDH assumption for a multiple-bit output hash function holds under the same assumption, and give a easily checkable sufficient condition for parameters such that the $\left(\left(\left\{f_{i}\right\}_{i \in[m]}, f^{*}, \ell^{*}, M\right)\right.$-AIGMDH assumption holds.

### 3.4.1 Basic Construction

First we prepare some notations for circuits on $\mathbb{Q} \mathbb{R}_{N}^{+}$.

Notation for circuits on $\mathbb{Q} \mathbb{R}_{N}^{+}$. In the following, for an $\ell_{N}$-bit RSA modulus $N$ and an integer $x \in \mathbb{Z}, \mathcal{C}_{N, x}$ denotes a set of circuits $C_{N, x}$ that computes $x$-th power on the group $\mathbb{Q} \mathbb{R}_{N}^{+}$. If an input is not an element of $\mathbb{Q} \mathbb{R}_{N}^{+}, C_{N, x}$ outputs $0^{\ell_{N}}$ (that is interpreted as $\perp$ ). We define the canonical circuit $\tilde{C}_{N, x}$ in $\mathcal{C}_{N, x}$ in a natural way ${ }^{* 6}$. For circuits $C_{1}, C_{2}$ whose output can be interpreted as elements of $\mathbb{Q R}_{N}^{+}$, $\operatorname{Mult}\left(C_{1}, C_{2}\right)$ denotes a circuit that takes $a$ as input and outputs $C_{1}(a) \cdot C_{2}(a)$ where - denotes the multiplication on $\mathbb{Q R}_{N}^{+} . C_{1} \circ C_{2}$ denotes a circuit that takes $a$ as input and outputs $C_{1}\left(C_{2}(a)\right)$. The sizes of $\operatorname{Mult}\left(C_{1}, C_{2}\right)$ and $C_{1} \circ C_{2}$ can be bounded by

[^7]$$
\left|C_{1}\right|+\left|C_{2}\right|+\operatorname{poly}(\log N) .
$$

Now we are ready to describe the construction. Let $k$ be an arbitrary natural number. The construction is as follows.
$\operatorname{InstGen}\left(1^{\lambda}\right) \rightarrow$ params $=(N, e, g) \quad: \quad$ Run RSAGen $\left(1^{\lambda}\right)$ to obtain $(N, P, Q)$, chooses $g \stackrel{\leftrightarrow}{\leftarrow} \mathbb{Q R}_{N}^{+}$and outputs params $=(N, g)$. params defines the underlying group $G:=\mathbb{Q} \mathbb{R}_{N}^{+}$, the self bilinear map $e\left(g^{x}, g^{y}\right):=g^{2 x y}$ and $\operatorname{Approx}(G):=(N-1) / 4$. For any element $X=g^{x} \in G$, the set $T_{X}$ is defined as the set of all circuits that computes $2 x$-th power on $\mathbb{Q} \mathbb{R}_{N}^{+}$(and outputs $\perp$ for input out of $\mathbb{Q} \mathbb{R}_{N}^{+}$).
$\operatorname{AIGen}(x) \rightarrow \tau_{x} \quad: \quad$ Take the canonical circuit $\tilde{C}_{N, 2 x} \in \mathcal{C}_{N, 2 x}$, set $\tau_{x}:=\tilde{C}_{N, 2 x}$ and output $\tau_{x}$.
$\operatorname{Map}\left(g^{x}, \tau_{y}\right) \rightarrow e\left(g^{x}, g^{y}\right)$ : Compute $\tau_{y}\left(g^{x}\right)$ and output it. (Recall that $\tau_{y}$ is a circuit that computes the $2 y$-th power for an element of $\mathbb{Q} \mathbb{R}_{N}^{+}$.)
AIMult $\left(\tau_{x}, \tau_{y}\right) \rightarrow \tau_{\text {Mult }}:$ Compute $\tau_{\text {Mult }} \leftarrow \operatorname{Mult}\left(\tau_{x}, \tau_{y}\right)$ and output it.
$\operatorname{AIMap}\left(\tau_{x}, \tau_{y}\right) \rightarrow \tau_{\text {Map }} \quad:$ Compute $\tau_{\text {Map }} \leftarrow \tau_{x} \circ \tau_{y}$ and output it.
$\operatorname{AIExp}\left(\tau_{x}, \alpha\right) \rightarrow \tau_{\text {Exp }}:$ Take the canonical circuit $\tilde{C}_{N, \alpha} \in \mathcal{C}_{N, \alpha}$, compute $\tau_{x} \circ \tilde{C}_{N, \alpha}$ and output it.
$\operatorname{AIRand}\left(S, \tau_{x}\right) \rightarrow \tau_{x}^{\prime} \quad$ : Compute $\tau_{x}^{\prime} \leftarrow i \mathcal{O}\left(S, \tau_{x}\right)$ and output it.
The indistinguishability of auxiliary information easily follows from the definition of indistinguishability obfuscation.

Hardness Assumptions In this paragraph, we show that various hardness assumptions hold w.r.t. our construction of AI-SBM. We first prove that the AI-MCDH assumption holds with respect to our AI-SBM if $i \mathcal{O}$ is a secure indistinguishability obfuscator for $P /$ poly and the factoring assumption holds. Then we observe that if we use the Goldreich-Levin hardcore bit function [GL89] as $\mathcal{H}$, the AI-MHDH assumption also holds. Finally, by extending the above proof technique, we show that more general class of assumptions also holds with respect to our AI-SBM. In particular, we give a sufficient condition such that the AI-GMDH assumption holds. As a corollary of the theorem, we prove that the AI-APMDH assumption holds w.r.t. the AI-SBM.

First, we prove that the AI-MCDH assumption holds if $i \mathcal{O}$ is a secure indistinguishability obfuscator for $P /$ poly and the factoring assumption holds. We note that similar idea to our proof can be found in [HK09a], where it is proven that Strong Diffie-Hellman (SDH) assumption on $\mathbb{Q R}_{N}^{+}$holds under the factoring assumption, and in [Seu13], where trapdoor DDH group is constructed on $\mathbb{Q} \mathbb{R}_{N}^{+}$.

Theorem 1. For any integer $n$ (polynomially bounded by the security parameter), the $n-A I-M C D H$ assumption holds w.r.t. the above AI-SBM if the factoring assumption holds w.r.t. RSAGen and $i \mathcal{O}$ is an indistinguishability obfuscator for $P /$ poly.

Proof. For an algorithm $\mathcal{A}$ and an integer $n$ (which is polynomially bounded by the security parameter), we consider the following games.

Game 1. This game is the original $n$-MCDHAI game. More precisely, it is as follows.

$$
\begin{aligned}
& (N, P, Q) \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right) \\
& g \stackrel{Q}{\bullet}_{\leftarrow}^{+} \\
& x_{1}, \ldots, x_{n+1}^{+} \stackrel{\&}{\leftarrow}_{\leftarrow}[(N-1) / 4] \\
& \tau_{x_{i}} \leftarrow i \mathcal{O}\left(S, \tilde{C}_{N, 2 x_{i}}\right) \text { for } i \in[n+1] \\
& U \leftarrow \mathcal{A}\left(N, g,\left\{g^{x_{i}}\right\}_{i \in[n+1]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}\right)
\end{aligned}
$$

Game $1^{\prime}$ This game is the same as Game 1 except that $x_{1}, \ldots, x_{n+1}$ are uniformly chosen from $\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$.

Game $2^{\prime}$ This game is the same as Game $1^{\prime}$ except that $g, x_{1}, \ldots, x_{n+1}, \tau_{x_{1}}, \ldots, \tau_{x_{n+1}}$ are set differently. More precisely, they are set as follows.
$(N, P, Q) \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right)$
$h \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}^{+}$
$g:=h^{2}$
$x_{0}^{\prime}, \ldots, x_{n}^{\prime} \stackrel{\&}{\leftarrow}\left[\operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)\right]$
$g^{x_{i}}:=g^{x_{i}^{\prime}} h$ for $i \in[n+1]$
(This implicitly defines $x_{i} \equiv x_{i}^{\prime}+1 / 2 \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$).
$\tau_{x_{i}} \leftarrow i \mathcal{O}\left(S, \tilde{C}_{N, 2 x_{i}^{\prime}+1}\right)$ for $i \in[n+1]$
$U \leftarrow \mathcal{A}\left(N, g,\left\{g^{x_{i}}\right\}_{i \in[n+1]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}\right)$
Game 2 This game is the same as Game $2^{\prime}$ except that $x_{0}^{\prime}, \ldots, x_{n+1}^{\prime}$ are uniformly chosen from $[(N-1) / 4]$.
We say that $\mathcal{A}$ wins if it outputs $U=e_{n}(g, \ldots, g)^{\Pi_{i=1}^{n+1} x_{i}}$. For $i=1,2$, we let $T_{i}$ and $T_{i}^{\prime}$ be the events that $\mathcal{A}$ wins in Game $i$ and Game $i^{\prime}$, respectively. What we want to prove is that $\operatorname{Pr}\left[T_{1}\right]$ is negligible. We prove it by the following lemmas.

Lemma 1. $\left|\operatorname{Pr}\left[T_{i}\right]-\operatorname{Pr}\left[T_{i}^{\prime}\right]\right|$ is negligible for $i=1,2$

Proof. This follows since the statistical distance of uniform distributions on [(N-1)/4] and $\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$are negligible.

Lemma 2. $\left|\operatorname{Pr}\left[T_{1}^{\prime}\right]-\operatorname{Pr}\left[T_{2}^{\prime}\right]\right|$ is negligible if $i \mathcal{O}$ is an indistinguishability obfuscator for $P /$ poly.

Proof. We consider hybrid games $H_{0}, \ldots H_{n+1}$. A hybrid game $H_{i}$ is the same as Game 1' except that the first $i$ auxiliary information (i.e, $\tau_{x_{1}}, \ldots, \tau_{x_{i}}$ ) are generated as in Game $2^{\prime}$. It is clear that $H_{0}$ is identical to Game $1^{\prime}$ and $H_{n}$ is identical to Game 2'. Let $S_{i}$ be the event that $\mathcal{A}$ wins in Game $H_{i}$. It suffices to show that $\left|\operatorname{Pr}\left[S_{i}\right]-\operatorname{Pr}\left[S_{i-1}\right]\right|$ is negligible. We construct an algorithm $\mathcal{B}=\left(\mathcal{B}_{1}, \mathcal{B}_{2}\right)$ that breaks the security of $i \mathcal{O}$ by using $\mathcal{A}$ that distinguishes $H_{i}$ and $H_{i-1}$.
$\mathcal{B}_{1}\left(1^{\lambda}\right): \quad \mathcal{B}_{1}$ runs $(N, P, Q) \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right)$, chooses $h \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}^{+}$and $x_{1}, \ldots, x_{n+1} \stackrel{\Phi}{\oplus}_{\leftarrow}$ $\left[\operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)\right]$and sets $g:=h^{2}$. $\mathcal{B}_{1}$ computes $x_{0}^{\prime}, \ldots, x_{n+1}^{\prime} \in \operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$such that $x_{j} \equiv x_{j}^{\prime}+1 / 2 \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$for $j \in[n+1]$. (This can be computed since $\mathcal{B}_{1}$ knows the factorization of $N$.) Then $\mathcal{B}_{1}$ sets $C_{0}:=\tilde{C}_{N, 2 x_{i}}, C_{1}:=\tilde{C}_{N, 2 x_{i}^{\prime}+1}$ and $\sigma:=\left(N, P, Q, h, g, x_{1}, \ldots, x_{n}, x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ and outputs $\left(C_{0}, C_{1}, \sigma\right)$.
$\mathcal{B}_{2}\left(\sigma, C^{*}\right): \mathcal{B}_{2}$ sets

$$
\tau_{x_{j}} \leftarrow \begin{cases}i \mathcal{O}\left(S, \tilde{C}_{N, 2 x_{j}^{\prime}+1}\right) & \text { if } j=0, \ldots, i-1 \\ C^{*} & \text { if } j=i \\ i \mathcal{O}\left(S, \tilde{C}_{N, 2 x_{j}}\right) & \text { if } j=i+1, \ldots, n+1\end{cases}
$$

Then $\mathcal{B}_{2}$ runs $\mathcal{A}\left(N, g,\left\{g^{x_{i}}\right\}_{i \in[n+1]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}\right)$ to obtain $U$. If we have $U=$ $e_{n}(g, \ldots, g)^{\Pi_{i=0}^{n+1} x_{i}}$, then $\mathcal{B}_{2}$ outputs 1 , and otherwise outputs 0 .

The above completes the description of $\mathcal{B}$. First, we show $C_{0}$ and $C_{1}$ output by $\mathcal{B}_{1}$ has completely the same functionality. Since we have $x_{j} \equiv x_{j}^{\prime}+1 / 2 \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$, we have $2 x_{j} \equiv 2 x_{j}^{\prime}+1 \bmod \operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$. Therefore $2 x_{j}$-th power and $\left(2 x_{j}^{\prime}+1\right)$-th power return exactly the same value on the group $\mathbb{Q} \mathbb{R}_{N}^{+}$and thus $C_{0}$ and $C_{1}$ have exactly the same functionality. We note that each of $g^{x_{j}}(j=0, \ldots, n)$ is distributed in $\mathbb{Q} \mathbb{R}_{N}^{+}$ independently of each other in all hybrid games $H_{i}$ for $i=0, \ldots, n$. Therefore $\mathcal{B}$ generates them in exactly the same way as those are generated in the hybrids $H_{i-1}$ and $H_{i}$. Then we can see that $\mathcal{B}$ perfectly simulates $H_{i-1}$ if $C^{*} \leftarrow i \mathcal{O}\left(S, C_{0}\right)$ and $H_{i}$ if $C^{*} \leftarrow i \mathcal{O}\left(S, C_{1}\right)$ from the view of $\mathcal{A}$. If the difference between the probability that $\mathcal{A}$ wins in $H_{i-1}$ and that in $H_{i}$ is non-negligible, then $\mathcal{B}$ succeeds in distinguish whether $C^{*}$ is computed as $C^{*} \leftarrow i \mathcal{O}\left(S, C_{0}\right)$ or $C^{*} \leftarrow i \mathcal{O}\left(S, C_{1}\right)$, with non-negligible advantage, and thus breaks the security of $i \mathcal{O}$.

Lemma 3. $\operatorname{Pr}\left[T_{2}\right]$ is negligible if the factoring assumption holds.
Proof. Assuming that $\mathcal{A}$ wins in Game 2 with non-negligible probability, we construct an algorithm $\mathcal{B}$ that factorizes $N$. This part is very similar to techniques used in [HK09a, Seu13]. The construction of $\mathcal{B}$ is as follows.
$\mathcal{B}(N): \mathcal{B}$ chooses $h^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{N}^{*} \backslash \mathbb{Q} \mathbb{R}_{N}^{+}$, sets $h:=\left|h^{\prime 2} \bmod N\right| \in \mathbb{Q R}_{N}^{+}$and $g:=h^{2}$ and chooses $x_{1}^{\prime}, \ldots, x_{n}^{\prime} \stackrel{\&}{\leftarrow}[(N-1) / 4]$. Then $\mathcal{B}$ sets $g^{x_{i}}:=$ $g^{x_{i}^{\prime} h}$ and $\tau_{x_{i}} \leftarrow i \mathcal{O}\left(M_{1}, \tilde{C}_{N, 2 x_{i}^{\prime}+1}\right)$ for all $i \in[n+1]$. Then $\mathcal{B}$ runs $\mathcal{A}\left(N, g,\left\{g^{x_{i}}\right\}_{i \in[n+1]},\left\{\tau_{x_{i}}\right\}_{i \in[n+1]}\right)$. Let $U$ be the output of $\mathcal{A}$. Then $\mathcal{B}$ computes $X:=\Pi_{i=1}^{n+1}\left(2 x_{i}^{\prime}+1\right)$ and $v=U g^{-\left(x_{0}^{\prime} X+(X-1) / 2\right)}$. (Note that $X$ is odd and therefore $(X-1) / 2$ is an integer.) Then it outputs $\operatorname{gcd}\left(h^{\prime}, V\right)$.

Since $\mathcal{B}$ perfectly simulates Game 2 from the view of $\mathcal{A}, \mathcal{A}$ outputs $e_{n}(g, \ldots, g)^{\Pi_{i=1}^{n+1} x_{i}}$ with non-negligible probability. If it occurs, then we have

$$
\begin{array}{r}
U=e_{n}(g, \ldots, g)^{\Pi_{i=1}^{n+1} x_{i}}=g^{2^{n-1} \Pi_{i=1}^{n+1} x_{i}}=h^{2^{n} \Pi_{i=1}^{n+1} x_{i}}=h^{x_{1} \Pi_{i=2}^{n+1} 2 x_{i}} \\
=h^{\left(x_{1}^{\prime}+1 / 2\right) \Pi_{i=1}^{n+1}\left(2 x_{i}^{\prime}+1\right)}=h^{x_{1}^{\prime} X+X / 2}=h^{x_{1}^{\prime} X+(X-1) / 2+1 / 2}
\end{array}
$$

where we used that $x_{i} \equiv x_{i}^{\prime}+1 \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}\right)$ holds for $i \in[n+1]$. Therefore we have $V=h^{1 / 2}$. Since $V \in \mathbb{Q R}_{N}^{+}, h^{\prime}$ and $V$ are distinct square roots of $h$ in $\mathbb{Q} \mathbb{R}_{N}^{+}$. Therefore $\operatorname{gcd}\left(h^{\prime}, V\right)$ is a non-trivial factor of $N$.

Theorem 1 is proven by the above lemmas.
The following is immediate from Theorem 1 and the Goldreich-Levin theorem [GL89].

Theorem 2. The AI-MHDH assumption holds w.r.t. the above AI-SBM and the Goldreich-Levin hardcore bit function if the factoring assumption holds with respect to RSAGen and $i \mathcal{O}$ is an indistinguishability obfuscator for $P /$ poly.

### 3.4.2 Extended Construction

In this section, we construct a variant of the previous construction, for which various kinds of assumptions holds. Specifically, we first prove that the AI-MHDH assumption holds for a hash function with multi-bit output. We also show a sufficient condition such that the AI-GMDH assumption holds. As a corollary, we show that the AIAPMDH assumption holds w.r.t. the construction.

The construction is actually very similar to the basic construction. The difference from the previous construction is that we define $e\left(g^{x}, g^{y}\right)=g^{2^{k} x y}$ for some integer $k$ instead of $e\left(g^{x}, g^{y}\right)=g^{2 x y}$.

Let $k$ be an arbitrary natural number. The construction is as follows.
$\operatorname{InstGen}\left(1^{\lambda}\right) \rightarrow$ params $=(N, e, g) \quad: \quad$ Run RSAGen $\left(1^{\lambda}\right)$ to obtain $(N, P, Q)$, chooses $g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}^{+}$and outputs params $=(N, g)$. params defines the underlying group $G:=\mathbb{Q R}_{N}^{+}$, the self bilinear map $e\left(g^{x}, g^{y}\right):=g^{2^{k} x y}$ and $\operatorname{Approx}(G):=(N-$ $1) / 4$. For any element $X=g^{x} \in G$, the set $T_{X}$ is defined as the set of all circuits that computes $2^{k} x$-th power on $\mathbb{Q R}_{N}^{+}$(and outputs $\perp$ for input out of $\left.\mathbb{Q} \mathbb{R}_{N}^{+}\right)$.
$\operatorname{AIGen}(x) \rightarrow \tau_{x} \quad:$ Take the canonical circuit $\tilde{C}_{N, 2^{k} x} \in \mathcal{C}_{N, 2^{k} x}$, set $\tau_{x}:=\tilde{C}_{N, 2^{k} x}$ and output $\tau_{x}$.
$\operatorname{Map}\left(g^{x}, \tau_{y}\right) \rightarrow e\left(g^{x}, g^{y}\right) \quad:$ Compute $\tau_{y}\left(g^{x}\right)$ and output it. (Recall that $\tau_{y}$ is a circuit that computes the $2^{k} y$-th power for an element of $\mathbb{Q} \mathbb{R}_{N}^{+}$.)
$\operatorname{AIMult}\left(\tau_{x}, \tau_{y}\right) \rightarrow \tau_{\text {Mult }}:$ Compute $\tau_{\text {Mult }} \leftarrow \operatorname{Mult}\left(\tau_{x}, \tau_{y}\right)$ and output it.
$\operatorname{AIMap}\left(\tau_{x}, \tau_{y}\right) \rightarrow \tau_{\text {Map }}:$ Compute $\tau_{\text {Map }} \leftarrow \tau_{x} \circ \tau_{y}$ and output it.
$\operatorname{AIExp}\left(\tau_{x}, \alpha\right) \rightarrow \tau_{\text {Exp }} \quad: \quad$ Take the canonical circuit $\tilde{C}_{N, \alpha} \in \mathcal{C}_{N, \alpha}$, compute $\tau_{\text {Exp }} \leftarrow$ $\tau_{x} \circ \tilde{C}_{N, \alpha}$ and output it.
$\operatorname{AlRand}\left(S, \tau_{x}\right) \rightarrow \tau_{x}^{\prime} \quad$ : Compute $\tau_{x}^{\prime} \leftarrow i \mathcal{O}\left(S, \tau_{x}\right)$ and output it.
The indistinguishability of auxiliary information easily follows from the definition of indistinguishability obfuscation.

Hardness assumptions We prove that the AI-MHDH assumption holds w.r.t. the construction.

We first define the BBS generator which we will use as a hardcore function.
Definition 9. For $\ell_{N}$-bit Blum integer $N, g \in \mathbb{Q R}_{N}^{+}$and $r \in\{0,1\}^{\ell_{N}}$, we define the BBS generator as

$$
B B S_{r}(g):=\left(\mathrm{GL}_{r}(g), \ldots, \mathrm{GL}_{r}\left(g^{k-1}\right)\right)
$$

where GL denote the Goldreich-Levin hardcore bit function [GL89]. That is, $\mathrm{GL}_{r}(x):=$ $\bigoplus_{i=1}^{\ell_{N}} r_{i} x_{i}$ where $r_{i}$ and $x_{i}$ are $i$-th bit of $r$ and $x$ which is represented as an integer in $\{1, \ldots,(N-1) / 2\}$. We write $\mathcal{B B S}$ to denote the family of functions $\left\{B B S_{r}\right\}_{r \in\{0,1\}_{N}}$.

Then we show the following theorem.
Theorem 3. The AI-MHDH assumption holds w.r.t. the above AI-SBM and $\mathcal{B B S}$ if
the factoring assumption holds for RSAGen and $i \mathcal{O}$ is an indistinguishability obfuscator for $P /$ poly.

Proof. For an algorithm $\mathcal{A}$, we consider the following games.
Game 1. This game is the original $n$-MHDH game. More precisely, it is as follows.

$$
\begin{aligned}
& (N, P, Q) \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right) \\
& g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}^{+} \\
& r \stackrel{\mathbb{Q}}{\leftarrow}\{0,1\}^{\ell_{N}} \\
& x_{1}, \ldots, x_{n+1} \leftarrow_{\leftarrow}^{\&}[(N-1) / 4] \\
& \tau_{x_{i}} \leftarrow i \mathcal{O}\left(M_{\ell_{i}}, \tilde{C}_{N, 2^{k} x_{i}}\right) \text { for } i \in[n+1] \\
& T:=B B S_{r}\left(g^{2^{k(n-1)} \Pi_{i=1}^{n+1} x_{i}}\right) \\
& b \leftarrow \mathcal{A}\left(N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}, r, T\right)
\end{aligned}
$$

Game 1' This game is the same as Game 1 except that $x_{1}, \ldots, x_{n}$ are chosen from $\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$.
Game $2^{\prime}$. This game is the same as Game 1 except that $g, x_{1}, \ldots, x_{n+1}, \tau_{x_{1}}, \ldots, \tau_{x_{n+1}}$ are set differently. More precisely, it is as follows.
$(N, P, Q) \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right)$
$h \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}^{+}$
$g:=h^{2^{k}}$
$x_{1}^{\prime}, \ldots, x_{n+1}^{\prime} \stackrel{\&}{\leftarrow}\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$
$g^{x_{i}}:=g^{x_{i}^{\prime}} h$ for $i \in[n+1]$
(This implicitly defines $x_{i} \equiv x_{i}^{\prime}+1 / 2^{k} \bmod \operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$)
$\tau_{x_{i}} \leftarrow i \mathcal{O}\left(M_{\ell_{i}}, \tilde{C}_{N, 2^{k} x_{i}^{\prime}+1}\right)$ for $i \in[n+1]$
$T:=B B S_{r}\left(g^{2^{k(n-1)} \Pi_{i=1}^{n+1} x_{i}}\right)$
$b \leftarrow \mathcal{A}\left(N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}, r, T\right)$
Game 2 This game is the same as Game $2^{\prime}$ except that $x_{1}^{\prime}, \ldots, x_{n+1}^{\prime}$ are chosen from $[(N-1) / 4]$.
Game 3. This game is the same as Game 2 except that $T$ is set as a random $k$-bit string.

Let $T_{i}$ be the event that $\mathcal{A}$ outputs 1 in Game $i$ and $T_{i}^{\prime}$ be the event that $\mathcal{A}$ outputs 1 in Game $i^{\prime}$. What we want to prove is $\left|\operatorname{Pr}\left[T_{1}\right]-\operatorname{Pr}\left[T_{3}\right]\right|$ is negligible. We prove this by the following lemmas.

Lemma 4. $\left|\operatorname{Pr}\left[T_{i}\right]-\operatorname{Pr}\left[T_{i}^{\prime}\right]\right|$ is negligible for $i=1,2$
Proof. This follows since the statistical distance between the uniform distributions of $[(N-1) / 4]$ and $\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$are negligible.

Lemma 5. $\left|\operatorname{Pr}\left[T_{1}^{\prime}\right]-\operatorname{Pr}\left[T_{2}^{\prime}\right]\right|$ is negligible if $i \mathcal{O}$ is an indistinguishability obfuscator for $P /$ poly .

Proof. We define hybrid games $H_{1,0}, \ldots H_{1, n+1}$. A hybrid game $H_{1, i}$ is the same as Game $1^{\prime}$ except that the first $i$ auxiliary information (i.e, $\tau_{x_{1}}, \ldots, \tau_{x_{i}}$ ) are generated as in Game $2^{\prime}$. Let $T_{1, i}$ be the event that $\mathcal{A}$ outputs 1 in the hybrid $H_{1, i}$. It is clear that $H_{1,0}$ is Game $1^{\prime}$ and $H_{1, n}$ is Game $2^{\prime}$. Let $T_{1, i}$ be the event that $\mathcal{A}$ wins in Game $H_{1, i}$. Since we have $x_{i} \equiv x_{i}^{\prime}+1 / 2^{k} \bmod \operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right), C_{N, 2^{k} x_{i}^{\prime}+1}$ computes exactly the same as $C_{N, 2^{k} x_{i}}$ for any input for $i=1, \ldots n+1$. (Recall that these circuits computes the exponentiation only for an element of $\mathbb{Q R}_{N}^{+}$.) Then we can see that $\mid \operatorname{Pr}\left[T_{1, i}\right]-\operatorname{Pr}\left[T_{1, i-1}\right]$ is negligible for $i \in[n+1]$ from the security of $i \mathcal{O}$. (Note that a reduction algorithm knows the factorization of $N$.)

Lemma 6. $\left|\operatorname{Pr}\left[T_{2}\right]-\operatorname{Pr}\left[T_{3}\right]\right|$ is negligible if the factoring assumption holds for RSAGen and $i \mathcal{O}$ is an indistinguishability obfuscator for $P /$ poly.

Proof. We define hybrid games $H_{2,0}, \ldots H_{2, k}$. For $i=0,1, \ldots, k$, a hybrid game $H_{2, i}$ is the same as Game 2 except that the first $i$-bit of $T$ are set as in Game 2 and other bits are set as in Game 3, i.e, $T:=U_{1}\|\ldots\| U_{i}\left\|\mathrm{GL}_{r}\left(g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}\right)\right\| \ldots \| \mathrm{GL}_{r}\left(g^{2^{k n-1} \Pi_{j=1}^{n+1} x_{j}}\right)$, where $U_{1} \ldots U_{i} \stackrel{\&}{\leftarrow}\{0,1\}$. In the following, we write $\mathrm{GL}(r, i)$ to denote $\mathrm{GL}_{r}\left(g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}\right)$ for notational simplicity. It is clear that $H_{2,0}$ is the same as Game 2 and $H_{2, k}$ is the same as Game 3. Let $T_{2, i}$ be the event that $\mathcal{A}$ outputs 1 in the hybrid $H_{2, i}$. We prove that $\left|\operatorname{Pr}\left[T_{2, i-1}\right]-\operatorname{Pr}\left[T_{2, i}\right]\right|$ is negligible for all $i \in[k]$. To do so, we assume that there exists an algorithm $\mathcal{A}$ that distinguishes $H_{2, i}$ and $H_{2, i-1}$, and construct a factoring algorithm by using $\mathcal{A}$. Without loss of generality, we can assume that there exists a negligible function $\epsilon$ such that $\operatorname{Pr}\left[T_{2, i-1}\right]-\operatorname{Pr}\left[T_{2, i}\right]>\epsilon$. This is because given $\mathcal{A}$, the sign of $\operatorname{Pr}\left[T_{2, i-1}\right]-\operatorname{Pr}\left[T_{2, i}\right]$ can be checked efficiently, and if $\operatorname{Pr}\left[T_{2, i-1}\right]-\operatorname{Pr}\left[T_{2, i}\right]<0$ then we can modify $\mathcal{A}$ to output inverse of the original output so that $\operatorname{Pr}\left[T_{2, i-1}\right]-\operatorname{Pr}\left[T_{2, i}\right]>0$. In the following, we use a similar argument as in [MLLJ11].

Hardcore Predictor $\mathcal{P}$. First, we construct an algorithm $\mathcal{P}$ that predicts $\mathrm{GL}(r, i-1)$ with non-negligible advantage when it is given $\left(r, N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}\right.$,
$\left.\tau_{x_{1}} \ldots, \tau_{x_{n+1}}, g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}\right)$ where $r, N, g, x_{1}, \ldots, x_{n+1}$ and $\tau_{x_{1}} \ldots, \tau_{x_{n+1}}$ are defined as in Game 2. The construction of $\mathcal{P}$ is as follows.
$\mathcal{P}\left(N, g, g^{x_{1}}, \ldots, g^{x_{n}+1}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}, g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}, r\right): \quad \mathcal{D}^{\prime}$ picks $b \stackrel{\&}{\leftarrow}\{0,1\}$, sets $T:=U_{1}\|\ldots\| U_{i-1}\|b\| \mathrm{GL}(r, i)\|\ldots\| \mathrm{GL}(r, k-1)$ and runs $\mathcal{A}\left(N, g, g^{x_{1}}, \ldots\right.$, $\left.g^{x_{n+1}}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}, r, T\right)$. Note that $\mathcal{D}^{\prime}$ can generate $\operatorname{GL}(r, i), \ldots, \operatorname{GL}(r, k-1)$ since it knows $g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}$. If $\mathcal{A}$ outputs 1 , then $\mathcal{P}$ outputs $b$, and otherwise it picks an independently random bit $b^{\prime} \stackrel{\&}{\leftarrow}\{0,1\}$ and outputs it.
We define $Y^{\prime}:=\left(N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}, g^{2^{k(n-1)+i} \Pi_{i=1}^{n+1} x_{i}}\right)$, i.e., $Y^{\prime}$ denotes input of $\mathcal{P}$ except $r$ and define $Y:=\left(N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}\right)$, i.e., $Y$ denotes input of $\mathcal{P}$ except $r$ and $T$. We prove that with the probability at least $\epsilon / 2$ over the choice of $Y^{\prime}, \mathcal{P}$ predicts $\mathrm{GL}(r, i-1)$ with advantage $\epsilon / 4$. By the standard averaging argument, with at least $\epsilon / 2$ fraction of the choice of $Y$, we have

$$
\begin{aligned}
\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(Y, r, U_{1}\|\ldots\| U_{i-1}\|\mathrm{GL}(r, i-1)\| \ldots \| \mathrm{GL}(r, k-1)\right)\right] \\
-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(Y, r, U_{1}\|\ldots\| U_{i}\|\mathrm{GL}(r, i)\| \ldots \| \mathrm{GL}(r, k-1)\right)\right]>\epsilon / 2 .
\end{aligned}
$$

over the choice of $r$ and randomness of $\mathcal{A}$. Conditioned on such $Y$ is fixed, we have

$$
\begin{aligned}
& \operatorname{Pr} {\left[\mathrm{GL}(r, i-1) \leftarrow \mathcal{P}\left(Y^{\prime}, r\right)\right] } \\
&= \operatorname{Pr}\left[\mathrm{GL}(r, i-1) \leftarrow \mathcal{P}\left(Y^{\prime}, r\right) \mid b=\mathrm{GL}(r, i-1)\right] \operatorname{Pr}[b=\mathrm{GL}(r, i-1)] \\
& \quad+\operatorname{Pr}\left[\mathrm{GL}(r, i-1) \leftarrow \mathcal{P}\left(Y^{\prime}, r\right) \mid b \neq \mathrm{GL}(r, i-1)\right] \operatorname{Pr}[b \neq \mathrm{GL}(r, i-1)] \\
&= 1 / 2+1 / 2 \cdot\left(\operatorname { P r } \left[1 \leftarrow \mathcal{A}\left(Y, r, U_{1}\|\ldots\| U_{i-1}\|\mathrm{GL}(r, i-1)\| \ldots \| \mathrm{GL}(r, k-1)\right]\right.\right. \\
&\left.-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(Y, r, U_{1}\|\ldots\| U_{i-1}\|1-\mathrm{GL}(r, i-1)\| \mathrm{GL}(r, i)\|\ldots\| \mathrm{GL}(r, k-1)\right)\right]\right) \\
&> 1 / 2+\epsilon / 4
\end{aligned}
$$

Reconstruction Algorithm. We obtained an algorithm $\mathcal{P}$ that distinguishes $\mathrm{GL}(r, i-1)=\mathrm{GL}_{r}\left(g^{2^{k(n-1)+i-1} \Pi_{j=1}^{n+1} x_{j}}\right)$ from a random bit with the advantage larger than $\epsilon$ when it is given $Y^{\prime}, r$ for at least $\epsilon / 2$ fraction of $Y^{\prime}$. Here, we use the Goldreich-Levin theorem.

Theorem 4. (Goldreich-Levin Theorem [GL89]) Let $x$ be an $n$-bit string. If there exists a PPT algorithm $\mathcal{P}$ such that

$$
\left|\operatorname{Pr}\left[\mathrm{GL}_{r}(x) \leftarrow \mathcal{P}(r, z)\right]-1 / 2\right|
$$

is non-negligible where $r \stackrel{\leftarrow}{\leftarrow}\{0,1\}^{n}$, then there exists a PPT algorithm $\mathcal{R}$ such that

$$
\operatorname{Pr}[x \leftarrow \mathcal{R}(z)]
$$

is non-negligible.
By using this theorem, we obtain an algorithm $\mathcal{R}$ that computes $g^{2^{k(n-1)+i-1} \Pi_{j=1}^{n+1} x_{j}}$ when it is given $\left(N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}, \tau_{x_{1}} \ldots, \tau_{x_{n+1}}, g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}\right)$ with nonnegligible probability for non-negligible fraction of its input.

Factoring Algorithm Then we construct an algorithm $\mathcal{B}$ that factorizes an RSA modulus $N$. The construction of $\mathcal{B}$ is as follows.
$\mathcal{B}(N): \mathcal{B}$ chooses $h^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{N}^{*} \backslash \mathbb{Q} \mathbb{R}_{N}^{+}$sets $h:=\left|h^{\prime 2} \bmod N\right| \in \mathbb{Q R}_{N}^{+}, g:=h^{2^{k}}$, chooses $x_{1}^{\prime}, \ldots, x_{n+1}^{\prime} \stackrel{\&}{\leftarrow}[(N-1) / 4]$, sets $g^{x_{1}}:=g^{x_{1}^{\prime}} h^{2^{k-i}}, \tau_{x_{1}} \leftarrow i \mathcal{O}\left(M_{1}^{\prime}, C_{N, 2^{k} x_{1}^{\prime}+2^{k-i}}\right)$, $g^{x_{i}}:=g^{x_{i}^{\prime}} h, \tau_{x_{i}} \leftarrow i \mathcal{O}\left(M_{1}^{\prime}, C_{N, 2^{k} x_{i}^{\prime}+1}\right)$ for $i=2, \cdots, n+1$. Then $\mathcal{B}$ can compute $g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}=h^{2^{k n+i} \Pi_{j=1}^{n+1} x_{j}}=h^{\left(2^{i} x_{1}^{\prime}+1\right) \Pi_{j=2}^{n+1}\left(2^{k} x_{j}^{\prime}+1\right)}$. $\mathcal{B}$ runs $\left.\mathcal{R}\left(N, g, g^{x_{1}}, \ldots, g^{x_{n+1}}, \tau_{x_{1}}, \ldots, \tau_{x_{n+1}}, g^{2^{k(n-1)+i} \Pi_{j=1}^{n+1} x_{j}}\right)\right)$ ). Let $U$ be the output of $\mathcal{R}$. Then $\mathcal{B}$ computes $X:=\prod_{j=2}^{n+1}\left(2^{k} x_{j}^{\prime}+1\right)$ and computes $V=U h^{-\left(2^{i-1} x_{1}^{\prime} X+(X-1) / 2\right)}$. (Note that $X$ is odd and therefore $(X-1) / 2$ is an integer.) Then it outputs $\operatorname{gcd}\left(h^{\prime}, V\right)$.

First, we consider the distribution of input for $\mathcal{R}$. Clearly, all components except $g^{x_{1}}$ and $\tau_{x_{1}}$ are distributed as in Game 2. In the above algorithm, $g^{x_{1}}$ is distributed almost uniformly on $\mathbb{Q} \mathbb{R}_{N}^{+}$as in Game 2 and therefore this difference causes a negligible difference on the behavior of $\mathcal{R}$. $\tau_{x_{1}}$ is set as an obfuscation of a circuit that computes $2^{k} x_{1}$-th power both in the above algorithm and in Game 2 , and this causes a negligible difference by the property of indistinguishability obfuscation. Therefore $\mathcal{R}$ outputs $g^{2^{k(n-1)+i-1} \Pi_{j=1}^{n+1} x_{j}}$ with non-negligible probability for non-negligible fraction of its input. In this case, we have

$$
\begin{aligned}
U & =g^{2^{k(n-1)+i-1} \Pi_{j=1}^{n} x_{j}}=h^{2^{k n+i-1}\left(x_{1}^{\prime}+1 / 2^{i}\right) \Pi_{j=2}^{n+1}\left(x_{j}^{\prime}+1 / 2^{k}\right)} \\
& =h^{\left(2^{i-1} x_{1}^{\prime}+1 / 2\right) \Pi_{j=2}^{n+1}\left(2^{k} x_{j}^{\prime}+1\right)}=h^{2^{i-1} x_{1}^{\prime} X+(X-1) / 2+1 / 2} .
\end{aligned}
$$

Therefore we have $V=h^{1 / 2}$. Thus $h^{\prime}$ and $V$ are distinct square roots of $h$ in $\mathbb{Z}_{N}^{*}$ and therefore $\operatorname{gcd}\left(h^{\prime}, V\right)$ is a non-trivial factor of $N$.

Theorem 3 is proven by the above lemmas.
Next, we show a sufficient condition such that the AI-GMDH assumption holds. Before stating our result, we prepare a notation.

Definition 10. For a monic monomial $f$ defined by $f\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{n} x_{i}^{t_{i}}$, we define its corresponding polynomial $\bar{f}$ by $\bar{f}\left(x_{1}, \ldots, x_{n}\right):=\sum_{i=1}^{n} t_{i} x_{i}$.

Then our result is the following.
Theorem 5. Let $f_{1}, \ldots, f_{m}$ and $f^{*}$ be functions of the form as in Def. 10. If there exists $\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}^{n}$ such that $\bar{f}_{i}\left(a_{1}, \ldots, a_{n}\right) \geq-1$ for all $i \in[m]$ and $\ell^{*}+\bar{f}^{*}\left(a_{1}, \ldots, a_{n}\right) \leq-1$ hold. Then if $i \mathcal{O}$ is an indistinguishability obfuscation and the factoring assumption holds w.r.t. RSAGen, then $\left(\left\{f_{i}\right\}_{i \in[m]}, f^{*}, \ell^{*}, 2^{k-1}\right)-A I-$ GMDH assumption holds w.r.t. the above AI-SBM.

Proof. Assume that there exists a PPT adversary $\mathcal{A}$ that breaks the $\left(\left\{f_{i}\right\}_{i \in[m]}, f^{*}\right.$, $\left.\ell^{*}, 2^{k-1}\right)$-AI-GMDH assumption. We construct a PPT algorithm $\mathcal{B}$ that computes the square root of a random element of $\mathbb{Q}_{\mathbb{R}_{N}^{+}}$with non-negligible probability. (such an algorithm yields a PPT algorithm that breaks the factoring assumption.) The description of $\mathcal{B}$ is as follows.
$\mathcal{B}(N, h)$ : Let $g:=h^{2^{k}}$ and params $:=(N, g)$. Pick $x_{i}^{\prime} \stackrel{\&}{\leftarrow}_{\leftarrow}[(N-1) / 4]$ and implicitly define $x_{i}:=2^{k a_{i}}\left(2 x_{i}^{\prime}+1\right) \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$. (Since $\mathcal{B}$ do not know $\operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$, it cannot compute $x_{i}$. It defines as above only in mind.) Then for all $i \in[m]$, we have

$$
\begin{aligned}
& f_{i}\left(x_{1}, \ldots, x_{n}\right) \equiv 2^{k \bar{f}_{i}\left(a_{1}, \ldots, a_{n}\right)} \operatorname{odd}_{\mathrm{i}} \quad \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{\mathrm{N}}^{+}\right) \\
& f^{*}\left(x_{1}, \ldots, x_{n}\right) \equiv 2^{k \bar{f}\left(a_{1}, \ldots, a_{n}\right)} \operatorname{odd}^{*} \bmod \operatorname{ord}\left(\mathbb{Q}_{\mathbb{R}_{\mathrm{N}}}^{+}\right)
\end{aligned}
$$

where odd ${ }_{\mathrm{i}}$ and odd* are odd numbers efficiently computable from $\left\{x_{i}^{\prime}\right\}_{i \in[n]}$. Here, we let $A_{i}:=2^{k\left(\bar{f}_{i}\left(a_{1}, \ldots, a_{n}\right)+1\right)} \operatorname{odd}_{\mathrm{i}}, F_{i}:=h^{A_{i}}$, and $\tau_{f_{i}}:=i \mathcal{O}\left(S, \tilde{C}_{N, A_{i}}\right)$ where $\tilde{C}_{N, A_{i}}$ is the canonical circuit that computes $A_{i}$-th power on $\mathbb{Q} \mathbb{R}_{N}^{+}$. Then $\mathcal{B}$ runs $\left(c^{*}, T\right) \leftarrow \mathcal{A}$ (params, $\left.\left\{F_{i}\right\}_{i \in[m]},\left\{\tau_{f_{i}}\right\}_{i \in[m]}\right)$. We can express $c^{*}$ as $c^{*}=$ $2^{v}$ odd $_{\mathrm{c}^{*}}$ where odd ${ }_{\mathrm{c}^{*}}$ is the odd part of $c^{*}$. Then we have $v \leq k-1$ since we have $\left|c^{*}\right| \leq M \leq 2^{k-1}$. If $\mathcal{A}$ succeeds, then we have

$$
\begin{aligned}
T & =e_{\ell^{*}}(g, \ldots, g)^{c^{*} f^{*}\left(x_{1}, \ldots, x_{n}\right)} \\
& =g^{2^{k\left(\ell^{*}-1\right)} c^{*} f^{*}\left(x_{1}, \ldots, x_{n}\right)} \\
& =h^{2^{k \ell^{*}} c^{*} 2^{k f f^{*}\left(a_{1}, \ldots, a_{n}\right)} \operatorname{odd}^{*}} \\
& =h^{2^{k\left(\ell^{*}+f^{*}\left(a_{1}, \ldots, a_{n}\right)\right)+v} \text { odd }^{\prime}}
\end{aligned}
$$

where we define odd ${ }^{\prime}:=$ odd $^{*} \cdot$ odd $_{\text {c }^{*}}$. Here, since we have $\ell^{*}+\bar{f}^{*}\left(a_{1}, \ldots, a_{n}\right) \leq$ -1 by the assumption and $v \leq k-1$, we have $k\left(\ell^{*}+\bar{f}^{*}\left(a_{1}, \ldots, a_{n}\right)\right)+v \leq-1$. . Then if we define a natural number $\alpha$ by $\alpha:=-\left(k\left(\ell^{*}+\bar{f}^{*}\left(a_{1}, \ldots, a_{n}\right)\right)+v\right)$, then we have $T=h^{2^{-\alpha} \text { odd }^{\prime}}$. Therefore we have $T^{\alpha-1}=h^{2^{-1} \text { odd }^{\prime}}$. Then if we let
odd $^{\prime}:=2$ even $^{\prime}+1$, then we have $T^{\alpha-1}=h^{\text {even }^{\prime}+1 / 2}$. Therefore $\mathcal{B}$ can compute $h^{1 / 2}$ by computing $T^{\alpha-1} h^{- \text {even }^{\prime}}$.

This completes the description of $\mathcal{B}$. In the above description, we already show that if $\mathcal{A}$ succeeds, then $\mathcal{B}$ also succeeds. What is left is to prove the distribution of $\mathcal{A}$ 's input in the above algorithm is computationally indistinguishable from that in the AI-GMDH assumption. $N$ is generated in the same way as in the AI-GMDH assumption (it is generated as $N \leftarrow \operatorname{RSAGen}\left(1^{\lambda}\right)$ ). $g$ is uniformly distributed on $\mathbb{Q} \mathbb{R}_{N}^{+}$ as in the AI-GMDH assumption since $h$ is uniformly distributed on $\mathbb{Q} \mathbb{R}_{N}^{+}$and $2^{k}$ is coprime to $\operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$. Since $\left\{x_{i}^{\prime}\right\}_{i \in[n]}$ are almost uniformly distributed on $\left[\operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)\right]$ and 2 is coprime to $\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right),\left\{x_{i}\right\}_{i \in[n]}$ are also almost uniformly distributed on $\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$. Since we have $F_{i}=h^{A_{i}}$ and $A_{i} \equiv 2^{k} f_{i}\left(x_{1}, \ldots, x_{n}\right) \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$, we have $h^{A_{i}}=h^{2^{k} f_{i}\left(x_{1}, \ldots, x_{n}\right)}=g^{f_{i}\left(x_{1}, \ldots, x_{n}\right)}$ for $i \in[m]$. Thus we can see that $g^{f_{i}\left(x_{1}, \ldots, x_{n}\right)}$ is simulated correctly. What is left is to prove that the distribution of $\tau_{f_{i}}(i \in[m])$ simulated by $\mathcal{B}$ is computationally indistinguishable from the real distribution in the AI-GMDH assumption conditioned on any fixed params, $\left\{F_{i}\right\}_{i \in[m]} . \tau_{f_{i}}$ is generated as $\tau_{f_{i}}:=i \mathcal{O}\left(S, \tilde{C}_{N, A_{i}}\right)$ in the simulation by $\mathcal{B}$, and $\tau_{f_{i}}:=i \mathcal{O}\left(S, \tilde{C}_{N, 2^{k} f_{i}\left(x_{1}, \ldots, x_{n}\right)}\right)$ in the AI-GMDH assumption. Here, since we have $A_{i} \equiv 2^{k} f_{i}\left(x_{1}, \ldots, x_{n}\right) \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$, $\tilde{C}_{N, 2^{k} f_{i}\left(x_{1}, \ldots, x_{n}\right)}$ and $\tilde{C}_{N, A_{i}}$ have the completely the same functionality. Therefore if $S$ is larger than the sizes od these circuits, then the above two are computationally indistinguishable by the property of the indistinguishability obfuscation.

### 3.5 Applications of AI-SBM

In Sec. 3.4, we constructed an AI-SBM. In this section, we construct multiparty NIKE, distributed broadcast encryption, ABE for circuits and homomorphic signatures schemes by using an AI-SBM.

### 3.5.1 Multiparty NIKE.

Here, we construct a multiparty NIKE scheme. The idea of our construction is to use our multilinear map (with auxiliary information) for the "multiparty" Diffie-Hellman key exchange [DH76, BS02].

Construction. Our construction of multiparty NIKE scheme is as follows. Let $\mathcal{H}$ be a family of hash functions.
$\operatorname{Setup}_{\text {NIKE }}\left(1^{\lambda}\right):$ Setup $_{\text {NIKE }}$ runs params $=(G, e, g) \leftarrow \operatorname{InstGen}\left(1^{\lambda}\right)$ and chooses $H \stackrel{\&}{\leftarrow}$ $\mathcal{H}$. It outputs $\mathrm{PP}=($ params,$H)$ as the public parameter.
Publish $_{\text {NIKE }}(\mathrm{PP}):$ It chooses $x \leftarrow[\operatorname{Approx}(G)]$ and sets $\tau_{x} \leftarrow \operatorname{AIRand}(S, \operatorname{AIGen}(x))$. It sets $p k:=\left(g^{x}, \tau_{x}\right)$ and $s k:=x$, and outputs $(p k, s k)$.
$\operatorname{KeyGen}_{\text {NIKE }}\left(\mathrm{PP}, s k,\left\{p k_{j}\right\}_{j=1, \ldots, n-1}\right)$ : Let $p k_{j}=\left(g^{x_{j}}, \tau_{g^{x_{j}}}\right)$ for $j \in[n-1]$. It first sets $k_{1}:=g^{x_{1}}$. For $j=2, \ldots, n-1$, it computes $k_{j}=\operatorname{Map}\left(\right.$ params, $\left.k_{j-1}, \tau_{x_{j}}\right)$. Finally, it computes $k_{n}=k_{n-1}^{s k}$ and $K=h\left(k_{n}\right)$, and output $K$. Finally, it outputs $K:=H\left(k_{n}\right)$ as its derived key.

We show the correctness. Let $\mathrm{PP} \leftarrow \operatorname{Setup}_{\text {NIKE }}\left(1^{\lambda}\right)$ and $\left(g^{x_{j}}, \tau_{g^{x_{j}}}\right) \leftarrow$ Publish $_{\text {NIKE }}(P P)$ for $j \in[n]$. Then for all $j^{*} \in[n]$, it is easy to show that $K=h\left(e_{n-1}(g, \ldots, g)^{\Pi_{j=1}^{n} x_{j}}\right)$. Therefore the correctness holds.

The security of our NIKE scheme can be stated as follows.
Theorem 6. This multiparty NIKE scheme is statically secure if the AI-MHDH assumption holds with respect to the underlying AI-SBM and $\mathcal{H}$.

This is immediate from the definition of the security of NIKE and the AI-MHDH assumption.

### 3.5.2 Distributed broadcast encryption.

Here, we give a construction of distributed broadcast encryption scheme based on a multiparty NIKE scheme. This is based on the conversion proposed in [BZ14]. Let $\left(\right.$ Setup $_{\text {NIKE }}$, Publish $_{\text {NIKE }}$, KeyGen $\left._{\text {NIKE }}\right)$ be a multiparty NIKE scheme. Then we construct a distributed broadcast encryption scheme (Setup ${ }_{B E}, J^{\operatorname{oin}}{ }_{B E}, \mathrm{Enc}_{\mathrm{BE}}, \mathrm{Dec}_{\mathrm{BE}}$ ) as follows.
$\operatorname{Setup}_{\mathrm{BE}}\left(1^{\lambda}\right)$ : It runs $\operatorname{Setup}_{\mathrm{NIKE}}\left(1^{\lambda}\right)$ to obtain public parameters $P P$ and outputs $P P$ as its own public parameters.
$\operatorname{Join}_{\mathrm{BE}}(P P)$ : It runs Publish ${ }_{\text {NIKE }}(P P)$ to obtain a public key $p k$ and a secret key $s k$, and outputs $(p k, s k)$.
$\operatorname{Enc}\left(P P, p k_{1}, \ldots, p k_{n}, m s g\right)$ : It runs Publish $_{\text {NIKE }}(P P)$ to obtain $\left(p k^{*}, s k^{*}\right)$. Then it runs $\operatorname{KeyGen}_{\text {NIKE }}\left(\mathrm{PP}, s k,\left\{p k_{j}\right\}_{j=1, \ldots, n}\right)$ to obtain $K$. It computes $\Psi:=K \oplus M$ and outputs a ciphertext $C T=\left(p k^{*}, \Psi\right)$.
$\operatorname{Dec}\left(P P, s k, p k_{1}, \ldots, p k_{n}, C T\right)$ : It parses $C T$ as $p k^{*}, \Psi$. It finds $i$ such that $s k$ is a corresponding secret key of $p k_{i}$. Then it runs $K \leftarrow \operatorname{KeyGen}_{\text {NIKE }}\left(\mathrm{PP}, s k, p k^{*}, p k_{1}, \ldots\right.$, $\left.p k_{i-1}, p k_{i+1}, \ldots, p k_{n}\right)$ and outputs $m s g:=K \oplus \Psi$.

The security of the above scheme is immediate from the security of the underlying multiparty NIKE scheme.

Theorem 7. If the multiparty NIKE scheme (Setup NIKE $^{\text {, Publish }}{ }_{\text {NIKE }}$ is statically secure, then the distributed broadcast encryption scheme (Setup ${ }_{\mathrm{BE}}$, Join $_{\mathrm{BE}}, \mathrm{Enc}_{\mathrm{BE}}, \mathrm{Dec}_{\mathrm{BE}}$ ) is statically secure.

### 3.5.3 Attribute Based Encryption for Circuits

Here, we construct an attribute based encryption scheme for general circuits. Our construction is an analogue of $\left[\mathrm{GGH}^{+} 13 \mathrm{c}\right]$.

Construction. Then we give our construction of an ABE scheme. Let $\mathcal{H}$ be a family of hash functions $H: G \rightarrow\{0,1\}^{\ell_{H}}$ and $S$ and $S_{1}$ be sufficiently large integers.
$\operatorname{Setup}\left(1^{\lambda}, n, d\right)$ : It runs params $=(G, e, g) \leftarrow \operatorname{InstGen}\left(1^{\lambda}\right)$ and chooses $\alpha \leftarrow[\operatorname{Approx}(G)], h_{1}, \ldots, h_{n} \stackrel{\&}{\leftarrow} G$ and $H \stackrel{\&}{\leftarrow} \mathcal{H}$. Then it outputs $P P:=\left(\right.$ params $\left., H, e_{d+1}(g, \ldots, g)^{\alpha}, h_{1}, \ldots, h_{n}\right)$ and $M S K:=(\alpha, P P)$.
$\operatorname{Enc}\left(\mathrm{PP}, x \in\{0,1\}^{n}, M \in\{0,1\}^{\ell_{H}}\right):$ It chooses $s \leftarrow[\operatorname{Approx}(G)]$, sets $\tau_{s} \leftarrow$ $\operatorname{AIRand}(S, \operatorname{AIGen}(s))$ and

$$
C T:=\left(M \oplus H\left(\left(e_{d+1}(g, \ldots, g)^{\alpha}\right)^{s}\right), \tau_{s},\left\{h_{i}^{s}\right\}_{i \in X}\right)
$$

where $X$ is the set of all $i \in[n]$ such that $x_{i}=1$. It outputs $C T$.
$\operatorname{KeyGen}(M S K, f)$ : It chooses $r_{1}, \ldots, r_{v} \stackrel{\S}{\leftarrow}[\operatorname{Approx}(G)]$ and sets

$$
K_{H}:=e_{d}(g, \ldots, g)^{\alpha-r_{v}}
$$

where $v$ is the number of wires of $f$. Next, it generates key component for each wire of $f$ as follows.

- Input Wire: If $w$ is an input wire (i.e., depth is 1 ), then it chooses $z_{w} \stackrel{\&}{\leftarrow}$ $[\operatorname{Approx}(G)]$ and sets

$$
\begin{aligned}
& K_{w}:=g^{r_{w}} h_{w}^{-z_{w}} \\
& \tau_{z_{w}} \leftarrow \operatorname{AIRand}\left(S_{1}, \operatorname{AIGen}\left(z_{w}\right)\right) .
\end{aligned}
$$

We let $\left(K_{w}, \tau_{z_{w}}\right)$ be the key component for wire $w$.

- OR Gate: If $w$ is an output wire of an OR gate with depth $j$, then it chooses $a_{w}, b_{w} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$ and sets

$$
\begin{aligned}
K_{w, 1} & :=e_{j}(g, \ldots, g)^{r_{w}-a_{w} r_{A(w)}} \\
K_{w, 2} & :=e_{j}(g, \ldots, g)^{r_{w}-b_{w} r_{B(w)}} \\
\tau_{a_{w}} & \leftarrow \operatorname{AIRand}\left(S_{1}, \operatorname{AIGen}\left(a_{w}\right)\right) \\
\tau_{b_{w}} & \leftarrow \operatorname{AIRand}\left(S_{1}, \operatorname{AIGen}\left(b_{w}\right)\right) .
\end{aligned}
$$

We let ( $K_{w, 1}, K_{w, 2}, \tau_{a_{w}}, \tau_{b_{w}}$ ) be the key component for the wire $w$.

- AND Gate: If $w$ is an output wire of an AND gate with depth $j$, then it chooses $a_{w}, b_{w} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$ and sets

$$
\begin{aligned}
& K_{w}:=e_{j}(g, \ldots, g)^{r_{w}-a_{w} r_{A(w)}-b_{w} r_{B(w)}} \\
& \tau_{a_{w}} \leftarrow \operatorname{AIRand}\left(S_{1}, \operatorname{AIGen}\left(a_{w}\right)\right) \\
& \tau_{b_{w}} \leftarrow \operatorname{AIRand}\left(S_{1}, \operatorname{AIGen}\left(b_{w}\right)\right) .
\end{aligned}
$$

We let ( $K_{w}, \tau_{a_{w}}, \tau_{b_{w}}$ ) be the key component for wire $w$.
It outputs $S K$ which consists of description of $f, K_{H}$ and key components for each wire.
$\operatorname{Dec}(P P, S K, C T)$ : Let $S K$ be a secret key corresponding to $f$ and CT be a ciphertext corresponding to $x$. We can correctly decrypt it if $f(x)=1$. First, it computes $E^{\prime}:=e\left(g^{s}, K_{H}\right)=e_{d+1}(g, \ldots, g)^{s\left(\alpha-r_{v}\right)}$ by using $\tau_{s}$. Then it computes as follows for all wires from wires with lower depth.

- Input Wire: Let $w$ be an input wire. If $x_{w}=1$ holds, then it computes

$$
\begin{aligned}
E_{w} & :=e\left(g^{s}, K_{w}\right) e\left(g^{z_{w}}, h_{w}^{s}\right) \\
& =e\left(g^{s}, g^{r_{w}} h_{w}^{-z_{w}}\right) e\left(g^{z_{w}}, h_{w}^{s}\right) \\
& =e(g, g)^{s r_{w}}
\end{aligned}
$$

by using $\tau_{s}$ and $\tau_{z_{w}}$.

- OR gate: Let $w$ be an output wire of an OR gate with depth $j$. If $f_{w}(x)=1$ holds, then it works as follows. In this case we have $f_{A(w)}=1$ or $f_{B(w)}=1$. If we have $f_{A(w)}=1$, then it computes

$$
\begin{aligned}
E_{w} & :=e\left(g^{a_{w}}, E_{A(w)}\right) e\left(g^{s}, K_{w, 1}\right) \\
& =e\left(g^{a_{w}}, e_{j}(g, \ldots, g)^{s r_{A(w)}}\right) e\left(g^{s}, e_{j}(g, \ldots, g)^{r_{w}-a_{w} r_{A(w)}}\right) \\
& =e_{j+1}(g, \ldots, g)^{s r_{w}}
\end{aligned}
$$

by using $\tau_{a_{w}}$ and $\tau_{s}$. If we have $f_{A(w)} \neq 1$, (in this case, we have $f_{B(w)}=1$,) then it computes

$$
\begin{aligned}
E_{w} & :=e\left(g^{b_{w}}, E_{B(w)}\right) e\left(g^{s}, K_{w, 2}\right) \\
& =e\left(g^{b_{w}}, e_{j}(g, \ldots, g)^{s r_{B(w)}}\right) e\left(g^{s}, e_{j}(g, \ldots, g)^{r_{w}-b_{w} r_{B(w)}}\right) \\
& =e_{j+1}(g, \ldots, g)^{s r_{w}}
\end{aligned}
$$

by using $\tau_{b_{w}}$ and $\tau_{s}$.

- AND gate: Let $w$ be an output gate of an AND gate with depth $j$. If $f_{w}(x)=1$ holds, i.e, we have $f_{A(w)}=1$ and $f_{B(w)}=1$, then it works as follows. It computes

$$
\begin{aligned}
E_{w}:= & e\left(E_{A(w)}, g^{a_{w}}\right) e\left(E_{B(w)}, g^{b_{w}}\right) e\left(g^{s}, K_{w}\right) \\
= & e\left(e_{j}(g, \ldots, g)^{s r_{A(w)}}, g^{a_{w}}\right) e\left(e_{j}(g, \ldots, g)^{s r_{B(w)}}, g^{b_{w}}\right) \\
& e\left(g^{s}, e_{j}(g, \ldots, g)^{r_{w}-a_{w} r_{A(w)}-b_{w} r_{B(w)}}\right) \\
= & e_{j+1}(g, \ldots, g)^{s r_{w}}
\end{aligned}
$$

by using $\tau_{a_{w}}, \tau_{b_{w}}$ and $\tau_{s}$.
If $f(x)=1$ holds, then for output wire $v$ with depth $d$, it can compute

$$
E_{v}=e_{d+1}(g, \ldots, g)^{s r_{v}}
$$

Next, it computes

$$
\begin{aligned}
E^{\prime \prime} & :=E^{\prime} E_{v} \\
& =e_{d+1}(g, \ldots, g)^{s\left(\alpha-r_{v}\right)} e_{d+1}(g, \ldots, g)^{s r_{v}} \\
& =e_{d+1}(g, \ldots, g)^{s \alpha} .
\end{aligned}
$$

Finally, it outputs $M:=C_{M} \oplus H\left(E^{\prime \prime}\right)$.
The correctness of the scheme is already checked in the above description. The security of the scheme is as follows.

Theorem 8. Our ABE scheme is selectively secure if the AI-MHDH assumption holds with respect to the underlying multilinear map and $\mathcal{H}$.

Proof. We construct an algorithm $\mathcal{D}$ that breaks the $(d+1)$-AI-MHDH assumption by using $\mathcal{A}$ that breaks the ABE scheme. The construction of $\mathcal{D}$ is as follows. We note that the label of an instance of the AI-MHDH problem is different from that in the definition for notational convenience.
$\mathcal{D}\left(\right.$ params $\left., g^{s}, g^{c_{1}}, \ldots, g^{c_{d+1}}, \tau_{s}, \tau_{c_{1}}, \ldots, \tau_{c_{d+1}}, H, T\right)$ :
Setup. Let $x^{*}=\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)$ be a target input declared by $\mathcal{A}$. $\mathcal{D}$ sets $\alpha:=$ $\Pi_{i=1}^{d+1} c_{i}$. Then it can computes $e_{d+1}(g, \ldots, g)^{\alpha}$ by iterated usage of Map by using $\tau_{c_{1}}, \ldots, \tau_{c_{d+1}}$. It chooses $y_{i} \stackrel{\$}{\leftarrow}[\operatorname{Approx}(G)]$ for $i=1, \ldots, n$, and sets

$$
h_{i}:= \begin{cases}g^{y_{i}} & \text { if } x_{i}^{*}=1 \\ g^{y_{i}+c_{1}} & \text { if } x_{i}^{*}=0\end{cases}
$$

and $P P:=\left(\right.$ params $\left., H, e_{d+1}(g, \ldots, g)^{\alpha}, h_{1}, \ldots, h_{n}\right)$. Then it gives $P P$ to $\mathcal{A}$.

Challenge Ciphertext. For messages $M_{0}, M_{1}$ which are declared by $\mathcal{A}, \mathcal{D}$ chooses $b \stackrel{\&}{\leftarrow}\{0,1\}$, and sets $C T:=\left(M_{b} \oplus T, \tau_{s},\left\{\left(g^{s}\right)^{y_{i}}\right\}_{i \in X^{*}}\right)$ where $X^{*}$ is the set of all $i \in[n]$ such that $x_{i}^{*}=1$. It gives $C T$ to $\mathcal{A}$ as a challenge ciphertext.

Key Generation. For $\mathcal{A}$ 's key query $f$ such that $f\left(x^{*}\right)=0, \mathcal{D}$ computes as follows for all wires from wires with lower depth.

- Input Wire : Let $w$ be an input wire. If $x_{w}^{*}=1$, then $\mathcal{D}$ chooses $z_{w}, r_{w} \stackrel{\$}{\leftarrow}$ $[\operatorname{Approx}(G)]$, and computes

$$
\begin{aligned}
& K_{w}:=g^{r_{w}} h_{w}^{-z_{w}} \\
& \tau_{z_{w}} \leftarrow \operatorname{AIRand}\left(S_{1}, \operatorname{AIGen}\left(z_{w}\right)\right) .
\end{aligned}
$$

If $x_{w}^{*}=0$, then it chooses $\eta_{w}, \nu_{w} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$, generates $\tau_{\nu_{w}} \leftarrow$ AIGen $\left(\nu_{w}\right)$ sets $z_{w}:=c_{2}+\nu_{w}$ and $r_{w}:=c_{1} c_{2}+\eta_{w}$, and computes

$$
\begin{aligned}
K_{w} & :=g^{-c_{2} y_{w}+\eta_{w}-\left(y_{w}+c_{1}\right) \nu_{w}} \\
\tau_{z_{w}} & :=\operatorname{AIRand}\left(S_{1}, \operatorname{AIMult}\left(\tau_{c_{2}}, \tau_{\nu_{w}}\right)\right)
\end{aligned}
$$

- OR Gate: Let $w$ be an output wire of an OR gate with depth $j$. If $f_{w}\left(x^{*}\right)=$ 1, then $\mathcal{D}$ chooses $a_{w}, b_{w} \stackrel{\oiint}{\leftarrow}[\operatorname{Approx}(G)]$ and computes

$$
\begin{aligned}
K_{w, 1} & :=e_{j}(g, \ldots, g)^{r_{w}-a_{w} r_{A(w)}} \\
K_{w, 2} & :=e_{j}(g, \ldots, g)^{r_{w}-b_{w} r_{B(w)}} \\
\tau_{a_{w}} & :=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIGen}\left(a_{w}\right)\right) \\
\tau_{b_{w}} & :=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIGen}\left(b_{w}\right)\right) .
\end{aligned}
$$

If $f_{w}\left(x^{*}\right)=0$, then it chooses $\psi_{w}, \phi_{w}, \eta_{w} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$, generates $\tau_{\psi_{w}} \leftarrow$
$\operatorname{AIGen}\left(\psi_{w}\right)$ and $\tau_{\phi_{w}} \leftarrow \operatorname{AIGen}\left(\phi_{w}\right)$, sets $a_{w}:=c_{j+1}+\psi_{w}, b_{w}:=c_{j+1}+\phi_{w}$ and $r_{w}:=\Pi_{i=1}^{j+1} c_{i}+\eta_{w}$, and computes

$$
\begin{aligned}
K_{w, 1} & :=e_{j}(g, \ldots, g)^{\eta_{w}-\psi_{w} \eta_{A(w)}-c_{j+1} \eta_{A(w)}-\psi_{w} \Pi_{i=1}^{j} c_{i}} \\
K_{w, 2} & :=e_{j}(g, \ldots, g)^{\eta_{w}-\phi_{w} \eta_{B(w)}-c_{j+1} \eta_{B(w)}-\phi_{w} \Pi_{i=1}^{j} c_{i}} \\
\tau_{a_{w}} & :=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIMult}\left(\tau_{c_{j+1}}, \tau_{\psi_{w}}\right)\right) \\
\tau_{b_{w}} & :=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIMult}\left(\tau_{c_{j+1}}, \tau \phi_{w}\right)\right) .
\end{aligned}
$$

- AND Gate: Let $w$ be an output wire of an AND gate with depth $j$. If $f_{w}\left(x^{*}\right)=1$, then $\mathcal{D}$ chooses $a_{w}, b_{w} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$, computes

$$
\begin{aligned}
K_{w} & :=e_{j}(g, \ldots, g)^{r_{w}-a_{w} r_{A(w)}-b_{w} r_{B(w)}} \\
\tau_{a_{w}} & \leftarrow \operatorname{AIRand}\left(S^{\prime}, \operatorname{AIGen}\left(a_{w}\right)\right) \\
\tau_{b_{w}} & \leftarrow \operatorname{AIRand}\left(S^{\prime}, \operatorname{AIGen}\left(b_{w}\right)\right) .
\end{aligned}
$$

If $f_{w}\left(x^{*}\right)=0$, then it works as follows. If $f_{A(w)}\left(x^{*}\right)=0$, then it chooses $\psi_{w}, \phi_{w}, \eta_{w} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$, generates $\tau_{\psi_{w}} \leftarrow \operatorname{AIGen}\left(\psi_{w}\right)$ and $\tau_{\phi_{w}} \leftarrow \operatorname{AIGen}\left(\phi_{w}\right)$, sets $a_{w}:=c_{j+1}+\psi_{w}, b_{w}:=\phi_{w}$ and $r_{w}:=\Pi_{i=1}^{j+1} c_{i}+\eta_{w}$, and computes

$$
\begin{aligned}
& K_{w}:=e_{j}(g, \ldots, g)^{\eta_{w}-\psi_{w} \eta_{A(w)}-\phi_{w} r_{B(w)}-c_{j+1} \eta_{A(w)}-\psi_{w} \Pi_{i=1}^{j} c_{i}} \\
& \tau_{a_{w}}:=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIMult}\left(\tau_{c_{j+1}}, \tau_{\psi_{w}}\right)\right) \\
& \tau_{b_{w}}:=\operatorname{AIRand}\left(S^{\prime}, \tau_{\phi_{w}}\right) .
\end{aligned}
$$

If $f_{A(w)}\left(x^{*}\right)=1$ and $f_{B(w)}\left(x^{*}\right)=0$, it works symmetric to what is above, with the roles of $a_{w}$ and $b_{w}$ reversed.

Remark 10. $\mathcal{D}$ can actually simulate the key generation oracle as the above since $e_{j}(g, \ldots, g)^{\Pi_{i=1}^{j} c_{i}}$ can be computed by iterated usage of Map by using $\tau_{c_{1}}, \ldots, \tau_{c_{j}}$. Note that it need not compute $e_{j}(g, \ldots, g)^{\Pi_{i=1}^{j+1} c_{i}}$ thanks to the cancellation technique.

Since we have $f\left(x^{*}\right)=0$, for the output wire $v, r_{v}$ is defined as $\Pi_{i=1}^{d+1} c_{i}+\eta_{v}$. Therefore it can generate

$$
K_{H}=e_{d}(g, \ldots, g)^{\alpha-r_{v}}=e_{d}(g, \ldots, g)^{-\eta_{v}} .
$$

Thus, it can simulate the key generation oracle.

Guess. Finally, when $\mathcal{A}$ outputs $b^{\prime}, \mathcal{D}$ outputs 1 if $b=b^{\prime}$, and otherwise 0 .

The above completes the description of $\mathcal{D}$. We can easily see that if $\beta=1$, then the CPA game and the simulated environment are computationally indistinguishable from the view of $\mathcal{A}$ by the indistinguishablity of auxiliary information. (Recall that $\beta$ is a random coin that determines $T$ is random or not.) On the other hand, if $\beta=0$, then information of $b$ is completely hidden and therefore the probability that $\mathcal{A}$ predicts $b$ is equal to $1 / 2$. Therefore $|\operatorname{Pr}[1 \leftarrow \mathcal{D} \mid \beta=1]-\operatorname{Pr}[1 \leftarrow \mathcal{D} \mid \beta=0]|$ is non-negligible if $\mathcal{A}$ breaks the CPA security of the scheme.

### 3.5.4 Homomorphic Signature

Here, we construct a selectively secure single data homomorphic signature scheme for the class of all polynomials. Our scheme is based on the idea of [CFW14]. Namely, our scheme is almost automatically obtained by replacing multilinear maps by AI-SBP in the scheme of [CFW14].

Notation. In the following, we abuse the notation so that $\tau_{X}$ denotes an auxiliary information corresponding to $X, \tau_{X} \cdot \tau_{Y}$ denotes $\operatorname{AIMult}\left(\tau_{X}, \tau_{Y}\right), e\left(\tau_{X}, \tau_{Y}\right)$ denotes $\operatorname{AIMap}\left(\tau_{X}, \tau_{Y}\right)$ and $\tau_{X}^{\alpha}$ denotes $\operatorname{AIExp}\left(\tau_{X}, \alpha\right)$.

Our construction is as follows. We let $[M]$ be the message space.
$\operatorname{KeyGen}\left(1^{\lambda}, 1^{n}\right) \rightarrow(v k, s k): \quad$ Generate $(G, e, g)=$ params $\leftarrow \operatorname{ParamGen}\left(1^{\lambda}\right)$, choose $r_{i} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)](i=1, \ldots, n)$ and $x_{1}, x_{2}, x_{3} \stackrel{\&}{\leftarrow}[\operatorname{Approx}(G)]$, and set

$$
\begin{aligned}
& R_{i}:=g^{r_{i}}(\text { for } i=1, \ldots, n), A:=g^{x_{2}}, B:=g^{x_{3}}, C:=g^{x_{1} x_{2}}, U:=g^{x_{1} x_{2} x_{3}}, \\
& \tau_{R_{i}}:=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIGen}\left(r_{i}\right)\right)(\text { for } i=1, \ldots, n), \\
& \tau_{A}:=\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{2}\right)\right), \tau_{B}:=\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{3}\right)\right), \\
& \tau_{C}:=\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{1} x_{2}\right)\right), \tau_{U}:=\operatorname{AIRand}\left(S, \operatorname{AIGen}\left(x_{1} x_{2} x_{3}\right)\right),
\end{aligned}
$$

where $S^{\prime}$ can be set as an arbitrary integer larger than the maximal size of auxiliary information that is used as a second input of AIRand when generating $R_{i}$ through the real scheme and the security proof. Then set
$v k:=\left(\right.$ params, $\left.\left\{R_{i}\right\}_{i \in[n]}, A, B, C, U,\left\{\tau_{R_{i}}\right\}_{i \in[n]}, \tau_{A}, \tau_{B}, \tau_{C}, \tau_{U}\right), s k:=\left(x_{1}, x_{2}, v k\right)$
and output (vk.sk).
$\operatorname{Sign}(s k, i, m) \rightarrow \sigma:$

Compute

$$
\begin{aligned}
& \Lambda:=\left(R_{i} B^{-m}\right)^{x_{2}}, \Gamma:=\Lambda^{x_{1}} \\
& \tau_{\Lambda}:=\operatorname{AIRand}\left(S^{\prime \prime},\left(\tau_{R_{i}} \tau_{B}^{-m}\right)^{x_{2}}\right), \tau_{\Gamma}:=\operatorname{AIRand}\left(S^{\prime \prime},\left(\tau_{R_{i}} \tau_{B}^{-m}\right)^{x_{1} x_{2}}\right)
\end{aligned}
$$

and output $\sigma:=\left(\Lambda, \Gamma, \tau_{\Lambda}, \tau_{\Gamma}\right)$, where $S^{\prime}$ can be set as an arbitrary integer larger than the maximal size of auxiliary information that is used as a second input of AIRand when generating $\tau_{\Gamma}$ through the real scheme and the security proof. $\operatorname{Eval}\left(f,\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{n}, \sigma_{n}\right)\right) \rightarrow \sigma^{*}$ : Let $f$ be a polynomial of degree $d$. Then $f$ can be seen as an arithmetic circuit of depth $O(\log (d))$. We let $\sigma_{i}=\left(\Lambda_{i}, \Gamma_{i}, \tau_{\Lambda_{i}}, \tau_{\Gamma_{i}}\right)$. We label the $i$-th input wire of $f$ by $\left(1, m_{i}, \sigma_{i}\right)$. For all $i \in[d]$, compute

$$
U_{i}:=e_{i}(U, \ldots, U), \tau_{U_{i}}:=e_{i}\left(\tau_{U}, \ldots, \tau_{U}\right)
$$

For each gate of $f$, compute the following.
Addition: Assume that the input wires for this gate is labeled by

$$
\left(i, m^{(1)},\left(\Lambda^{(1)}, \Gamma^{(1)}, \tau_{\Lambda^{(1)}}, \tau_{\Gamma^{(1)}}\right)\right), \quad\left(j, m^{(2)},\left(\Lambda^{(2)}, \Gamma^{(2)}, \tau_{\Lambda^{(2)}}, \tau_{\Gamma^{(2)}}\right)\right) .
$$

Without loss of generality, we assume that $i \geq j$. First, adjust the "degree" of each value. That is, set

$$
\begin{aligned}
& \Lambda^{\prime(2)}:=e_{i-j+1}\left(\Lambda^{(2)}, g, \ldots, g\right), \Gamma^{\prime(2)}:=e_{i-j+1}\left(\Gamma^{(2)}, g, \ldots, g\right), \\
& \tau_{\Lambda^{\prime}(2)}:=e_{i-j+1}\left(\tau_{\Lambda^{(2)}}, \tau_{g}, \ldots, \tau_{g}\right), \tau_{\Gamma^{\prime}(2)}:=e_{i-j+1}\left(\tau_{\Gamma^{(2)}}, \tau_{g}, \ldots, \tau_{g}\right)
\end{aligned}
$$

Then set

$$
\begin{aligned}
& m^{*}:=m_{1}+m_{2}, \Lambda^{*}:=\Lambda^{(1)} \cdot \Lambda^{\prime(2)}, \Gamma^{*}:=\Gamma^{(1)} \cdot \Gamma^{\prime(2)}, \\
& \tau_{\Lambda^{*}}:=\tau_{\Lambda^{(1)}} \cdot \tau_{\Lambda^{\prime}(2)}, \tau_{\Gamma^{*}}:=\tau_{\Gamma^{(1)}} \cdot \tau_{\Gamma^{\prime(2)}},
\end{aligned}
$$

and assign $\left(i, m^{*},\left(\Lambda^{*}, \Gamma^{*}, \tau_{\Lambda^{*}}, \tau_{\Gamma^{*}}\right)\right)$ to the output wire of this gate.
Multiplication by constant $c$ : Let $\left(i, m,\left(\Lambda, \Gamma, \tau_{\Lambda}, \tau_{\Gamma}\right)\right)$ be the value labeled to the input wire of this gate. Then compute

$$
m^{*}:=c \cdot m, \quad \Lambda^{*}:=\Lambda^{c}, \quad \Gamma^{*}:=\Gamma^{c}, \quad \tau_{\Lambda}:=\tau_{\Lambda}^{c}, \quad \tau_{\Gamma}:=\tau_{\Gamma}^{c}
$$

and assign $\left(i, m^{*},\left(\Lambda^{*}, \Gamma^{*}, \tau_{\Lambda^{*}}, \tau_{\Gamma^{*}}\right)\right)$ to the output wire of this gate.
Multiplication: Assume that the input wires for this gate is labeled by $\left(i, m^{(1)},\left(\Lambda^{(1)}, \Gamma^{(1)}, \tau_{\Lambda^{(1)}}, \tau_{\Gamma^{(1)}}\right)\right), \quad\left(j, m^{(2)},\left(\Lambda^{(2)}, \Gamma^{(2)}, \tau_{\Lambda^{(2)}}, \tau_{\Gamma^{(2)}}\right)\right) . \quad$ Then
compute

$$
\begin{aligned}
& m^{*}:=m_{A} \cdot m_{B}, \\
& \Lambda^{*}:=e\left(\Lambda^{(1)}, \Gamma^{(2)}\right) \cdot e\left(\Lambda^{(1)}, U_{j}^{m_{2}}\right) \cdot e\left(U_{i}^{m_{i}}, \Lambda^{(2)}\right), \\
& \Gamma^{*}:=e\left(\Gamma^{(1)}, \Gamma^{(2)}\right) \cdot e\left(\Gamma^{(1)}, U_{j}^{m_{2}}\right) \cdot e\left(U_{i}^{m_{i}}, \Gamma^{(2)}\right), \\
& \tau_{\Lambda^{*}}:=e\left(\tau_{\Lambda^{(1)}}, \tau_{\Gamma^{(2)}}\right) \cdot e\left(\tau_{\Lambda^{(1)}}, \tau_{U_{j}}^{m_{2}}\right) \cdot e\left(\tau_{U_{i}}^{m_{1}}, \tau_{\Lambda^{(2)}}\right), \\
& \tau_{\Gamma^{*}}:=e\left(\tau_{\Gamma^{(1)}}, \tau_{\Gamma^{(2)}}\right) \cdot e\left(\tau_{\Gamma^{(1)}}, \tau_{U_{j}}^{m_{2}}\right) \cdot e\left(\tau_{U_{i}}^{m_{1}}, \tau_{\Gamma^{(2)}}\right),
\end{aligned}
$$

and assign $\left(i+j, m^{*},\left(\Lambda^{*}, \Gamma^{*}, \tau_{\Lambda^{*}}, \tau_{\Gamma^{*}}\right)\right)$ to the output wire of this gate.
We can see that the output wire of $f$ is labeled by $\left(d, f\left(m_{1}, \ldots, m_{n}\right),\left(\Lambda_{\text {out }}, \Gamma_{\text {out }}\right.\right.$, $\left.\tau_{\Lambda_{\text {out }}}, \tau_{\Gamma_{\text {out }}}\right)$ ) for some $\left(\Lambda_{\text {out }}, \Gamma_{\text {out }}, \tau_{\Lambda_{\text {out }}}, \tau_{\Gamma_{\text {out }}}\right)$. Then Eval outputs $\Lambda_{\text {out }}$.
$\operatorname{Verify}(v k, f, m, \sigma=\Lambda) \rightarrow 1 / 0$ : Set $g_{d}:=e_{d}(g, \ldots, g)$ and compute $R=g_{d}^{f\left(r_{1}, \ldots, r_{N}\right)}$ and its corresponding auxiliary information $\tau_{R}$. This can be computed by evaluating $f$ on the values $R_{1}, \ldots, R_{n}$. Namely, replace an addition in $f$ by a multiplication in $G$ and a multiplication by an evaluation of $e$. Let $B_{d}:=$ $e_{d}(B, \ldots, B)$ and verify $e\left(R \cdot B_{d}^{-m}, g_{d}^{x_{1}^{d-1} x_{2}^{d}}\right)=e\left(\Lambda_{d}, g_{d}\right)$. If this equation holds, then output 1, and otherwise output 0 . Here, required values for the verification can be computed as

$$
\begin{aligned}
& \tau_{R \cdot B_{d}^{-m}}:=\tau_{R} \cdot e\left(\tau_{B}, \ldots, \tau_{B}\right)^{-m} \\
& g_{d}^{x_{1}^{d-1} x_{2}^{d}}:=e_{d}(A, C, \ldots, C) \\
& \tau_{g_{d}}:=e_{d}\left(\tau_{g}, \ldots, \tau_{g}\right)
\end{aligned}
$$

## Security

Theorem 9. If the (dM)-AI-APMDH assumption hold for all polynomially bounded $d$ then the above scheme is selectively secure.

Proof. We construct a PPT adversary $\mathcal{B}$ that breaks the ( $\ell, M)$-AI-APMDH assumption by using a PPT adversary $\mathcal{A}$ that breaks the above homomorphic signature scheme. Here, if $f^{*}$ output by $\mathcal{A}$ as a part of forgery is $d$, thenwe let $\ell:=d$. The construction of $\mathcal{B}$ is as follows.
$\mathcal{B}$ (params, $\left\{F_{i}\right\}_{i \in[4]},\left\{\tau_{F_{i}}\right\}_{i \in F_{4}}$ ): First, runs $\mathcal{A}$ to obtain a signing query $\left(m_{1}, \ldots, m_{n}\right)$. Set $A:=F_{1}, B:=F_{2}, C:=F_{3}, U:=F_{4}, \tau_{A}:=\tau_{F_{1}}, \tau_{B}:=\tau_{F_{2}}, \tau_{C}:=\tau_{F_{3}}$ and $\tau_{U}:=\tau_{F_{4}}$. Choose $y_{i} \stackrel{\&}{\leftarrow}[\operatorname{Approx}[G]]$ for $i \in[n]$ and set $R_{i}:=g^{y_{i}} B^{m_{i}}$, $\tau_{R_{i}}:=\operatorname{AIRand}\left(S^{\prime}, \operatorname{AIGen}\left(y_{i}\right) \cdot \tau_{B}^{m_{i}}\right)$ and $v k:=\binom{$ params, $\left\{R_{i}\right\}_{i \in[N]}, A, B, C, U}{,\left\{\tau_{R_{i}}\right\}_{i \in[N]}, \tau_{A}, \tau_{B}, \tau_{C}, \tau_{U}}$.

```
Set \(\Lambda_{i}:=A^{y_{i}}, \Gamma_{i}:=C^{y_{i}}, \tau_{\Lambda_{i}}:=\operatorname{AIRand}\left(S^{\prime \prime}, \tau_{A}^{y_{i}}\right), \tau_{\Gamma_{i}}:=\operatorname{AIRand}\left(S^{\prime \prime}, \tau_{C}^{y_{i}}\right)\)
and \(\sigma_{i}:=\left(\Lambda_{i}, \Gamma_{i}, \tau_{\Lambda_{i}}, \tau_{\Gamma_{i}}\right)\) for \(i \in[n]\). Give \(\left(v k,\left\{\sigma_{i}\right\}_{i \in[n]}\right)\) to \(\mathcal{A}\). Let
\(\left(f^{*}, m^{*}, \sigma^{*}\right)\) be a forgery output by \(\mathcal{A}\). Set \(\Lambda^{*}:=\sigma^{*}\) and compute
\(\Lambda^{\prime *} \leftarrow \operatorname{Eval}\left(v k, f^{*},\left\{\left(m_{i}, \sigma_{i}\right)\right\}_{i \in[n]}\right)\). Set \(c^{*}:=f^{*}\left(m_{1}, \ldots, m_{n}\right)-m^{*}\) and output
\(\left(c^{*}, \Lambda^{*} \cdot \Lambda^{*-1}\right)\).
```

We show that the above algorithm works well. First, we show that the distribution of $v k$ and $\sigma_{i}$ for $i \in[n]$ given to $\mathcal{A}$ in the $\mathcal{B}$ 's simulation is computationally indistinguishable from that in the game of the selective security. Each component of $v k$ except $R_{i}$ and $\tau_{R_{i}}$ is generated in exactly the same way as in the real scheme.It is easy to see that $R_{i}$ is distributed almost uniformly on $G$ both in $\mathcal{B}$ 's simulation and the real scheme. $\tau_{R_{i}}$ is generated by inputting an element of $T_{R_{i}}$ to AIRand in both the simulation and the real scheme, thus they are computationally indistinguishable due to the indistinguishability of auxiliary information. We can see that $\Lambda_{i}$ and $\Gamma_{i}$ are simulated correctly since we have $\left(R_{i} B^{-m_{i}}\right)^{x_{2}}=\left(g^{y_{i}}\right)^{x_{2}}=A^{y_{i}}$ and $\left(R_{i} B^{-m_{i}}\right)^{x_{1} x_{2}}=\left(g^{y_{i}}\right)^{x_{1} x_{2}}=C^{y_{i}}$. Moreover, the distribution of $\tau_{\Lambda_{i}}$ and $\tau_{\Gamma_{i}}$ generated by $\mathcal{B}$ is computationally indistinguishable from the real one since they are generated by inputting an element of $T_{\Lambda_{i}}$ and $T_{\Gamma_{i}}$ to AIRand, respectively. Therefore, the distribution of $\mathcal{A}$ 's input simulated by $\mathcal{B}$ is computationally indistinguishable from the real one and thus $\mathcal{A}$ succeeds to output a forgery with non-negligible probability in $\mathcal{B}$ 's simulation. If $\mathcal{A}$ succeeds to output a forgery, then we have $f^{*}\left(m_{1}, \ldots, m_{n}\right) \neq m^{*}$ and $e\left(R \cdot B_{d}^{-m^{*}}, g_{d}^{x_{1}^{d-1} x_{2}^{d}}\right)=e\left(\Lambda^{*}, g_{d}\right)$. Therefore we have $\Lambda^{*}=\left(R \cdot B_{d}^{-m^{*}}\right)^{x_{1}^{d-1} x_{2}^{d}}$. On the other hand, by the correctness of the scheme, we have $e\left(R \cdot B_{d}^{-f^{*}\left(m_{1}, \ldots, m_{n}\right)}, g_{d}^{x_{1}^{d-1} x_{2}^{d}}\right)=$ $e\left(\Lambda^{\prime *}, g_{d}\right)$. That is, we have $\Lambda^{\prime *}=\left(R \cdot B_{d}^{-f^{*}\left(m_{1}, \ldots, m_{n}\right)}\right)^{x_{1}^{d-1} x_{2}^{d}}$. Therefore we have $\Lambda^{*} \cdot \Lambda^{\prime *-1}=B_{d}^{\left.f^{*}\left(m_{1}, \ldots, m_{n}\right)-m^{*}\right) x_{1}^{d-1} x_{2}^{d}}=g^{c^{*} x_{1}^{d-1} x_{2}^{d} x_{3}^{d}}$, where $f^{*}\left(m_{1}, \ldots, m_{n}\right) \neq m^{*}$ and thus we have $c^{*} \neq 0$ and $\left|c^{*}\right|=\mid\left(f^{*}\left(m_{1}, \ldots, m_{n}\right)-m^{*} \mid<M\right.$. Therefore $\mathcal{B}$ succeeds to break the $(d, M)$-AI-GMDH assumption.

### 3.6 Homomorphic Encryption

In this section, we construct a somewhat homomorphic encryption scheme by using an indistinguishability obfuscator. This is not a direct application of our self-bilinear map. However, the idea behind the construction is similar.

### 3.6.1 $\Phi$-hiding Assumption

Here, we give the definition of the $\Phi$-hiding assumption [KOS10] as follows. Let $\operatorname{RSA}[p \equiv 1 \bmod e]$ be an efficient algorithm which takes the security parameter $1^{\lambda}$ as input and outputs $(N, P, Q)$ where $N=P Q$ is an $\ell_{N}$-bit Blum integer such that $P \equiv 1 \bmod e$ and $\mathbb{Q}_{N}^{+}$is cyclic. Let $\mathcal{P} \ell$ be the set of all $\ell$-bit primes.

Definition 11. For a constant $c$, we consider the following distributions.

$$
\begin{aligned}
& \mathcal{R}=\left\{(e, N): e, e^{\prime} \stackrel{R}{\leftarrow} \mathcal{P}_{c \ell_{N}} ; N \leftarrow \operatorname{RSA}\left[p \equiv 1 \bmod e^{\prime}\right]\left(1^{\lambda}\right)\right\} \\
& \mathcal{L}=\left\{(e, N): e \stackrel{R}{\leftarrow} \mathcal{P}_{c \ell_{N}} ; N \leftarrow \operatorname{RSA}[p \equiv 1 \bmod e]\left(1^{\lambda}\right)\right\}
\end{aligned}
$$

We say that the $\Phi$-hiding assumption holds with respect to RSA if for any efficient adversary $\mathcal{A},|\operatorname{Pr}[1 \leftarrow \mathcal{A}(\mathcal{L})]-\operatorname{Pr}[1 \leftarrow \mathcal{A}(\mathcal{R})]|$ is negligible.

Parameters. According to $[\mathrm{KOS} 10], N$ can be factorized in time $O\left(N^{\epsilon}\right)$ where $e \stackrel{R}{\leftarrow} \mathcal{P}_{c \ell_{N}} ; N \leftarrow \operatorname{RSA}[p \equiv 1 \bmod e]\left(1^{k}\right)$ and $c=1 / 4-\epsilon$. In our scheme, we set $c$ to be the value such that $c \ell_{N}=\lambda$. This setting avoids the above mentioned attack in a usual parameter setting (e.g., $\ell_{N}=1024$ for 80 -bit security).

### 3.6.2 Our Construction

Here, we construct a somewhat homomorphic encryption scheme by using indistinguishability obfuscation. We use the notation for circuits on $\mathbb{Q} \mathbb{R}_{N}^{+}$which is given in Sec. 3.4. In addition to that, here, we use the following notation. For circuits $C_{1}$ and $C_{2}$ such that an output of $C_{1}$ can be interpreted as input for $C_{2}, C_{1} \circ C_{2}$ denotes the composition of $C_{1}$ and $C_{2}$, i.e, $C_{1} \circ C_{2}$ is a circuit that computes $C_{2}\left(C_{1}(x)\right)$ for input $x$. The construction of our homomorphic encryption $\mathrm{HE}_{\text {Ours }}=$ (KeyGen, Enc, Eval, Dec) is as follows.

KeyGen $\left(1^{\lambda}\right)$ : Choose $e \stackrel{\&}{\leftarrow} \mathcal{P}_{\lambda}$ and $(N, P, Q) \leftarrow \operatorname{RSA}[p \equiv 1 \bmod e]\left(1^{\lambda}\right)$. Choose $g \stackrel{\oplus}{\leftarrow}$ $\mathbb{Q} \mathbb{R}_{N}^{+}$and compute an integer $\rho$ such that $\rho \equiv 0 \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right) / e$ and $\rho \equiv$ $1 \bmod e$. It outputs a public key $p k=(N, e, g)$ and a secret key $s k=(\rho, p k)$.
$\operatorname{Enc}(p k, m \in\{0,1\})$ : Choose $r \stackrel{\&}{\leftarrow}[(N-1) / 4]$, set $c \leftarrow i \mathcal{O}\left(\operatorname{Max}, \tilde{C}_{N, m+r e}\right)$ and output $c$, where Max is defined as an integer larger than $\max _{m \in\{0,1\}, r \in[(N-1) / 4]}\left\{\left|\tilde{C}_{N, m+r e}\right|\right\}$.
$\operatorname{Eval}\left(p k, f, c_{1}, \ldots, c_{\ell}\right)$ : Work only if $c_{1}, \ldots, c_{\ell}$ are circuits (i.e., generated by Enc). Convert $f$ into an arithmetic circuit $f^{\prime}$ on $\mathbb{Z}_{e}$. (That is, each gate of $f^{\prime}$ is
addition, multiplication or negation on $\left.\mathbb{Z}_{e}.\right)^{* 7}$ Compute as follows for all wires of $f^{\prime}$ from wires with lower depth.

- Input: Let $w$ be the $i$-th input wire. Then $c_{i}$ is assigned to this wire.
- Addition: Let $w$ be an output wire of an addition gate. Set $c_{w}:=\operatorname{Mult}\left(c_{A(w)}, c_{B(w)}\right)$.
- Multiplication: Let $w$ be an output wire of a multiplication gate. Set $c_{w}:=c_{A(w)} \circ c_{B(w)}$.
- Negation: Let $w$ be an output wire of a negation gate. Set $c_{w}:=C_{N, i n v} \circ$ $c_{\left.A_{( } w\right)}$ where $C_{N, i n v}$ is a circuit that computes an inverse on $\mathbb{Q} \mathbb{R}_{N}^{+}$.
Let $v$ be the output wire. Compute $c_{\text {eval }}=c_{v}(g)$ and output it. Note that it is a group element and not a circuit. Therefore we cannot evaluate it again.
$\operatorname{Dec}(s k, c)$ : Work differently depending on whether $c$ is an output of Enc or Eval. If $c$ is an output of Enc, then compute $M=c(g)$. If $M^{\rho}=1$, then output 0 , and otherwise output 1. If $c$ is an output of Eval, then output 0 if $c^{\rho}=1$, and otherwise output 1 .

First, we prove the correctness of the scheme. We have $e \mid \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$by the choice of $N$. Therefore, there exists a subgroup $G_{e}^{+}$of order $e$ of $\mathbb{Q R}_{N}^{+}$. We can see that for any element $h \in \mathbb{Q R}_{N}^{+}, h^{\rho}$ is the $G_{e}^{+}$component of $h$. In the decryption, we have $M=i \mathcal{O}\left(\mathrm{Max}, C_{N, m+r e}\right)(g)=g^{m+r e}$. Therefore $M^{\rho}$ is the $G_{e}^{+}$component of $g^{m}$. We can see that $G_{e}^{+}$component of $g$ is not 1 with overwhelming probability since $e$ is a $\lambda$-bit prime. Therefore $M^{\rho}=1$ is equivalent to $m=0$ and $M^{\rho} \neq 1$ is equivalent to $m=1$ with overwhelming probability. Thus the correctness follows.

The security of $\mathrm{HE}_{\text {Ours }}$ relies on the $\Phi$-hiding assumption. Specifically, it satisfies the following property.

Theorem 10. $\mathrm{HE}_{\text {Ours }}$ is $N C^{1}$-homomorphic, compact and CPA secure if the $\Phi$-hiding assumption holds with respect to RSA and $i \mathcal{O}$ is an indistinguishability obfuscator for P/poly.

## Proof.

$\mathbf{N C}^{1}$-homomorphism. We show that $\mathrm{HE}_{\text {Ours }}$ is $\mathrm{NC}^{1}$-homomorphic. Here, $\mathrm{NC}^{1}$ is the class of circuits with depth $O(\log (\lambda))$. Note that if $f$ is in $\mathrm{NC}^{1}$, then the depth of the corresponding arithmetic circuit $f^{\prime}$ is also $O(\log (\lambda))$. First, we show the correctness of Eval. We can see that output $c_{\text {eval }}$ of Eval satisfies $c_{\text {eval }}=g^{m}$ by an easy induction where $m$ is a corresponding message. Therefore we can prove that $c_{\text {eval }}$ is correctly

[^8]decrypted similarly as the above. Next, we show that Eval is computed efficiently if the depth of $f^{\prime}$ is $O(\log (\lambda))$. We can easily see that Eval is computed efficiently if $\left|c_{v}\right|$ is polynomially bounded in the security parameter. Let $M_{j}$ be the maximum value of $\left|c_{w}\right|$ for a wire $w$ with depth $j$. $M_{1}$ is constant in $\left|f^{\prime}\right|$. For $j \geq 2$, we have $M_{j} \leq 2 M_{j-1}+\max \left\{\left|C_{N, m u l t}\right|,\left|C_{N, i n v}\right|\right\}$. Therefore if the depth of $f^{\prime}$ is $O(\log \lambda)$, then $\left|c_{v}\right|$ is polynomially bounded by $\left|f^{\prime}\right|$ (and therefore $\lambda$ ). Therefore Eval is efficiently computable.

Compactness. $\mathrm{HE}_{\text {Ours }}$ is compact since output of Eval is always an element of $\mathbb{Q} \mathbb{R}_{N}^{+}$.

Security. To prove the security, we consider the following sequence of games.
Game 1: This game is the original CPA game. More formally, it is as follows.
$e \stackrel{\&}{\leftarrow} \mathcal{P}_{\lambda}$
$(N, P, Q) \leftarrow \operatorname{RSA}[p \equiv 1 \bmod e]\left(1^{\lambda}\right)$
$g \stackrel{\&}{\leftarrow} \mathbb{Z}_{N}^{*}$
$b \stackrel{\&}{\leftarrow}\{0,1\}$
$r \stackrel{\&}{\leftarrow}[(N-1) / 4]$
$c \leftarrow i \mathcal{O}\left(\operatorname{Max}, \tilde{C}_{N, b+r e}\right)$
$b^{\prime} \stackrel{\oplus}{\leftarrow} \mathcal{A}(N, e, g, c)$
Game 2: This is the same game as Game 1 except that $N$ and $e$ are set differently as follows.
$e, e^{\prime} \stackrel{\&}{\leftarrow} \mathcal{P}_{\lambda}$
$(N, P, Q) \leftarrow \mathrm{RSA}\left[p \equiv 1 \bmod e^{\prime}\right]\left(1^{\lambda}\right)$

Game 3: This is the same game as Game 2 except that $c$ is set differently as follows. $c \leftarrow i \mathcal{O}\left(\operatorname{Max}, \tilde{C}_{N,\left(b+r e \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right)}\right)$

Game 4: This is the same game as Game 3 except that $c$ is set differently as follows. $r^{\prime} \stackrel{\&}{\leftarrow}\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right]$
$c \leftarrow i \mathcal{O}\left(\operatorname{Max}, C_{N, r^{\prime}}\right)$

Let $T_{i}$ be the event that $b^{\prime}=b$ in Game $i$. What we want to prove is $\mid \operatorname{Pr}\left[T_{1}\right]-$ $1 / 2 \mid$ is negligible. We prove it by the following lemmas.

Lemma 7. $\operatorname{Pr}\left[T_{1}\right]-\operatorname{Pr}\left[T_{2}\right]$ is negligible if the $\Phi$-hiding assumption holds.
Proof. It is easy to see that an adversary that distinguishes Game 1 and Game

2 is reduced to an adversary that breaks the $\Phi$-hiding assumption.
Lemma 8. $\operatorname{Pr}\left[T_{2}\right]-\operatorname{Pr}\left[T_{3}\right]$ is negligible if $i \mathcal{O}$ is an indistinguishability obfuscator for $P / p o l y$.

Proof. $\quad \tilde{C}_{N, b+r e}$ and $\tilde{C}_{N,\left(b+r e \bmod \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)\right)}$compute identically for all input. Therefore the lemma follows from the property of $i \mathcal{O}$.

Lemma 9. $\operatorname{Pr}\left[T_{3}\right]-\operatorname{Pr}\left[T_{4}\right]$ is negligible.
Proof. In Game $3, \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$is coprime to $e$ with overwhelming probability. Therefore the distribution of $r \bmod \operatorname{ord}\left(\mathbb{Q R}_{N}^{+}\right)$where $r \stackrel{\$}{\leftarrow}_{\leftarrow}[(N-1) / 4]$ is negligibly close to the uniform distribution on $\mathbb{Z}_{\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)}$since $(N-1) / 4$ is negligibly close to $\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}^{+}\right)$.

Lemma 10. $\operatorname{Pr}\left[T_{4}\right]=1 / 2$
Proof. In Game 4, $\mathcal{A}$ obtain no information of $b$, therefore the probability that $\mathcal{A}$ predicts $b$ is $1 / 2$.
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## Chapter 4

## Adversary-dependent Lossy Trapdoor Function

### 4.1 Introduction

In this chapter, we study a cryptographic primitive called a lossy trapdoor function (LTDF). Though there are some "factoring-based construction" of LTDFs, there is no known construction of LTDFs whose security is rigorously reduced to the factoring assumption. In this part, we first relax the definition of an LTDF to define an adversary-dependent lossy trapdoor functions (ad-LTDF). Then we show that in many applications of LTDFs, we can replace LTDFs with ad-LTDFs. Moreover, we give a construction of an ad-LTDF based on the factoring assumption w.r.t. semi-smooth RSA subgroup moduli (SS moduli), which is a special type of RSA moduli introduced by Groth [Gro05]. As a result, we almost automatically obtain a new constructions of collision resistant hash function, CPA/CCA secure PKE schemes and DPKE scheme based on the same assumption. Especially, our DPKE scheme is the first scheme that satisfies the security notion called the PRIV security for block sources proposed by Boldyreva et al. [BFO08] solely based on the factoring assumption. Besides direct applications of ad-LTDFs, we construct a CCA secure PKE scheme based on the factoring assumption w.r.t. SS moduli whose ciphertext overhead is the shortest among schemes based on the same assumption.

### 4.1.1 Background

In modern cryptography, constructing provably secure cryptographic primitives is an important research topic. In this line of researches, Peikert and Waters [PW08] pro-
posed lossy trapdoor functions (LTDFs) and constructed a number of cryptographic primitives such as a collision resistant hash function, a chosen plaintext (CPA) and chosen ciphertext (CCA) secure public key encryption (PKE) schemes and an oblivious transfer scheme based on LTDFs. Following the work, it is also shown that LTDFs can be used for constructing a deterministic encryption (DE) scheme [BFO08], a selective opening attack (SOA) secure PKE scheme [BHY09], universally composable commitment [NFT09] etc. As seen above, LTDFs have many applications, and therefore it is important to research concrete constructions of LTDFs.

As concrete constructions of LTDFs, Peikert and Waters [PW08] constructed schemes based on the decisional Diffie-Hellman (DDH) and learning with errors (LWE) assumptions. After that, many constructions of LTDFs have been proposed thus far. Among them, LTDFs related to the factoring are based on the quadratic residuosity ( QR ) $\left[\mathrm{FGK}^{+} 10\right]$, decisional composite residuosity (DCR) $\left[\mathrm{FGK}^{+} 10\right]$, $\Phi$-hiding [KOS10], or general class of subgroup decision assumptions [XLL ${ }^{+}$13], all of which are decision assumptions. On the other hand, there is no known construction of an LTDF based on the factoring assumption or a factoring-related search assumption. In general, search assumptions are rather weaker than decision assumptions. Thus it is important to research the possibility of constructing LTDFs based on a search assumption.

### 4.1.2 Our Result

In this chapter, though we do not construct LTDFs based on the factoring assumption, we construct an adversary dependent lossy trapdoor function (ad-LTDF), which is a new notion we introduce, based on the factoring assumption w.r.t. semi-smooth RSA subgroup (SS) moduli, which are RSA moduli of a special form [Gro05]. Then we show that ad-LTDFs can replace LTDFs in many applications. As a result, we immediately obtain factoring-based cryptographic primitives including a hash function, PKE scheme and DPKE scheme. Besides direct applications of ad-LTDFs, by using similar technique, we construct CCA secure PKE scheme with compact ciphertext based on the factoring assumption w.r.t. SS moduli. More details are given in the following.

Adversary-dependent lossy trapdoor function. We first reconsider the definition of LTDFs, and introduce a notion of an ad-LTDF, which is a weaker variant of an LTDF. Intuitively, an LTDF is a computationally indistinguishable pair of an injective and lossy functions. Here, the description of lossy functions should be fixed
by the scheme. On the other hand, for ad-LTDFs, we allow a description of lossy function to depend on an adversary. That is, we only require that for any efficient adversary $\mathcal{A}$ there exists a lossy function that $\mathcal{A}$ cannot distinguish from an injective function. We observe that this significant relaxation does not harm the security of many LTDF-based cryptographic constructions. This is because in many LTDF-based schemes, lossy functions are used only in security proofs and they do not appear in the real scheme. This means that even if lossy functions depend on an adversary, we can still prove the security of the scheme. By this observation, we can see that ad-LTDFs can replace LTDFs in many applications.

Moreover, we construct an ad-LTDF based on the factoring assumption w.r.t. SS moduli, which is introduced by Groth [Gro05]. As a result, we can instantiate many LTDF-based constructions based on the factoring assumption w.r.t. SS moduli. The intuition of the construction of the ad-LTDF is given in Sec. 4.1.3.

Applications of ad-LTDFs. As stated above, ad-LTDFs can replace LTDFs in many applications, and we give a construction of an ad-LTDF under the factoring assumption w.r.t. SS moduli. Thus we immediately obtain new factoring-based constructions of many cryptographic primitives such as a collision resistant hash function, CPA/CCA secure PKE scheme and a DPKE scheme. Among them, the DPKE scheme obtained by this way is the first factoring-based scheme that satisfies the PRIV security for block-sources, which is defined in [BFO08], without relying on any decision assumption.

Table 4.1. Comparison among CCA secure PKE schemes based on the factoring assumption: $\ell_{N}$ is the bit-length of an underlying composite number $N, \ell_{M A C}$ denotes the bit-length of a message authentication code, Factoring SS denotes the factoring assumption w.r.t. SS moduli, and we assume that an exponentiation with an exponent of length $\ell$ can be computed by $1.5 \ell$ multiplications.

| Schemes | Ciphertext <br> overhead <br> (bit) | Public <br> key size <br> (bit) | Computational cost for <br> encryption <br> (mult) | decryption <br> (mult) | Assumption |
| :--- | :---: | :---: | :---: | :---: | :---: |
| [HK09b] | $2 \ell_{N}$ | $3 \ell_{N}$ | $3 \ell_{N}+3.5 \lambda$ | $1.5 \ell_{N}+10.5 \lambda$ | Factoring |
| [MLLJ11] | $2 \ell_{N}$ | $3 \ell_{N}$ | $18.5 \lambda$ | $18 \lambda$ | Factoring SS |
| Ours | $\ell_{N}+\ell_{M A C}$ | $O\left(\lambda^{2} \ell_{N} / \log \lambda\right)$ | $O\left(\lambda \ell_{N}^{2} / \log \lambda\right)$ | $O\left(\lambda \ell_{N}^{2} / \log \lambda\right)$ | Factoring SS |

CCA secure PKE with short ciphertext. Besides direct applications of adLTDFs, we construct a CCA secure PKE scheme whose ciphertext overhead is the shortest among schemes based on the factoring assumption w.r.t. SS moduli. Table 4.1 shows the efficiency of CCA secure PKE schemes based on the factoring assumption. Among existing schemes, the scheme proposed by Hofheinz and Kiltz [HK09b] is one of the best in regard to the ciphertext overhead, which consists of 2 elements of $\mathbb{Z}_{N}^{*}$. Mei et al. [MLLJ11] improved the efficiency of the Hofheinz-Kiltz scheme [HK09b] in regard to encryption and decryption costs by using SS moduli. However, they did not improve the ciphertext overhead. In contrast, the ciphertext overhead of our scheme consists of only 1 element of $\mathbb{Z}_{N}^{*}$ and a message authentication code (MAC), whose bit-length can be much smaller than that of $N$. By giving a concrete parameter, the ciphertext overhead of our scheme is 1360 -bit for 80 -bit security whereas that of [HK09b] is 2048-bit. On the other hand, the public key size of our scheme is much larger than that of [HK09b], and an encryption and decryption are much less efficient than those in [HK09b]. We note that the reduction from the CCA security of our scheme to the factoring assumption w.r.t. SS moduli is quite loose, but all known CCA secure PKE scheme based on the factoring assumption (including [HK09b, MLLJ11]) also require loose reductions because they require Blum-BlumShub pseudo-random number generator [BBS86].

We note that there is a strong negative result for a CCA secure PKE scheme whose ciphertext overhead is less than 2 group elements in a prime order setting [HMS12]. Even in a composite order setting, there are only a few CCA secure PKE schemes whose ciphetext overhead is less than 2 group elements, all of which rely on a subgroup decision assumption [HK07, KPSY09, HK09a] or an interactive assumption [KMO10] stronger than the factoring assumption. Ours is the first scheme to overcome this bound based solely on the factoring assumption (though our assumption is the factoring assumption w.r.t. SS moduli, which may not be considered standard).

### 4.1.3 Our Technique

Difficulty of constructiing LTDFs based on a search assumption. Before explaining our technique, we first explain why it is difficult to construct LTDFs based on a search assumption. Recall that an LTDF is a computationally indistinguishable pair of injective and lossy functions. Apparently, the definition of LTDFs itself requires the hardness of a decision problem. Thus for constructing LTDFs based on a search assumption, we have to rely on some "search-to-decision" reduction. As a
general technique for such a reduction, there is the Goldreich-Levin hardcore theorem [GL89], which enables us to extract "pseudorandomness" from hardness of any search problem. However, the Goldreich-Levin hardcore bit destroys algebraic structures of original problems. On the other hand, considering existing constructions of LTDFs, algebraic structures of underlying problems are crucial for constructing LTDFs. Thus, for constructing LTDFs based on search assumptions, we have to establish another "search-to-decision" reduction technique that does not hurt underlying algebraic structures. In the context of lattice problems, this has been already done. Namely, it is shown that search-LWE and decision-LWE assumptions are equivalent [Reg05]. Thus LTDFs can be constructed based on the search-LWE assumption. However, there is no known such a reduction in the context of the factoring problem. Namely, we have no reduction from decision assumptions such as QR, DCR, or more general subgroup decision assumptions to the factoring assumption.

New search-to-decision reduction technique. The core of this work is to give a new search-to-decision reduction technique in the context of factoring w.r.t. SS moduli. Namely, we introduce a new decision assumption that we call the adversarydependent decisional RSA subgroup (ad-DRSA) assumption, and reduce the adDRSA assumption to the factoring assumption w.r.t. SS moduli. In the following, we explain the technique in more detail.

We say that a composite number $N$ is an SS modulus if it can be written as $N=P Q=\left(2 p p^{\prime}+1\right)\left(2 q q^{\prime}+1\right)$, where $P$ and $Q$ are primes with the same length, $p$ and $q$ are "smooth" numbers (i.e., products of distinct small primes) and $p^{\prime}$ and $q^{\prime}$ are relatively large primes. Then the group of quadratic residues $\mathbb{Q} \mathbb{R}_{N}$ is a cyclic group of order $p q p^{\prime} q^{\prime}$, and has many subgroups since $p q$ is smooth. With respect to SS moduli, Groth [Gro05] proposed the decisional RSA subgroup (DRSA) assumption, which claims that any PPT adversary cannot distinguish a random element of $G$ from that of $\mathbb{Q} \mathbb{R}_{N}$ where $G$ is the unique subgroup of $\mathbb{Q} \mathbb{R}_{N}$ of order $p^{\prime} q^{\prime}$.

Our first observation is that if there exists an algorithm that breaks the DRSA assumption, then one can find at least one small prime that divides $\Phi(N)$. This can be seen by the following argument: Assume that all prime factors of $p q$ are of $\ell_{B}$-bit length. (Since $p q$ is smooth, $\ell_{B}$ is relatively small. Especially, we set $\left.\ell_{B}=O(\log \lambda).\right)$ Recall that the DRSA assumption claims that any PPT algorithm cannot distinguish a random element of $G$ from that of $\mathbb{Q R}_{N}$. This is equivalent to that the distributions of $g^{p_{1} \ldots p_{M}}$ and $g$ are indistinguishable where $g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}$ and $p_{1}, \ldots, p_{M}$ are the all $\ell_{B}$-bit primes (and thus $M$ is the number of the all $\ell_{B}$-bit
primes). If there exists an algorithm $\mathcal{A}$ that breaks the DRSA assumption, then it distinguishes these two distributions. Thus, by the hybrid argument, there exists $j \in[M]$ such that $\mathcal{A}$ distinguishes the distribution of $g^{p_{1} \ldots p_{j-1}}$ from $g^{p_{1}, \ldots p_{j}}$. By using $\mathcal{A}$, one can find this $p_{j}$ by the exhaustive search since $M$ is polynomial in the security parameter in our parameter setting. (See Sec. 4.3 for more detail.) For this $p_{j}$, we have $p_{j} \mid \Phi(N)$ (with overwhelming probability) since otherwise $p_{j}$-th power on $\mathbb{Q} \mathbb{R}_{N}$ is a permutation on the group and thus distributions of $g^{p_{1} \ldots p_{j-1}}$ and $g^{p_{1}, \ldots p_{j}}$ are completely identical. The above argument proves that if there exists an algorithm that breaks the DRSA assumption, then one can find at least one small prime that divides $\Phi(N)$. However, this fact states nothing about the reduction from the DRSA assumption to the factoring assumption since even if one can find one small prime $p$ that divides $\Phi(N)$, we do not know how to factorize $N$.

Here, we relax the DRSA assumption to define the adversary-dependent decisional $R S A$ subgroup (ad-DRSA) assumption. Intuitively, the ad-DRSA assumption claims that for any PPT adversary $\mathcal{A}$, there exists a subgroup $S_{\mathcal{A}}$ of $\mathbb{Q R}_{N}$ such that $\mathcal{A}$ does not distinguish a random element of $S_{\mathcal{A}}$ from that of $\mathbb{Q} \mathbb{R}_{N}$. More precisely, the ad-DRSA assumption is parametrized by an integer $m \leq M$, and $m$-ad-DRSA assumption claims that for any $\operatorname{PPT}$ algorithm $\mathcal{A}$, there exists at least one choice of $p_{1}, \ldots p_{m}$ out of all $\ell_{B}$-bit primes such that $\mathcal{A}$ cannot distinguish $g^{p_{1} \ldots p_{m}}$ from $g$ where $g \stackrel{\mathscr{\&}}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$. By this definition, if there exists a PPT algorithm $\mathcal{A}$ that breaks the $m$-ad-DRSA assumption, then $\mathcal{A}$ distinguishes $g^{p_{1} \ldots p_{m}}$ from $g$ for all choices of $p_{1}, \ldots, p_{m}$. If $m$ is sufficiently smaller than $M$, then there exists "many" choices of $p_{1}, \ldots, p_{m}$ and thus one can find "many" primes that divides $\Phi(N)$ : One can find at least one such prime for each choice of $p_{1}, \ldots, p_{m}$ by the similar method as in the case of the DRSA assumption. Then the product of these primes is a large divisor of $\Phi(N)$ and thus one can factorize $N$ by using the Coppersmith theorem [Cop96], which claims that if one is given a "large" divisor of $\Phi(N)$, then one can factorize $N$ efficiently. Thus, the $m$-ad-DRSA assumption is reduced to the factoring assumption.

Remark 11. We remark that if $m$ is so small that there exists a choice of $p_{1}, \ldots, p_{m}$, all of which are coprime to $\Phi(N)$, then the $m$-ad-DRSA assumption is trivial since in that case $g$ and $g^{p_{1} \ldots p_{m}}$ are distributed identically. We show that there exists a parameter choice such that m-ad-DRSA assumption is non-trivial and it can be reduced to the factoring assumption simultaneously.

How to use the ad-DRSA assumption. As explained above, we show a reduction from the ad-DRSA assumption, which is a certain type of a subgroup assumption, to the factoring assumption. However, the ad-DRSA assumption is not an ordinary
subgroup decision assumption: Roughly speaking, it only claims that for any PPT adversary $\mathcal{A}$, there exists a subgroup $S_{\mathcal{A}} \in \mathbb{Q R}_{N}$ such that $\mathcal{A}$ cannot distinguish random elements of $S_{\mathcal{A}}$ from $\mathbb{Q} \mathbb{R}_{N}$. Therefore, it cannot be used for constructions where elements of a subgroup are used in the real descriptions of the scheme. On the other hand, if elements of a subgroup are used only in the security proof, the ad-DRSA assumption suffices. We give two examples of such cases.

One is ad-LTDFs. As explained in Sec. 4.1.2, ad-LTDFs is a relaxation of LTDFs such that descriptions of lossy functions can depend on an adversary. For constructing ad-LTDFs based on the ad-DRSA assumption, we simply imitate the construction by Xue et al. $\left[\mathrm{XLL}^{+} 13\right]$, who constructed LTDFs based on the (standard) DRSA assumption. We observe that in their construction, the descriptions of injective functions consist only of elements of $\mathbb{Q} \mathbb{R}_{N}$, and elements of its subgroup are used only in the descriptions of lossy functions. Therefore even if we replace the DRSA assumption with the ad-DRSA assumption, only lossy functions depend on an adversary. This meets the definition of the ad-LTDFs.

The other is the hash-proof system-based CCA secure public key encryption. Hofheniz and Kiltz [HK07] introduced the concept of constraind CCA (CCCA) security, and showed efficient constructions of CCA secure public key encryption schemes based on a hash proof system, which can be constructed from any subgroup decision assumption [CS02]. Though elements of a subgroup are used in the real protocol of their original construction, it is easy to see that even if elements of a subgroup are replaced with those of a larger group, the scheme is still secure because they are indistinguishable by the assumption. Thus that scheme can be instantiated based on the ad-DRSA assumption.

### 4.1.4 Discussion

Plausibility of the factoring assumption w.r.t. SS moduli. Here, we discuss the plausibility of the assumption we used. SS moduli was first introduced by Groth [Gro05] in 2005 and they have been used in some works [MLLJ11, XLL ${ }^{+} 13, \mathrm{YYN}^{+} 14$ ]. All of these works assume the factoring assumption w.r.t. SS moduli (or more stronger assumptions). On the other hand, in 2011, Coron et.al. [CJM $\left.{ }^{+} 11\right]$ gave a cryptanalysis against the Groth's work [Gro05]. However, they did not improve attacks against SS moduli. Thus, we can say that SS moduli has attracted a certain amount of attention in the sense of both constructions and cryptanalysis, but no fatal attack is found thus far. Therefore we believe that the hardness of factoring SS moduli is rather reliable.

Interpretation of our result. In this chapter, we constructed a weaker variant of LTDF (ad-LTDF) based on the factoring assumption w.r.t. SS moduli. One may wonder how meaningful our result is since an SS modulus is not an RSA modulus of a standard form. We believe that our result is meaningful in terms of that we constructed an "LTDF-like primitive" (ad-LTDF), which can replace LTDFs in many applications, based on a search assumption (factoring w.r.t. SS moduli) rather than a decision assumption. Although the application given in this chapter is limited to the case of SS moduli, we hope that our new search-to-decision reduction technique can be extended to other general settings.

Limitation of ad-LTDFs. Though ad-LTDFs can replace LTDFs in many cases, there exist some LTDF-based primitives that cannot be obtained from ad-LTDFs. A typical example is the oblivious transfer protocol proposed by Peikert and Waters [PW08]. The reason why we cannot construct the scheme based on ad-LTDFs is that in the scheme, a lossy function is explicitly required. Specifically, a receiver sends a pair of injective and lossy functions to a sender. Since we cannot specify a lossy function before fixing an adversary, we cannot instantiate this scheme based on ad-LTDFs.

### 4.1.5 Related Work

Factoring based CCA secure PKE schemes. In 2009, Hofheinz and Kiltz [HK09b] proposed the first practical CCA secure PKE scheme under the factoring assumption in the standard model. After that, many variants of the scheme are proposed thus far [MLLJ11, LLML12, LLL13, YYN ${ }^{+}$14]. However, none of them improve the ciphertext overhead of the scheme. On the other hand, the ciphretext overhead of our proposed scheme is shorter than those of them.

### 4.2 Preliminaries

### 4.2.1 Known Lemmas

Here, we review known lemmas used in this chapter. First, we review a simple variant of the Hoeffding inequality [Hoe63].

Lemma 11. (Hoeffding inequality) Let $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ be probability distributions over
$\{0,1\}$. Let $X_{1}, \ldots, X_{K}$ be $K$ independent random variables with the distribution $\mathcal{D}_{1}$ and $Y_{1}, \ldots, Y_{K}$ be $K$ independent random variables with the distribution $\mathcal{D}_{2}$. If we define $\epsilon:=\left|\operatorname{Pr}\left[X=1: X \stackrel{\&}{\leftarrow} \mathcal{D}_{1}\right]-\operatorname{Pr}\left[Y=1: Y \stackrel{\&}{\leftarrow} \mathcal{D}_{2}\right]\right|$, then $\operatorname{Pr}\left[\left\lvert\, \frac{\left|\Sigma_{k=1}^{K} X_{k}-\Sigma_{i=k}^{K} Y_{k}\right|}{K}-\right.\right.$ $\epsilon \mid \geq \delta] \leq 4 e^{-\delta^{2} K / 2}$ holds.

The following is the generalized leftover hash lemma [DORS08].
Lemma 12. (Generalized leftover hash lemma) Let $X \in\{0,1\}^{n_{1}}$ and $Y$ be random variables. Let $\mathcal{H}$ be a family of pairwise independent hash function from $\{0,1\}^{n_{1}}$ to $\{0,1\}^{n_{2}}$. Then we have $\Delta((H(X), H, Y),(U, H, Y)) \leq \delta$ where $H \stackrel{\&}{\leftarrow} \mathcal{H}$ as long as $\tilde{H}_{\infty}(X \mid Y) \geq n_{2}+2 \log (1 / \delta)$.

The following is the "crooked version" of the above lemma proven by Boldyreva et al. [BFO08].

Lemma 13. (Generalized crooked leftover hash lemma [BFO08, Lemma7.1]) Let $X \in$ $\{0,1\}^{n}$ and $Y$ be random variables. Let $\mathcal{H}$ be a family of pairwise independent hash function from $\{0,1\}^{n}$ to $R$ and $f$ be a function from $R$ to $S$. Then for $H \stackrel{\&}{\leftarrow} \mathcal{H}$, we have $\Delta((f(H(X)), H, Y),(f(U), H, Y)) \leq \delta$ as long as $\tilde{H}_{\infty}(X \mid Y) \geq \log |S|+2 \log (1 / \delta)-2$.

Finally, we review the Coppersmith theorem about bivariate integer equations. The following lemma is a special case of [Cop96, Theorem 3].

Lemma 14. Let $p(x, y)=a+b x+c y$ be a polynomial over $\mathbb{Z}$. For positive integers $X, Y$ and $W=\max \{a, b X, c Y\}$, if $X Y<2^{-8} \cdot W$ holds, then one can find all solutions $\left(x_{0}, y_{0}\right)$ such that $p\left(x_{0}, y_{0}\right)=0,\left|x_{0}\right|<X$ and $\left|y_{0}\right|<Y$ in time polynomial in $\log _{2} W$.

### 4.3 Semi-smooth RSA subgroup modulus

Here, we define a semi-smooth RSA subgroup modulus (SS modulus) and state its properties. For integers $\ell_{B}, t_{p}$ and $t_{q}$, We say that $N=P Q=\left(2 p p^{\prime}+1\right)\left(2 q q^{\prime}+1\right)$ is an $\left(\ell_{B}, t_{p}, t_{q}\right)$-semi-smooth RSA subgroup $\left(\left(\ell_{B}, t_{p}, t_{q}\right)\right.$-SS) modulus if the following conditions hold.

- $P$ and $Q$ are distinct prime numbers with the same length that satisfy $\operatorname{gcd}(P-$ $1, Q-1)=2$.
- $p^{\prime}$ and $q^{\prime}$ are distinct primes larger than $2^{\ell_{B}}$.
- $p$ and $q$ are products of $t_{p}$ and $t_{q}$ distinct $\ell_{B}$-bit primes. Here, an $\ell_{B}$-bit prime means a prime number between $2^{\ell_{B}-1}$ and $2^{\ell_{B}}$. We note that we have $\operatorname{gcd}(p, q)=1$ since we have $\operatorname{gcd}(P-1, Q-1)=2$.

We define $t:=t_{p}+t_{q}$. Let $\mathcal{P}_{\ell_{B}}$ be the set of all $\ell_{B}$-bit primes, and $M_{\ell_{B}}:=\left|\mathcal{P}_{\ell_{B}}\right|$. We define the group of quadratic residues as $\mathbb{Q} \mathbb{R}_{N}:=\left\{u^{2}: u \in \mathbb{Z}_{N}^{*}\right\}$. This is a subgroup of $\mathbb{Z}_{N}^{*}$, and a cyclic group of order $p q p^{\prime} q^{\prime}$. Then there exists unique subgroups of order $p^{\prime} q^{\prime}$ and $p q$, and we denote them by $G$ and $G^{\perp}$ respectively. Then we have $\mathbb{Q R}_{N}=G \times G^{\perp}$. That is, for any element $g \in \mathbb{Q R}_{N}$, we can uniquely represent $g=g(G) g\left(G^{\perp}\right)$ by using $g(G) \in G$ and $g\left(G^{\perp}\right) \in G^{\perp}$. Moreover, if the factorization of $N$ is given, then we can compute $g(G)$ and $g\left(G^{\perp}\right)$ from $g$ efficiently.

When $N$ is an SS modulus, we cannot say that a random element $g$ of $\mathbb{Q} \mathbb{R}_{N}$ is a generator (i.e., $\operatorname{ord}(g)=p q p^{\prime} q^{\prime}$ ) with overwhelming probability. However, we can prove that $g$ has an order larger than a certain value with overwhelming probability.

Lemma 15. ([Gro05, Lemma2]) Let $N$ be an $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS modulus. For any integer $d<t$ if $\frac{\left(t 2^{1-\ell_{B}}\right)^{d+1}}{\left(1-t 2^{\left.1-\ell_{B}\right)(d+1)!}\right.}$ is negligible, then $\operatorname{Pr}\left[\operatorname{ord}(g) \geq p^{\prime} q^{\prime} 2^{(t-d)\left(\ell_{B}-1\right)}: g \stackrel{\&}{\leftarrow} \mathbb{Q}_{N}\right]$ is overwhelming. Especially, $\operatorname{Pr}\left[\operatorname{ord}\left(g\left(G^{\perp}\right)\right) \geq 2^{(t-d)\left(\ell_{B}-1\right)}: g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}\right]$ is overwhelming.

When $\ell_{B}$ is small, $\operatorname{ord}\left(G^{\perp}\right)$ is smooth, and therefore the discrete logarithm on the group can be solved efficiently by the Pohlig-Hellman algorithm [PH78].

Lemma 16. ([Gro05]) If $\ell_{B}=O(\log \lambda)$, then the discrete logarithm problem on $G^{\perp}$ can be solved efficiently. More precisely, there exists a PPT algorithm that, given an $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS modulus $N, g \in G^{\perp}$ and $g^{x}$, outputs $x \bmod \operatorname{ord}(g)$.

By combining the above lemmas, we obtain the following lemma.
Lemma 17. Let $N$ be an $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS modulus and we assume $\ell_{B}=O(\log (\lambda))$. If $\frac{\left(t 2^{1-\ell_{B}}\right)^{d+1}}{\left(1-t 2^{\left.1-\ell_{B}\right)(d+1)!}\right.}$ is negligible and $x \leq 2^{(t-d)\left(\ell_{B}-1\right)}$ holds, then there exists a PPT algorithm PLog that, given $P, Q, g, g^{x}$, outputs $x$ with overwhelming probability where $g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}$.

Hardness assumptions. Here, we give definitions of two hardness assumptions. Let IGen be an algorithm that is given the security parameter $1^{\lambda}$ and outputs an $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS modulus with its factorization. We first define the factoring assumption.

Definition 12. We say that the factoring assumption holds with respect to IGen if for any PPT algorithm $\mathcal{A}, \operatorname{Pr}\left[\mathcal{A}(N) \in\{P, Q\}:(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right)\right]$ is negligible.

Next, we define the decisional RSA subgroup (DRSA) assumption proposed by Groth [Gro05]. This assumption claims that any PPT algorithm cannot distinguish a random element of $G$ from that of $\mathbb{Q R}_{N}$. We note that actually we do not use this assumption in this dissertation. We include this only for the information of the
reader.
Definition 13. We say that the decisional RSA subgroup (DRSA) assumption holds with respect to IGen if for any PPT algorithm $\mathcal{A}, \mid \operatorname{Pr}[1 \leftarrow \mathcal{A}(N, g):(N, P, Q) \leftarrow$ $\left.\operatorname{IGen}\left(1^{\lambda}\right) ; g \stackrel{\&}{\leftarrow}_{\leftarrow}^{\mathbb{Q}} \mathbb{R}_{N}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g):(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) ; g \stackrel{\&}{\leftarrow} G\right] \mid$ is negligible.

Attacks. We review factoring attacks against SS moduli as discussed in [Gro05]. As shown in [Gro05], by using Pollard's $\rho$-method [Pol75], we can factorize an SS modulus in time $\tilde{O}\left(\min \left(\sqrt{p^{\prime}}, \sqrt{q^{\prime}}\right)\right)$. As another method, by using Naccache et al.'s algorithm [NS98], if a divisor of $P-1$ or $Q-1$ larger than $N^{1 / 4}$ is given, then $N$ can be factorized efficiently. Thus $\ell_{B}$ should be large enough so that it is difficult to guess a significant portion of factors of $p$ or $q$. In 2011, Coron et al. [CJM ${ }^{+} 11$ ] proposed a new factoring algorithm for a certain class of RSA moduli that includes SS moduli. For the case of SS moduli, their algorithm work in time $\tilde{O}\left(\min \left(\sqrt{p^{\prime}}, \sqrt{q^{\prime}}\right)\right)$, which matches the time complexity of Pollard's $\rho$-method. As observed in [Gro05], other methods such as the baby-step giant-step algorithm [Sha71], Pollard's $\lambda$-method [Pol78] or Pollard's $p-1$ method [ $\operatorname{Pol74]}$ require $O\left(\min \left(p^{\prime}, q^{\prime}\right)\right)$ time.

The above attacks use the structure of SS moduli. On the other hand, there are algorithms such as the elliptic curve method [Len87] or the general number field sieve [CP05], which can be applied to general RSA moduli. Among these algorithms, general number field sieve is asymptotically the most efficient and its heuristic running time is $\exp \left((1.92+o(1)) \ln (N)^{1 / 3} \ln \ln (N)^{2 / 3}\right)$.

Parameter settings. Here, we discuss parameter settings of SS moduli. We have to set parameters to avoid the above attacks. We first give an asymptotic parameter setting. We set $\ell_{p^{\prime}}=\ell_{q^{\prime}}=O(\lambda), \ell_{B}=\lfloor 4 \log \lambda\rfloor$ and $t_{p}=t_{q}=O\left(\lambda^{3} / \log \lambda\right)$ (then we have $\left.\ell_{N} \approx \ell_{p^{\prime}}+\ell_{q^{\prime}}+t \ell_{B}=O\left(\lambda^{3}\right)\right)$. In this setting, we have $M_{\ell_{B}}=O\left(\lambda^{4} / \log \lambda\right)$ by the prime number theorem and thus there exists exponentially many choices of $p$ and $q$. If we set $d:=\lfloor t / 4\rfloor$, then $\frac{\left(t 2^{1-\ell_{B}}\right)^{d+1}}{\left(1-t 2^{1-\ell_{B}}\right)(d+1)!}$ is negligible ${ }^{* 1}$. We use the fact that in this parameter setting, given $N, g \in \mathbb{Q R}_{N}$ and $p_{1}, \ldots, p_{m}$ for $m \leq M_{\ell_{B}}, g^{p_{1} \ldots p_{m}}$ can be computed in polynomial time in $\lambda$. This is because we have $m \leq M_{\ell_{B}}=$ $O\left(\lambda^{4} / \log (\lambda)\right)$ and $p_{1} \ldots p_{m} \leq 2^{\ell_{B} M_{\ell_{B}}}=2^{O\left(\lambda^{4}\right)}$, and thus $p_{1} \ldots p_{m}$-th power can be computed by $O\left(\lambda^{4}\right)$ multiplications. We use this asymptotic parameter setting throughout the chapter. As a concrete parameter, Groth [Gro05] proposed to set $\ell_{p}^{\prime}=\ell_{q}^{\prime}=160, \ell_{B}=15, t_{p}=t_{q}=32$ and $d=7$ for 80 -bit security (then we have $\left.\ell_{N}=160 \cdot 2+15 \cdot 2 \cdot 32=1280\right)$. We use this parameter for the construction

[^9]of CCA secure PKE scheme with compact ciphertext (Section 4.8). However, this parameter does not give us enough lossiness in the construction of ad-LTDFs. Thus we propose to set $\ell_{p}^{\prime}=\ell_{q}^{\prime}=160, \ell_{B}=15, t_{p}=t_{q}=70$ and $d=8$ (then we have $\ell_{N}=160 \cdot 2+15 \cdot 2 \cdot 70=2420$ ) for 80 -bit security for other applications (Sec. 4.5 to 4.7). We note that the number of $\ell_{B}=15$-bit primes is 1612 . Therefore the possible choice of $t=64$ or 140 primes out of them is much larger than $2^{80}$ and thus it is hard to guess the significant portion of their factors.

### 4.4 Adversary-dependent Decisional RSA Subgroup

## Assumption

In this section, we generalize the DRSA assumption. Specifically, we define the $m$ -adversary-dependent decisional RSA subgroup ( $m$-ad-DRSA) assumption for any integer $m \leq M_{\ell_{B}}$ with respect to $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS moduli. Intuitively, this assumption claims that for any PPT algorithm $\mathcal{A}$, there exist distinct $\ell_{B}$-bit primes $p_{1}, \ldots, p_{m}$ such that $\mathcal{A}$ does not distinguish $g$ from $g^{p_{1} \ldots p_{m}}$ where $g$ is a random element of $\mathbb{Q} \mathbb{R}_{N}$. We prove that under a certain condition, the $m$-ad-DRSA assumption holds under the factoring assumption.

First we give the precise definition of the $m$-ad-DRSA assumption.
Definition 14. Let IGen be a PPT algorithm that generates an $\left(\ell_{B}, t_{p}, t_{q}\right)-S S R S A$ modulus. We say that for any integer $m \leq M_{\ell_{B}}$, the m-adversary-dependent decisional RSA subgroup ( $m$-ad-DRSA) assumption holds with respect to IGen if for any noticeable function $\epsilon$ and PPT algorithm $\mathcal{A}$, there exists a PPT algorithm $\mathcal{S}_{\mathcal{A}, \epsilon}$ that is given $\left(\ell_{B}, t_{p}, t_{q}\right)-S S R S A$ modulus $N$ and outputs distinct $\ell_{B}$-bit primes $p_{1}, \ldots, p_{m}$, such that the following is satisfied. If we let

$$
\begin{aligned}
& P_{0}:=\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g): \begin{array}{c}
(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) \\
g \leftarrow \mathbb{Q R}_{N}
\end{array}\right] \\
& P_{1}:=\operatorname{Pr}\left[\begin{array}{cc}
(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) \\
1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right): & g \leftarrow \mathbb{Q R}_{N} \\
\left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon}(N)
\end{array}\right]
\end{aligned}
$$

then we have $\left|P_{0}-P_{1}\right| \leq \epsilon(\lambda)$ for sufficiently large $\lambda$.
Remark 12. One may think that the assumption defined above cannot be used for proving security of any cryptographic scheme since $\epsilon$ is noticeable. However, an important remark here is that $\epsilon$ can be an arbitrary noticeable function. Thus, in security
proofs, we can set $\epsilon$ depending on an adversary $\mathcal{A}$ 's advantage against the scheme that we want to prove secure, such that $\epsilon$ is smaller than the advantage of $\mathcal{A}$ (for infinitely many security parameters). This can be done if $\mathcal{A}$ breaks the security of the scheme since in these cases, the advantage of $\mathcal{A}$ should be non-negligible. See security proofs in Sec. 4.7 and 4.8 to see this argument indeed works.

Remark 13. In the above definition, if $m$ is so small that there exists a choice of $p_{1}, \ldots, p_{m}$, all of which are coprime to $\Phi(N)$, then $g^{p_{1} \ldots p_{m}}$ is distributed uniformly on $\mathbb{Q R}_{N}$. In this case, m-ad-DRSA assumption is trivial. This occurs if and only if we have $M_{\ell_{B}}-m \geq t$. In this chapter, we set $m$ to be relatively large so that m-ad-DRSA assumption is non-trivial. (See Remark 14.)

The following theorem claims that the $m$-ad-DRSA assumption holds under the factoring assumption if $m$ is small enough.

Theorem 11. Let IGen be a PPT algorithm that generates an $\left(\ell_{B}, t_{p}, t_{q}\right)-S S R S A$ modulus where $\ell_{B}=O(\log \lambda)$. If the factoring assumption holds with respect to IGen and there exists a constant $c$ such that $\left(M_{\ell_{B}}-m+1\right)\left(\ell_{B}-1\right) \geq(1 / 2+c) \ell_{N}$ holds, then the m-ad-DRSA assumption holds with respect to IGen.

Remark 14. If we set $m:=\left\lfloor M_{\ell_{B}}+1-(1 / 2+c) \ell_{N} /\left(\ell_{B}-1\right)\right\rfloor$ for sufficiently small $c$, then by the above theorem, the $m$-ad-DRSA assumption holds under the factoring assumption. Moreover, by setting the parameter as given in 4.3, we have $M_{\ell_{B}}-m \approx(1 / 2+c) \ell_{N} /\left(\ell_{B}-1\right) \approx(1 / 2+c)\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}+t \ell_{B}\right) / \ell_{B} \leq t$ for sufficiently large $\lambda$ if $c<1 / 2$ since $t=O\left(\lambda^{3} / \log \lambda\right)$ and $\ell_{p^{\prime}}=\ell_{q^{\prime}}=O(\lambda)$. Thus the $m-a d-D R S A$ assumption is non-trivial.

Before proving the theorem, we prepare a lemma related to the Coppersmith attack. Though a heuristic proof appeared in [NS98], to the best of our knowledge, this has not been proven rigorously in the literature.

Lemma 18. Let $P$ and $Q$ be primes with the same length and $N=P Q$. Let e be a divisor of $\Phi(N)=(P-1)(Q-1)$. If there exists a positive constant $c$ such that $e>N^{1 / 2+c}$ holds, then there exists a polynomial time algorithm that is given $N$ and $e$, and factorizes $N$.

Proof. We define $e_{1}$ and $e_{2}$ such that $e=e_{1} e_{2}, e_{1} \mid P-1$ and $e_{2} \mid Q-1$. (Note that we cannot always compute $e_{1}$ and $e_{2}$ from $e$.) Then we can write $P=e_{1} k_{1}+1$ and $Q=e_{2} k_{2}+1$ by using integers $k_{1}$ and $k_{2}$. Then we have $N=P Q=\left(e_{1} k_{1}+1\right)\left(e_{2} k_{2}+\right.$ $1)=e k_{1} k_{2}+e_{1} k_{1}+e_{2} k_{2}+1$. Therefore if we define $p(x, y)=N+e x+y$, then
$p(x, y)=0$ has a solution $\left(x_{0}, y_{0}\right)=\left(-k_{1} k_{2},-\left(e_{1} k_{1}+e_{2} k_{2}+1\right)\right)$. Let $X:=N^{1 / 2-c}$, $Y:=3 N^{1 / 2}$ and $W:=\max (N, e X, Y)$. One can see that $\left|x_{0}\right|<X,\left|y_{0}\right|<Y$ and $X Y=3 N^{1-c}<2^{-8} \cdot N \leq 2^{-8} \cdot W$ hold (for sufficiently large $N$ ). Therefore one can compute the solution $\left(x_{0}, y_{0}\right)=\left(-k_{1} k_{2},-\left(e_{1} k_{1}+e_{2} k_{2}+1\right)\right)$ in polynomial time in $\log N$ by Lemma 14. Then one can compute $P+Q=e_{1} k_{1}+e_{2} k_{2}+2=-y_{0}+1$ and factorize $N$.

Intuition for the proof of Theorem 11. Here, we give an intuition for the proof of Theorem 11. We remark that the following argument is not a rigorous one. What we have to do is to construct a PPT algorithm $\mathcal{S}_{\mathcal{A}, \epsilon}$ that is given $N$ and outputs $\left\{p_{1}, \ldots, p_{m}\right\}$ such that $\mathcal{A}$ 's advantage to distinguish $g$ from $g^{p_{1} \ldots p_{m}}$ is smaller than $\epsilon$ where $g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$. Let list $L:=\mathcal{P}_{\ell_{B}}$, which is the set of all $\ell_{B}$-bit primes. First, $\mathcal{S}_{\mathcal{A}, \epsilon}$ randomly chooses $m$ distinct primes $\left\{p_{1}, \ldots, p_{m}\right\}$ from $L$ and test whether $\mathcal{A}$ 's advantage to distinguish $g$ from $g^{p_{1} \ldots p_{m}}$ is smaller than $\epsilon$ or not. More precisely, $\mathcal{S}_{\mathcal{A}, \epsilon}$ approximates $\mathcal{A}$ 's advantage by iterating the execution of $\mathcal{A}(g)$ and $\mathcal{A}\left(g^{p_{1} \ldots p_{m}}\right)$ for independently random $g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$ a number of times and counting the number that each of them outputs 1 . We denote the approximated advantage by $\epsilon^{\prime}$. Due to the Hoeffding inequality [Hoe63], the approximation error can be made smaller than $\epsilon / 4$ by polynomial times iterations since $\epsilon$ is noticeable. If $\epsilon^{\prime}<\epsilon / 2$, then $\mathcal{A}$ 's real advantage is smaller than $3 \epsilon / 4<\epsilon$ and thus $\mathcal{S}_{\mathcal{A}, \epsilon}$ outputs $\left\{p_{1}, \ldots, p_{m}\right\}$ and halts. Otherwise, $\mathcal{A}$ 's advantage to distinguish $g$ from $g^{p_{1} \ldots p_{m}}$ is larger than $\epsilon / 4$. Then there exists $p_{j}$ such that $\mathcal{A}$ 's advantage to distinguish $g^{p_{1} \ldots p_{j-1}}$ from $g^{p_{1} \ldots p_{j}}$ is larger than $\epsilon /(4 m)$ by the hybrid argument. $\mathcal{S}_{\mathcal{A}, \epsilon}$ can find this $p_{j}$ in polynomial time since $\epsilon /(4 m)$ is noticeable. We remark that we have $p_{j} \mid \Phi(N)$. This is because, otherwise $\mathcal{A}$ 's advantage to distinguish $g^{p_{1} \ldots p_{j-1}}$ from $g^{p_{1} \ldots p_{j}}$ is 0 since their distributions are completely identical and thus $\epsilon^{\prime}$ should be smaller than $\epsilon / 2$. Then $\mathcal{S}_{\mathcal{A}, \epsilon}$ removes $p_{j}$ from $L$. Then it randomly chooses $m$ distinct primes $\left\{p_{1}, \ldots, p_{m}\right\}$ from $L$ again, and do the same as the above. Then it outputs $\left\{p_{1}, \ldots, p_{m}\right\}$ and halts if approximated $\mathcal{A}$ 's advantage to distinguish $g$ from $g^{p_{1} \ldots p_{m}}$ is smaller than $\epsilon / 2$, or otherwise removes some $p_{j^{\prime}} \mid \Phi(N)$ from $L . \mathcal{S}_{\mathcal{A}, \epsilon}$ repeat this procedure many times. Assume that $\mathcal{S}_{\mathcal{A}, \epsilon}$ does not halts by the time it cannot choose $m$ distinct primes from $L$. By that time, $M_{\ell_{B}}-m+1$ distinct $\ell_{B}$-bit primes that divide $\Phi(N)$ are removed from $L$. Let $e$ be the product of them. Then we have $e \mid \Phi(N)$ and $e \geq 2^{\left(\ell_{B}-1\right)\left(M_{\ell_{B}}-m+1\right)} \geq N^{1 / 2+c}$. Therefore if $e$ is given, then we can factorize $N$ efficiently by Lemma 18. Thus under the factoring assumption, $\mathcal{S}_{\mathcal{A}, \epsilon}$ must output some $\left\{p_{1}, \ldots, p_{m}\right\}$ before $|L|$ becomes smaller than $m$ with overwhelming probability, and $\mathcal{A}$ 's advantage to distinguish $g$ from $g^{p_{1} \ldots p_{m}}$ is smaller than $3 \epsilon / 4<\epsilon$.

Now we give the full proof of Theorem 11
Proof. (of Theorem 11) First, we prove the following two claims.
Claim 1. For any PPT algorithm $\mathcal{A}$ and a noticeable function $\delta$, there exists a PPT algorithm $\operatorname{Approx}_{\mathcal{A}, \delta}$ that satisfies the following. Let $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ be descriptions of distributions that are samplable in polynomial time in $\lambda$, and $\epsilon:=\mid \operatorname{Pr}[1 \leftarrow \mathcal{A}(X)$ : $\left.X \stackrel{\&}{\leftarrow} \mathcal{D}_{1}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(X): X \stackrel{\&}{\leftarrow} \mathcal{D}_{2}\right] \mid$. Then $\operatorname{Approx}_{\mathcal{A}, \delta}\left(1^{\lambda}, \mathcal{D}_{1}, \mathcal{D}_{2}\right)$ outputs $\epsilon^{\prime}$ such that $\left|\epsilon^{\prime}-\epsilon\right| \leq \delta(\lambda)$ with overwhelming probability. (We say that Approx $\mathcal{A}_{\mathcal{A}, \delta}$ succeeds if it outputs such $\epsilon^{\prime}$.)

Proof. The construction of Approx $_{\mathcal{A}, \delta}$ is as follows.
$\operatorname{Approx}_{\mathcal{A}, \delta}\left(1^{\lambda}, \mathcal{D}_{1}, \mathcal{D}_{2}\right):$ For $i=1$ to $K$ where $K:=\lambda / \delta(\lambda)^{2}$, choose $X_{i}$ and $Y_{i}$ according to $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$, respectively, and run $\mathcal{A}\left(X_{i}\right)$ and $\mathcal{A}\left(Y_{i}\right)$ for each $i$. Let $k_{1}$ be the number of the event that $\mathcal{A}\left(X_{i}\right)$ outputs 1 and $k_{2}$ be the number of the event that $\mathcal{A}\left(Y_{i}\right)$ outputs 1 . Output $\left|k_{1}-k_{2}\right| / K$.

Since $\delta$ is noticeable, $K$ is polynomial in $\lambda$ and therefore Approx $_{\mathcal{A}, \delta}$ is a PPT algorithm. It can be seen by Lemma 11 that Approx $_{\mathcal{A}, \delta}$ satisfies the desired property.

Claim 2. For any PPT algorithm $\mathcal{A}$ and a noticeable function $\epsilon$, there exists a PPT algorithm Find $_{\mathcal{A}, \epsilon}$ that satisfies the following. For any $\left(\ell_{B}, t_{p}, t_{q}\right)-S S$ RSA modulus $N$ and a set $I=\left\{p_{1}, \ldots, p_{m}\right\}$ of distinct $\ell_{B}$-bit primes, if $\mid \operatorname{Pr}[1 \leftarrow \mathcal{A}(N, g): g \stackrel{\&}{\leftarrow}$ $\left.\mathbb{Q R}_{N}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right): g \stackrel{\leftarrow}{\leftarrow} \mathbb{Q R}_{N}\right] \mid>\epsilon(\lambda)$ holds, then Find $_{\mathcal{A}, \epsilon}(N, I)$ outputs $p_{j} \in I$ that divides $\Phi(N)$ with overwhelming probability. (We say that Find ${ }_{\mathcal{A}, \epsilon}$ succeeds if it outputs such $p_{j}$ or the inequality assumed is false.)

Proof. The construction of Find ${ }_{\mathcal{A}, \epsilon}$ is as follows.
Find $_{\mathcal{A}, \epsilon}\left(N, I=\left\{p_{1}, \ldots, p_{m}\right\}\right)$ : Define distributions $\mathcal{D}_{0}:=\left\{(N, g): g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}\right\}$ and $\mathcal{D}_{j}:=\left\{\left(N, g^{p_{1} \ldots p_{j}}\right): g \stackrel{\leftrightarrow}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right\}(j=1, \ldots, m)$. For $j:=1$ to $m$, repeat the following.

Compute $\epsilon^{\prime} \leftarrow \operatorname{Approx}_{\mathcal{A}, \epsilon /(2 m)}\left(1^{\lambda}, \mathcal{D}_{j-1}, \mathcal{D}_{j}\right)$.
If $\epsilon^{\prime}>\epsilon /(2 m)$, then output $p_{j}$ and halt.
If it does not halt by the time the above loop is finished, then output $\perp$.
First, we show Find $\mathcal{A}_{\mathcal{A} \epsilon}$ is a PPT algorithm. Since $m \leq M_{\ell_{B}}$ is polynomial in $\lambda$ and thus $\epsilon /(2 m)$ is noticeable, Approx $_{\mathcal{A}, \epsilon /(2 m)}$ is a PPT algorithm. Therefore Find ${ }_{\mathcal{A}, \epsilon}$ is a PPT algorithm. We prove that Find $_{\mathcal{A}, \epsilon}$ satisfies the desired property. First,
we assume that all executions of $\operatorname{Approx}_{\mathcal{A}, \epsilon /(2 m)}$ called by Find ${ }_{\mathcal{A}, \epsilon}$ succeed. The probability that this assumption is satisfied is overwhelming since the number of executions of Approx $_{\mathcal{A}, \epsilon /(2 m)}$ is polynomial in $\lambda$ and each execution succeeds with overwhelming probability. First, we prove that Find $\mathcal{A}_{\mathcal{A}, \epsilon}$ outputs any prime $p_{j} \in I$ if we have $\left|\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g): g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right): g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}\right]\right|>\epsilon$. By the hybrid argument, there exists $j \in[m]$ such that $\mid \operatorname{Pr}\left[1 \leftarrow \mathcal{A}(X): X \stackrel{\&}{\leftarrow} \mathcal{D}_{j-1}\right]-\operatorname{Pr}[1 \leftarrow$ $\left.\mathcal{A}(X): X \stackrel{\&}{\leftarrow} \mathcal{D}_{j}\right] \mid>\epsilon / m$ holds. For such $j$, if we let $\epsilon^{\prime}:=\operatorname{Approx}_{\mathcal{A}, \epsilon /(2 m)}\left(\mathcal{D}_{j-1}, \mathcal{D}_{j}\right)$, then we have $\epsilon^{\prime}>\epsilon / m-\epsilon /(2 m)=\epsilon /(2 m)$ and thus $p_{j}$ is output. Then we prove that if $p_{j}$ is output by $\operatorname{Find}_{\mathcal{A}, \epsilon}$, then $p_{j} \mid \Phi(N)$ holds. If $p_{j}$ does not divide $\Phi(N)$, then $p_{j}$ is coprime to $\operatorname{ord}\left(\mathbb{Q R}_{N}\right)$, and especially $p_{j}$-th power is a permutation on the group $\left\{g^{p_{1} \ldots p_{j-1}}: g \in \mathbb{Q R}_{N}\right\}$. Therefore $\mathcal{D}_{j-1}$ and $\mathcal{D}_{j}$ are completely the identical distributions. Therefore we have $\mid \operatorname{Pr}\left[1 \leftarrow \mathcal{A}(X): X \stackrel{\&}{\leftarrow} \mathcal{D}_{j-1}\right]-\operatorname{Pr}[1 \leftarrow \mathcal{A}(X): X \stackrel{\&}{\leftarrow}$ $\left.\mathcal{D}_{j}\right] \mid=0$. Thus if we let $\epsilon^{\prime}:=\operatorname{Approx}_{\mathcal{A}, \epsilon /(2 m)}\left(\mathcal{D}_{j-1}, \mathcal{D}_{j}\right)$, then we have $\epsilon^{\prime}<\epsilon /(2 m)$, and thus such $p_{j}$ cannot be output.

Then we go back to the proof of Theorem 11. For any PPT algorithm $\mathcal{A}$ and a noticeable function $\epsilon$, we construct a PPT algorithm $\mathcal{S}_{\mathcal{A}, \epsilon}$ such that $\operatorname{Pr}[1 \leftarrow \mathcal{A}(N, g)$ : $\left.(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) ; g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right):(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) ; g \stackrel{\&}{\leftarrow}\right.$ $\left.\mathbb{Q R}_{N} ;\left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon}(N)\right] \leq \epsilon(\lambda)$ holds for sufficiently large $\lambda$. The construction of $\mathcal{S}_{\mathcal{A}, \epsilon}$ is as follows.
$\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ : Let $L:=\mathcal{P}_{\ell_{B}}$. (Recall that $\mathcal{P}_{\ell_{B}}$ is the set of all $\ell_{B}$-bit primes.)
While $|L| \geq m$, repeat the following.
Choose distinct $\ell_{B}$-bit primes $p_{1}, \ldots, p_{m}$ from $L$ randomly, and let $I:=$ $\left\{p_{1}, p_{2}, \ldots, p_{m}\right\}, \mathcal{D}_{0}:=\left\{(N, g): g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}\right\}$ and $\mathcal{D}_{m}:=\left\{\left(N, g^{p_{1} \ldots p_{m}}\right):\right.$ $\left.g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}\right\}$. Compute $\epsilon^{\prime} \leftarrow$ Approx $_{\mathcal{A}, \epsilon / 4}\left(1^{\lambda}, \mathcal{D}_{0}, \mathcal{D}_{m}\right)$. If $\epsilon^{\prime}<\epsilon / 2$, then output $I$ and halts. Otherwise run $\tilde{p} \leftarrow \operatorname{Find}_{\mathcal{A}, \epsilon / 4}(N, I)$. If $\tilde{p} \in L$ then remove $\tilde{p}$ from $L$, otherwise remove a random element from $L$.
If it does not halt by the time the above loop finishes, then it outputs $\perp$.
First, we prove that $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ is a $\operatorname{PPT}$ algorithm. Since $\epsilon$ is noticeable, Approx ${ }_{\mathcal{A}, \epsilon / 4}$ and Find $_{\mathcal{A}, \epsilon / 4}$ are PPT algorithms. Moreover the number of repeat is at most $M_{\ell_{B}}-$ $m+1 \leq M_{\ell_{B}}$, which is polynomial in $\lambda$. Therefore $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ is a PPT algorithm.

Then we prove that $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ satisfies the desired property. In the following, we assume that all executions of Approx $_{\mathcal{A}, \epsilon / 4}$ and Find ${ }_{\mathcal{A}, \epsilon / 4}$ called by $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ succeed. The probability that the above assumption holds is overwhelming since the number of executions is polynomial and each execution succeeds with overwhelming probability. If $\mathcal{S}_{\mathcal{A}, \epsilon}$ outputs some $I=\left\{p_{1}, \ldots, p_{m}\right\}$, then we have $\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g): g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right]-$
$\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right): g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right] \mid<\epsilon^{\prime}+\epsilon / 4<\epsilon / 2+\epsilon / 4=3 \epsilon / 4$. Next, we prove that for overwhelming fraction of $N$ generated by IGen, the probability that $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ outputs $\perp$ is negligible. First, we prove that in each repeat, $\tilde{p}$ that is removed from $L$ divides $\Phi(N)$. We let $\epsilon^{\prime} \leftarrow \operatorname{Approx}_{\mathcal{A}, \epsilon / 4}\left(1^{\lambda}, \mathcal{D}_{0}, \mathcal{D}_{m}\right)$. If $\epsilon^{\prime} \geq \epsilon / 2$, then we have $\left|\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g): g \stackrel{\oplus}{\leftarrow} \mathbb{Q R}_{N}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right): g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right]\right|>\epsilon^{\prime}-\epsilon / 4 \geq$ $\epsilon / 2-\epsilon / 4=\epsilon / 4$. Therefore Find $\mathcal{A}, \epsilon / 4(N, I)$ outputs $p_{j} \in I$ that divides $\Phi(N)$ since it succeeds. Thus if $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ outputs $\perp$, then one $\ell_{B}$-bit prime factor of $\Phi(N)$ is removed from $L$ in each repeat, and the repeat is done $M_{\ell_{B}}-m+1$ times. Therefore throughout the execution of $\mathcal{S}_{\mathcal{A}, \epsilon}(N), M_{\ell_{B}}-m+1$ distinct $\ell_{B}$-bit prime factors of $\Phi(N)$ are removed from $L$. If we let $e$ be the product of these primes, then we have $e>$ $\left(2^{\ell_{B}-1}\right)^{M_{\ell_{B}}-m+1} \geq 2^{(1 / 2+c) \ell_{N}}>N^{1 / 2+c}$ and $e \mid \Phi(N)$. By Lemma 18, we can factorize $N$ efficiently by using $e$. Therefore for overwhelming fraction of $N$ generated by IGen, the probability that $\mathcal{S}_{\mathcal{A}, \epsilon}(N)$ outputs $\perp$ is negligible under the factoring assumption. Therefore for overwhelming fraction of $N$ generated by IGen, we have $\operatorname{Pr}[1 \leftarrow \mathcal{A}(N, g)$ : $\left.g \stackrel{\mathbb{\&}}{\leftarrow} \mathbb{Q R}_{N}\right]-\operatorname{Pr}\left[1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right):\left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon}(N) ; g \stackrel{\mathbb{\&}}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right] \mid<3 \epsilon / 4$ with overwhelming probability over the randomness of $\mathcal{S}_{\mathcal{A}, \epsilon}$. Since $\epsilon$ is noticeable, by the averaging argument, $\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g):(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) ; g \stackrel{\mathbb{Q}}{\leftarrow} \mathbb{Q R}_{N}\right]-\operatorname{Pr}[1 \leftarrow$ $\left.\mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right):(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) ; g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N} ;\left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon}(N)\right] \leq \epsilon(\lambda)$ holds for sufficiently large $\lambda$.

### 4.5 Adversary-dependent Lossy Trapdoor Function

In this section, we define ad-LTDFs. Then we give a construction of an ad-LTDF based on the $m$-ad-DRSA assumption, which can be reduced to the factoring assumption by Theorem 11.

### 4.5.1 Definition

Here we define ad-LTDFs. Intuitively, ad-LTDFs are defined by weakening LTDFs so that descriptions of lossy functions that cannot be distinguished from those of injective functions may depend on a specific distinguisher. Namely, the algorithm that generates lossy functions takes a "lossy function index" $I$ as well as a public parameter as input, and we require that for any PPT algorithm $\mathcal{A}$, there exists at least one $I$ such that $\mathcal{A}$ does not distinguish lossy functions generated with index $I$ from injective functions. Moreover, we require that such $I$ can be efficiently computed given $\mathcal{A}$. The precise definition is as follows. For integers $n$ and $k$ such that $0<k<n$, an $(n, k)$-ad LTDF con-
sists of 5 algorithms (ParamsGen, Samplelnj, SampleLossy, Evaluation, Inversion) with a family $\{\mathcal{I}(\lambda)\}_{\lambda \in \mathbb{N}}$ of lossy function index sets.

ParamsGen $\left(1^{\lambda}\right) \rightarrow(P P, S P)$ : It takes a security parameter $1^{\lambda}$ as input, and outputs a public parameter $P P$ and a secret parameter $S P$.
Samplelnj $(P P) \rightarrow \sigma$ : It takes a public parameter $P P$ as input, and outputs a function description $\sigma$, which specifies an injective function $f_{\sigma}$ over the domain $\{0,1\}^{n}$.
SampleLossy $(P P, I) \rightarrow \sigma$ : It takes a public parameter $P P$ and a lossy function index $I \in \mathcal{I}(\lambda)$ as input, and outputs a function index $\sigma$, which specifies a "lossy" function $f_{\sigma}$ over the domain $\{0,1\}^{n}$.
Evaluation $(P P, \sigma, x) \rightarrow f_{\sigma}(x)$ : It takes a public parameter $P P$, function description $\sigma$ and $x \in\{0,1\}^{n}$ as input, and outputs $f_{\sigma}(x)$
Inversion $(S P, \sigma, y) \rightarrow f_{\sigma}^{-1}(y)$ : It takes a secret parameter $S P$, a function description $\sigma$ and $y$ and outputs $f_{\sigma}^{-1}(y)$.

We require ad-LTDFs to satisfy the following three properties.
Correctness: For all $x \in\{0,1\}^{n}$, we have Inversion $(S P, \sigma$, Evaluation $(P P, \sigma, x))=x$ with overwhelming probability where $(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow$ Samplelnj $(P P)$.

Lossiness: For all $\lambda \in \mathbb{N},(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right), I \in \mathcal{I}(\lambda)$ and $\sigma \leftarrow \operatorname{SampleLossy}(P P, I)$, the image of $f_{\sigma}$ has size at most $2^{n-k}$.

Indistinguishability between injective and lossy functions. Intuitively, we require that for any PPT adversary $\mathcal{A}$, there exists at least one lossy function index $I \in \mathcal{I}(\lambda)$ such that $\mathcal{A}$ cannot distinguish an injective function from a lossy function with the lossy function index $I$.

The more precise definition is as follows. For any PPT adversary $\mathcal{A}$ and noticeable function $\epsilon(\lambda)$, there exists a PPT algorithm $\mathcal{S}_{\mathcal{A}, \epsilon}$ that takes a public parameter $P P$ as input and outputs $I \in \mathcal{I}(\lambda)$ such that the following is satisfied. If we let

$$
\begin{gathered}
P_{\text {inj }}:=\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(P P, \sigma): \begin{array}{cc}
(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
\sigma \leftarrow \operatorname{Samplelnj}(P P)
\end{array}\right] \\
P_{\text {lossy }}:=\operatorname{Pr}\left[\begin{array}{cc}
1 \leftarrow \mathcal{A}(P P, \sigma): & I \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon}(P P) \\
& \sigma \leftarrow \operatorname{SampleLossy}(P P, I)
\end{array}\right]
\end{gathered}
$$

then we have $\left|P_{\text {inj }}-P_{\text {lossy }}\right| \leq \epsilon(\lambda)$ for sufficiently large $\lambda$.

As mentioned in Remark 12, though $\epsilon$ must be noticeable in the above definition, ad-LTDFs can be used for many cryptographic applications. This is because $\epsilon$ can be set depending on the advantage of an adversary in security reductions.

Remark 15. Besides what is explained above, there is a minor difference between the definition of ad-LTDFs and that of LTDFs. In the definition of ad-LTDFs, ParamsGen is explicitly separated from Samplelnj or SampleLossy, whereas there is no separation between them in the definition of LTDFs [PW08]. This is only for simplifying the presentation, and there is no significant difference here.

### 4.5.2 Construction

We construct an ad-LTDF based on the $m$-ad-DRSA assumption. Let IGen be an algorithm that generates an $\ell_{N}$-bit $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS RSA modulus with the parameter given in Sec. 4.3 and $n:=(t-d)\left(\ell_{B}-1\right)$.

Definition of $\mathcal{I}(\lambda): \mathcal{I}(\lambda)$ is defined as the set of all $m$-tuple of distinct primes of length $\ell_{B}$. That is, we define $\mathcal{I}(\lambda):=\left\{\left\{p_{1}, \ldots, p_{m}\right\}: p_{1}, \ldots, p_{m}\right.$ are distinct $\ell_{B}$ bit primes $\}$.
ParamsGen $\left(1^{\lambda}\right) \rightarrow(P P, S P):$ Generate $(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right)$, set $P P:=N$ and $S P:=(P, Q)$, and output $(P P, S P)$.
Samplelnj $(P P=N) \rightarrow \sigma$ : Choose $g \stackrel{\mathscr{\&}}{\leftarrow} \mathbb{R}_{N}$ and output $\sigma:=g$.
SampleLossy $\left(P P=N, I=\left\{p_{1}, \ldots, p_{m}\right\}\right) \rightarrow \sigma$ : Choose $g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$ and output $\sigma:=$ $g^{p_{1} \ldots p_{m}}$.
Evaluation $\left(P P=N, \sigma=g, x \in\{0,1\}^{n}\right) \rightarrow f_{\sigma}(x)$ : Interpret $x$ as an element of [2 $\left.2^{n}\right]$ and output $g^{x}$.
Inversion $(S P=(P, Q), \sigma=g, y) \rightarrow f_{\sigma}^{-1}(y)$ : Compute $x=\operatorname{PLog}(P, Q, g, y)$ and output $x$ where PLog is the algorithm given in Lemma 17.

Theorem 12. If the m-ad-DRSA assumption holds with respect to IGen, then the above scheme is an $\left(n, n-\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}\right)\right)$-ad-LTDF.

Then the following corollary follows by combining the above theorem and Theorem 11.

Corollary 1. If the factoring assumption holds with respect to IGen for the parameter setting given in Sec. 4.3, then there exists an ad-LTDF.

Proof. (of Corollary 1.) Recall that we set $\ell_{p^{\prime}}=\ell_{q^{\prime}}=O(\lambda), \ell_{B}=\lfloor 4 \log \lambda\rfloor$, $t_{p}=$ $t_{q}=O\left(\lambda^{3} / \log \lambda\right)$ (then we have $\ell_{N} \approx \ell_{p^{\prime}}+\ell_{q^{\prime}}+t \ell_{B}=O\left(\lambda^{3}\right)$ ) and $d:=t / 4$. We let $m:=\left\lfloor M_{\ell_{B}}+1-(1 / 2+c) \frac{\ell_{N}}{\left(\ell_{B}-1\right)}\right\rfloor$ for a constant $c<1 / 4$. Then we have $\left(M_{\ell_{B}}-\right.$ $m+1)\left(\ell_{B}-1\right) \geq(1 / 2+c) \ell_{N}$ and therefore the $m$-ad-DRSA assumption holds under the factoring assumption by Theorem 11. Then we prove that the above ad-LTDF for this $m$ is non-trivial, i.e., we have $n-\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}\right)>0$. Since we have $m \approx M_{\ell_{B}}-(1 / 2+c) \frac{\ell_{N}}{\left(\ell_{B}-1\right)}$, we have $n-\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}\right) \approx$ $(t-d) \ell_{B}-\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}+(1 / 2+c) \frac{\ell_{N} \ell_{B}}{\left(\ell_{B}-1\right)}\right) \approx(1 / 4-c) t \ell_{B}-(3 / 2+c)\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}\right)>0$ for sufficiently large $\lambda$ since $t \ell_{B}=O\left(\lambda^{3}\right)$ and $\ell_{p^{\prime}}+\ell_{q^{\prime}}=O(\lambda)$. Thus the obtained ad-LTDF for this $m$ is non-trivial.

Remark 16. If we set $\ell_{p^{\prime}}=\ell_{q^{\prime}}=160, \ell_{B}=15, t=64, d=7$ and $\ell_{N}=2420$ as given in Sec. 4.3, and $c=1 / 20$ then by setting $m:=\left\lfloor M_{\ell_{B}}+1-(1 / 2+c) \frac{\ell_{N}}{\left(\ell_{B}-1\right)}\right\rfloor$, the obtained scheme is a $(1848,103)$-ad-LTDF. If better lossiness is required, then one may set $t$ larger (as long as factorizing $N$ is hard).

Then we prove Theorem 12.
Proof. (of Theorem 12)
Correctness. If $g$ is generated by Samplelnj, then it is a random element of $\mathbb{Q} \mathbb{R}_{N}$. Thus Inversion $((P, Q), g$, Evaluation $(N, \sigma, x))=\operatorname{Inversion}\left((P, Q), g, g^{x}\right)=x$ holds by the correctness of PLog given in Lemma 17.

Lossiness. Next, we prove that the above construction satisfies $\left(n, n-\left(\ell_{p^{\prime}}+\right.\right.$ $\left.\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}\right)$ )-lossiness. Let $\sigma$ be a function description generated by SampleLossy $\left(N, I=\left\{p_{1}, \ldots, p_{m}\right\}\right)$. What we should prove is that the image size of $f_{\sigma}$ is at most $2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}}$. There exists $g \in \mathbb{Q R}_{N}$ such that $\sigma=g^{p_{1} \ldots p_{m}}$, and thus any output of $f_{\sigma}$ is an element of the group $S:=\left\{h^{p_{1} \ldots p_{m}}: h \in \mathbb{Q}_{N}\right\}$. We consider the order of $S . S$ is a subgroup of $\mathbb{Q R}_{N}=G \times G^{\perp}$ and $p_{1} \ldots p_{m}$ is coprime to $\operatorname{ord}(G)=p^{\prime} q^{\prime}$. Therefore there exists a subgroup $S^{\perp}$ of $G^{\perp}$ such that $S=G \times S^{\perp}$. We can see that $\operatorname{ord}\left(S^{\perp}\right)$ is the product of some distinct $\ell_{B}$-bit primes and coprime
to $p_{1} \ldots p_{m}$ by the definition. Therefore that is the product of at most $M_{\ell_{B}}-m$ such primes, and can be bounded by $2^{\left(M_{\ell_{B}}-m\right) \ell_{B}}$. Therefore the order of $S$ is at most $2^{\ell_{p^{\prime}}+\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}}$.

Indistinguishability between injective and lossy functions. This immediately follows from the $m$-ad-DRSA assumption. Indeed, clearly we have $P_{\text {inj }}=P_{0}$ and $P_{\text {lossy }}=P_{1}$ where $P_{0}$ and $P_{1}$ are defined in Def. 14, and the $m$-ad-DRSA assumption requires $\left|P_{0}-P_{1}\right|<\epsilon(\lambda)$ for sufficiently large $\lambda$.

### 4.6 Adversary-dependent All-but-one Lossy Trapdoor Function.

In this section, we define adversary-dependent all-but-one lossy trapdoor functions (ad-ABO) and construct it based on ad-LTDFs. Moreover we give more efficient construction of ad-ABO based on the ad-DRSA assumption.

### 4.6.1 Definition

For integers $n$ and $k$ such that $0<k<n$, an $(n, k)$-adversary-dependent all-butone lossy trapdoor function (ad-ABO) consists of 5 algorithms (ParamsGen, Samplelnj, SampleABO, Evaluation, Inversion) and a family $\{\mathcal{I}(\lambda)\}_{\lambda \in \mathbb{N}}$ of lossy function index sets.

ParamsGen $\left(1^{\lambda}\right) \rightarrow(P P, S P)$ : It takes a security parameter $1^{\lambda}$ as input, and outputs a public parameter $P P$ and a secret parameter $S P$.
Samplelnj $(P P) \rightarrow \sigma$ : It takes a public parameter $P P$ as input, and outputs a function description $\sigma$, which specifies an injective function $f_{\sigma}$ over the domain $\{0,1\}^{n} \times\{0,1\}^{\ell_{b}}$.
SampleABO $\left(P P, b^{*}, I\right) \rightarrow \sigma$ : It takes a public parameter $P P$, a lossy branch $b \in$ $\{0,1\}^{\ell_{b}}$ and an all-but-one function index $I \in \mathcal{I}(\lambda)$ as input, and outputs a function index $\sigma$, which specifies a "all-but-one" function $f_{\sigma}$ over the domain $\{0,1\}^{n} \times\{0,1\}^{\ell_{b}}$.
Evaluation $(P P, \sigma, b, x) \rightarrow f_{\sigma}(x, b)$ : It takes a public parameter $P P$, function description $\sigma$, a branch $b$ and $x \in\{0,1\}^{n}$ as input, and outputs $f_{\sigma}(x, b)$
Inversion $\left(S P, \sigma, b^{*}, b, y\right) \rightarrow x$ : It takes a secret parameter $S P$, a function description $\sigma,, b^{*} \in\{0,1\}^{\ell_{b}} \cup \perp, b$ and $y$ and outputs the "inversion" $x$.

We require ad-LTDFs to satisfy the following three properties.

## Correctness:

1. For all $x \in\{0,1\}^{n}$ and $b \in\{0,1\}^{\ell_{b}}$, we have Inversion $(S P, \sigma, \perp, b$, Evaluation $(P P$, $\sigma, b, x))=x$ with overwhelming probability where $(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow \operatorname{Samplelnj}(P P)$.
2. For all $x \in\{0,1\}^{n}, b^{*}, b \in\{0,1\}^{\ell_{b}}$ with $b \neq b^{*}$ and $I \in \mathcal{I}(\lambda)$, we have Inversion $\left(S P, \sigma, b^{*}, b\right.$, Evaluation $\left.(P P, \sigma, b, x)\right)=x$ with overwhelming probability where $(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow \operatorname{SampleABO}\left(P P, b^{*}, I\right)$.

All-but-one lossiness: For all $\lambda \in \mathbb{N},(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right), b^{*} \in B(\lambda)$, $I \in \mathcal{I}(\lambda)$ and $\sigma \leftarrow \operatorname{SampleABO}\left(P P, b^{*}, I\right)$, the image of $f_{\sigma}\left(\cdot, b^{*}\right)$ has size at most $2^{n-k}$.

Indistinguishability between injective and ABO functions. Intuitively, we require that for any PPT adversary $\mathcal{A}$, there exists at least one lossy function index $I \in \mathcal{I}(\lambda)$ such that for all $b^{*} \in B(\lambda), \mathcal{A}$ cannot distinguish an injective function from an ABO function with the lossy branch $b^{*}$ and the lossy function index $I$.

The more precise definition is as follows. For any PPT adversary $\mathcal{A}$ and noticeable function $\epsilon(\lambda)$, there exists a PPT algorithm $\mathcal{S}_{\mathcal{A}, \epsilon}^{\text {abo }}$ that takes a public parameter $P P$ and a lossy branch $b^{*}$ as input and outputs $I \in \mathcal{I}(\lambda)$ such that the following is satisfied. For all $b^{*} \in B(\lambda)$, if we let

$$
\left.\begin{array}{c}
P_{\mathrm{inj}}:=\operatorname{Pr}\left[\begin{array}{cc}
1 \leftarrow \mathcal{A}(P P, \sigma): & (P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
& \sigma \leftarrow \operatorname{SampleInj}(P P)
\end{array}\right] \\
P_{\mathrm{abo}, b^{*}}:=\operatorname{Pr}[P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
1 \leftarrow \mathcal{A}(P P, \sigma): \\
\quad I \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon, b^{*}}(P P) \\
\\
\sigma \leftarrow \operatorname{SampleLossy}\left(P P, b^{*}, I\right)
\end{array}\right]
$$

then we have $\left|P_{\mathrm{inj}}-P_{\mathrm{abo}, b^{*}}\right| \leq \epsilon(\lambda)$ for sufficiently large $\lambda$.

### 4.6.2 Generic Construction

Here, We construct an ad-ABO based on an ad-LTDF. Let (ParamsGen ${ }_{\text {gldff }}$, Samplelnj ${ }_{\text {gltdf }}$, SampleLossy $_{\text {gltdf }}$, Evaluation gltdf, Inversion $\left._{\text {gltdff }}\right)$ be an $(n, k)$ - ad-LTDF

Definition of $\mathcal{I}(\lambda): \mathcal{I}(\lambda)$ is the same as that of the underlying ad-LTDF.
ParamsGen ${ }_{\text {gabo }}\left(1^{\lambda}\right) \rightarrow(P P, S P):$ Run $(P P, S P) \leftarrow$ ParamsGen $_{\text {gldff }}\left(1^{\lambda}\right)$ and output
$(P P, S P)$.
Samplelnj gabo $(P P) \rightarrow \sigma:$ For all $i \in\left[\ell_{b}\right]$, generate $\sigma_{i, 0}, \sigma_{i, 1} \leftarrow \operatorname{Samplelnj}_{\text {gltdf }}(P P)$, and output $\sigma:=\left\{\sigma_{i, j}\right\}_{i \in\left[\ell_{b}\right], j \in\{0,1\}}$.
SampleABO gabo $\left(P P, b^{*}, I\right) \rightarrow \sigma$ : For all $i \in\left[\ell_{b}\right]$, generate $\sigma_{i, b_{i}^{*}} \leftarrow$ SampleLossy $_{\text {gltdf }}$ $(P P, I)$ and $\sigma_{i, 1-b_{i}^{*}} \leftarrow$ Samplelnj $j_{\text {gltdf }}(P P)$, and output $\sigma:=\left\{\sigma_{i, j}\right\}_{i \in\left[\ell_{b}\right], j \in\{0,1\}}$.
Evaluation $_{\text {gabo }}(P P, \sigma, b, x) \rightarrow f_{\sigma}(x, b)$ : For all $i \in\left[\ell_{b}\right]$, compute $y_{i}:=$ Evaluation $_{\text {gltdf }}$ $\left(P P, \sigma_{i, b_{i}}, x\right)$, and output $y:=\left\{y_{i}\right\}_{i \in\left[\ell_{b}\right]}$.
Inversion $_{\text {gabo }}\left(S P, \sigma, b^{*}, b, y\right) \rightarrow f_{\sigma}^{-1}(y):$ Find $i \in\left[\ell_{b}\right]$ such that $b_{i}^{*} \neq b_{i}$, compute $x:=$ Inversion ${ }_{\text {Itdf }}\left(S P, \sigma_{i, b_{i}}, y_{i}\right)$ and output $x$.

Theorem 13. If the underlying scheme is an $(n, n-r)$-ad-LTDF, then the above scheme is an $\left(n, n-r \ell_{B}\right)-a d-A B O$.

The proof is almost the same as the proof of generic construction of all-but-one lossy trapdoor function from a lossy trapdoor function in [PW08]. Therefore we omit it.

### 4.6.3 Direct Construction

Here, we construct an ad-ABO based on the $m$-ad-DRSA assumption directly. Let IGen be an algorithm that generates an $\ell_{N}$-bit $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS RSA modulus with the parameter given in Sec. 4.3 and $n:=\frac{(t-d)\left(\ell_{B}-1\right)-\ell_{b}}{2}$.

Definition of $\mathcal{I}(\lambda): \quad \mathcal{I}(\lambda)$ is defined as the set of all $m$-tuple of distinct primes of length $\ell_{B}$. That is, we define $\mathcal{I}(\lambda):=\left\{\left\{p_{1}, \ldots, p_{m}\right\}: p_{1}, \ldots, p_{m}\right.$ are distinct
$\ell_{B}$ bit primes $\}$.
ParamsGen $\left(1^{\lambda}\right) \rightarrow(P P, S P):$ Generate $(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right)$, set $P P:=N$ and $S P:=(P, Q)$, and output $(P P, S P)$.
Samplelnj $(P P=N) \rightarrow \sigma$ : Choose $g, h \stackrel{\$}{\leftarrow} \mathbb{Q R}_{N}$ and output $\sigma:=(g, h)$.
SampleABO $\left(P P=N, b^{*}, I=\left\{p_{1}, \ldots, p_{m}\right\}\right) \rightarrow \sigma:$ Choose $g, g^{\prime} \quad \stackrel{\$}{\leftarrow} \mathbb{Q R}_{N}, \quad$ set $h:=g^{-b^{*}} g^{\prime p_{1} \ldots p_{m}}$ and output $\sigma:=(g, h)$.
Evaluation $\left(P P=N, \sigma=(g, h), b, x \in\{0,1\}^{n}\right) \rightarrow f_{\sigma}(x)$ : Interpret $x$ as an element of $\left[2^{n}\right]$ and output $\left(g^{b} h\right)^{x}$.
Inversion $\left(S P=(P, Q), \sigma=(g, h), b^{*}, b y\right) \rightarrow f_{\sigma}^{-1}(y): \quad$ Compute $x=\operatorname{PLog}\left(P, Q, g^{b} h, y\right)$ and output $x$ where PLog is the algorithm given in Lemma 17.

Theorem 14. If the $m-a d-D R S A$ assumption holds with respect to IGen, then the above scheme is an $\left(n, n-\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}+\left(M_{\ell_{B}}-m\right) \ell_{B}\right)\right)$-ad-ABO.

Proof.

## Correctness.

1. If $\sigma=(g, h)$ is generated by Samplelnj, then they are independently uniform elements of $\mathbb{Q R}_{N}$. In particular, for any $b \in\{0,1\}^{\ell_{b}}, g^{b} h$ is a uniform element of $\mathbb{Q R}_{N}$. Thus Inversion $((P, Q),(g, h), \perp, b$, Evaluation $(N, \sigma, b, x))=$ Inversion $\left((P, Q), g^{b} h,\left(g^{b} h\right)^{x}\right)=x$ holds by the correctness of PLog given in Lemma 17.
2. Let $(N,(P, Q)) \leftarrow$ ParamsGen and $\sigma=(g, h) \leftarrow \operatorname{SampleABO}\left(N, b^{*}, I=\right.$ $\left.\left\{p_{1}, \ldots, p_{m}\right\}\right)$ for some $b^{*} \in\{0,1\}^{\ell_{b}}$. Then $g$ is a uniform element of $\mathbb{Q R}_{N}$ and $h=g^{-b^{*}} g^{\prime p_{1} \ldots p_{m}}$ for $g^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}$. Then for any $b \neq b^{*}$, we have $g^{b} h=g^{b-b^{*}} g^{\prime p_{1} \ldots p_{m}}$. By Lemma 15, ord $(g)$ has at least $t-d$ distinct $\ell_{b}$-bit prime divisors. The number of these prime divisors that are not coprime to $b-b^{*}$ is at most $\log _{2^{\ell}{ }_{B}-1}\left(b-b^{*}\right) \leq \ell_{b} /\left(\ell_{B}-1\right)$. We write $p_{1}^{\prime}, \ldots, p_{s}^{\prime}$ to denote the all $\ell_{b}$-bit divisors of $\operatorname{ord}(g)$ that are coprime to $b-b^{*}$. Then we have $s \geq t-d-\ell_{b} /\left(\ell_{B}-1\right)$. For each $p_{i}^{\prime}$, the probability that $\operatorname{ord}\left(g^{b} h\right)$ is comprime to $p_{i}^{\prime}$ is $1 / p_{i}^{\prime} \leq 2^{-\ell_{B}+1}$ and they are all independent. Then one can see that there exists more than $s / 2 p_{i}^{\prime}$ such that $p_{i}^{\prime} \mid \operatorname{ord}\left(g^{b} h\right)$ by similar analysis as in [Gro05, Lemma3]. Therefore one can recover $x$ from $\left(g^{b} h\right)^{x}$ as long as $x \leq 2^{\frac{(t-d)\left(\ell_{B}-1\right)-\ell_{b}}{2}} \leq\left(2^{\ell_{B}-1}\right)^{s / 2}$.

All-but-one lossiness. Next, we prove that the above construction satisfies the all-but-one lossiness property. Let $\sigma=(g, h)$ be a function description generated by SampleLossy $\left(N, I=\left\{p_{1}, \ldots, p_{m}\right\}\right)$. Then there exists $g^{\prime} \in \mathbb{Q R}_{N}$ such that $h=$ $g^{-b^{*}} g^{\prime p_{1} \ldots p_{m}}$. In particular, we have $g^{b^{*}} h=g^{\prime p_{1} \ldots p_{m}}$. Then any output of $f_{\sigma}\left(\cdot, b^{*}\right)$ is an element of the group $S:=\left\{h^{\prime p_{1} \ldots p_{m}}: h^{\prime} \in \mathbb{Q}_{N}\right\}$. We consider the order of $S$. $S$ is a subgroup of $\mathbb{Q R}_{N}=G \times G^{\perp}$ and $p_{1} \ldots p_{m}$ is coprime to $\operatorname{ord}(G)=p^{\prime} q^{\prime}$. Therefore there exists a subgroup $S^{\perp}$ of $G^{\perp}$ such that $S=G \times S^{\perp}$. We can see that $\operatorname{ord}\left(S^{\perp}\right)$ is the product of some distinct $\ell_{B}$-bit primes and coprime to $p_{1} \ldots p_{m}$ by the definition. Therefore that is the product of at most $M_{\ell_{B}}-m$ such primes, and can be bounded by $2^{\left(M_{\ell_{B}}-m\right) \ell_{B}}$. Therefore the order of $S$ is at most $2^{\left(\ell_{p^{\prime}}+\ell_{q^{\prime}}\right)\left(M_{\ell_{B}}-m\right) \ell_{B}}$.

Indistinguishability between injective and all-but-one lossy functions. This follows from the $m$-ad-DRSA assumption. Actually, for any PPT adversary $\mathcal{A}^{\prime}$ that tries to distinguish these functions and any $b^{*} \in\{0,1\}^{\ell_{b}}$, we consider the following adversary $\mathcal{A}_{b^{*}}^{\prime}$ against the ad-DRSA assumption.
$\mathcal{A}_{b^{*}}^{\prime}(N, \bar{g})$ : Generate $g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$, set $h:=g^{b^{*}} \bar{g}$, run $\mathcal{A}(N,(g, h))$ and output as $\mathcal{A}$
outputs.
For any noticeable $\epsilon$, let $\mathcal{S}_{\mathcal{A}_{b^{*}, \epsilon}}^{\text {gdra }}$ be the algorithm that is assumed to exist in Definition 14. If we let

$$
\begin{aligned}
& P_{0}:=\operatorname{Pr}\left[1 \leftarrow \mathcal{A}(N, g): \begin{array}{c}
(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) \\
g \stackrel{\&}{\leftarrow} \mathbb{Q R}_{N}
\end{array}\right] \\
& P_{1}:=\operatorname{Pr}\left[\begin{array}{cc} 
& (N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right) \\
1 \leftarrow \mathcal{A}\left(N, g^{p_{1} \ldots p_{m}}\right): & g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N} \\
& \left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{A}_{b^{*}, \epsilon}}^{\text {gdrsa }}(N)
\end{array}\right]
\end{aligned}
$$

then we have $\left|P_{0}-P_{1}\right| \leq \epsilon(\lambda)$ for sufficiently large $\lambda$ by the definition of the ad-DRSA assumption.

We let $\mathcal{S}_{\mathcal{A}, \epsilon, b^{*}}^{\text {abo }}:=\mathcal{S}_{\mathcal{A}_{b}^{*}, \epsilon}^{\text {gdra }}$. In the following, we show that it works well. If $\bar{g}$ is a uniform element of $\mathbb{Q} \mathbb{R}_{N}$, then $h$ is a uniform on $\mathbb{Q} \mathbb{R}_{N}$ and independent of $g$. Thus in this case, $\mathcal{A}_{b^{*}}^{\prime}$ simulates the environment for $\mathcal{A}$ where it is given an injective function. On the other hand, if $\bar{g}$ is generated as $\bar{g}:=\bar{g}^{\prime p_{1} \ldots p_{m}}$ where $\left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{A}_{b}^{*}, \epsilon}^{\text {gdrsa }}$, then $\mathcal{A}_{b^{*}}^{\prime}$ simulates the environment for $\mathcal{A}$ where it is given an all-but-one function with lossy branch $b^{*}$ and index $I:=\left\{p_{1}, \ldots, p_{m}\right\}$.

Therefore if we let

$$
\begin{aligned}
& P_{\mathrm{inj}}:=\operatorname{Pr}\left[\begin{array}{cc}
1 \leftarrow \mathcal{A}(P P, \sigma): & (P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
& \sigma \leftarrow \operatorname{SampleInj}(P P)
\end{array}\right] \\
& P_{\mathrm{abo}, b^{*}}:=\operatorname{Pr}\left[\begin{array}{cc} 
& (P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
1 \leftarrow \mathcal{A}(P P, \sigma): & I \leftarrow \mathcal{S}_{\mathcal{A}, \epsilon, b^{*}}(P P) \\
& \sigma \leftarrow \operatorname{SampleLossy}\left(P P, b^{*}, I\right)
\end{array}\right]
\end{aligned}
$$

then we have $P_{\mathrm{inj}}=P_{0}$ and $P_{\mathrm{abo}, b^{*}}=P_{1}$. Therefore we have $\left|P_{\mathrm{inj}}-P_{\mathrm{abo}, b^{*}}\right| \leq \epsilon(\lambda)$ for sufficiently large $\lambda$ as required.

### 4.7 Applications

Here we discuss applications of ad-LTDFs. As mentioned before, ad-LTDFs can replace LTDFs in many applications. Informally, ad-LTDFs can replace LTDFs if a lossy function is used only in the security proof and not used in the real protocol. In such cases, a lossy function may depend on an adversary that tries to distinguish it from an injective function since an adversary is firstly fixed in security proofs. As a
result, we can immediately obtain a collision resistant hash function [PW08], a CPA secure PKE scheme [PW08] and a DPKE scheme [BFO08] based on ad-LTDFs by simply replacing LTDFs by ad-LTDFs. Among them, by using our ad-LTDF based on the factoring assumption given in Sec. 4.5, we obtain the first DPKE scheme that satisfies the PRIV security for block-sources defined in [BFO08] under the factoring assumption.

### 4.7.1 Collision Resistant Hash Function

Here, we give an analogue of the collision resistant hash function in [PW08] based on ad-LTDFs. In fact, our scheme is obtained by simply replacing LTDFs in the scheme in [PW08] by ad-LTDFs. The concrete construction is as follows. Let (ParamsGen, Samplelnj, SampleLossy, Evaluation, Inversion) be an $(n, k)$-ad-LTDF and $\mathcal{H}$ be a family of pairwise independent hash functions from $\{0,1\}^{k}$ to $\{0,1\}^{\kappa n}$ where $\kappa:=2 \rho+\delta, \rho<1 / 2$ is a constant that satisfies $n-k \leq \rho n$ and $\delta$ is some constant in ( $0,1-2 \rho$ ),
$\operatorname{Gen}_{\text {crh }}\left(1^{\lambda}\right): \operatorname{Run}(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow \operatorname{SampleInj}(P P)$, and choose $H \stackrel{\&}{\leftarrow} \mathcal{H}$. Output a function description $h:=(H, P P, \sigma)$.
Eval $_{\text {crh }}((H, P P, \sigma), x)$ : Compute $H$ (Evaluation $\left.(P P, \sigma, x)\right)$ and output it.
Theorem 15. The above hash function is collision resistant.
We omit the proof since this can be proven by modifying the proof in [PW08] in a similar way as in Sec. 4.7.3.

### 4.7.2 CPA Secure Public Key Encryption

Here, we give an analogue of the CPA secure PKE scheme in [PW08] based on adLTDFs. In fact, our scheme is obtained by simply replacing LTDFs in the scheme in [PW08] by LTDFs. The concrete construction is as follows.

Let (ParamsGen, SampleInj, SampleLossy, Evaluation, Inversion) be an $(n, k)$-ad-LTDF and $\mathcal{H}$ be a family of pairwise independent hash functions from $\{0,1\}^{n}$ to $\{0,1\}^{\ell}$, where $\ell \leq k-2 \log (1 / \delta)$ for some negligible $\delta$. The construction of our scheme PKE $=($ Gen, Enc, Dec) is as follows.

Key generation : Gen $\left(1^{\lambda}\right)$ generates $(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow$ Samplelnj $(P P)$. It also chooses a hash function $H \stackrel{\&}{\leftarrow} \mathcal{H}$. It outputs a public key $P K=(P P, \sigma, H)$ and a secret key $S K=(S P, H)$.

Encryption : Enc takes as input a public key $P K=(P P, \sigma, H)$ and a message $m s g \in$ $\{0,1\}^{\ell}$. It chooses $x \stackrel{\&}{\leftarrow}\{0,1\}^{n}$, sets $C_{1}:=\operatorname{Evaluation}(P P, \sigma, x)$ and $C_{2}:=$ $m s g \oplus H(x)$ and outputs $C=\left(C_{1}, C_{2}\right)$
Decryption : Dec takes as input a secret key $S K=(S P, H)$ and a ciphertext $C=\left(C_{1}, C_{2}\right)$, computes $x:=\operatorname{Inversion}\left(S P, \sigma, C_{1}\right)$ and $m s g:=C_{2} \oplus H(x)$, and outputs msg.

Theorem 16. The above scheme is CPA secure.
Proof. Assume that the scheme is not CPA secure. Then there exists a PPT adversary $\mathcal{A}=\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ such that $\operatorname{Adv}_{\mathcal{A}, \mathrm{PKE}}^{\mathrm{CPA}}(\lambda)$ is non-negligible. Then there exists a polynomial poly such that for infinitely many $\lambda, \operatorname{Adv}_{\mathcal{A}, \mathrm{PKE}}^{\mathrm{CPA}}(\lambda)>1 / \operatorname{poly}(\lambda)$ holds. We consider the following sequence of games.

Game 1 This is the original CPA game between $\mathcal{A}$ and the challenger $\mathcal{C}$. That is, $\mathcal{C}$ generates $(P P, S P) \leftarrow$ ParamsGen $\left(1^{\lambda}\right)$ and $\sigma \leftarrow \operatorname{SampleInj}(P P)$, and chooses $H \stackrel{\&}{\leftarrow} \mathcal{H}$. Then $\mathcal{C}$ gives $P K:=(P P, \sigma, H)$, and $\mathcal{A}_{1}$ outputs $\left(m s g_{0}, m s g_{1}, s t\right)$. Then $\mathcal{C}$ chooses $b \stackrel{\&}{\leftarrow}\{0,1\}$ and $x \stackrel{\&}{\leftarrow}\{0,1\}^{n}$, computes $C_{1} \leftarrow$ Evaluation $(P P, \sigma, x)$ and $C_{2}:=m s g_{b} \oplus H(x)$ and gives $C:=\left(C_{1}, C_{2}\right)$ to $\mathcal{A}_{2}$. Then $\mathcal{A}_{2}(C, s t)$ outputs $b^{\prime}$.
Game 2 This game is the same as the previous game except that $\sigma$ is generated by SampleLossy $(P P, I)$, where intuitively, $I$ is an index such that "it is difficult to distinguish an injective function from a lossy function with index $I$ for $\mathcal{A}$ ". To describe this precisely, we consider the following PPT algorithm $\mathcal{B}$.
$\mathcal{B}(P P, \sigma)$ : Choose $H \stackrel{\&}{\leftarrow} \mathcal{H}$, run $\left(m s g_{0}, m s g_{1}, s t\right) \leftarrow \mathcal{A}_{1}(P P, \sigma, H)$, choose $b \stackrel{\&}{\leftarrow}$ $\{0,1\}$ and $x \stackrel{\&}{\leftarrow}\{0,1\}^{n}$, compute $C_{1} \leftarrow$ Evaluation $(P P, \sigma, x)$ and $C_{2}:=$ $m s g_{b} \oplus H(x)$, run $b^{\prime} \leftarrow \mathcal{A}_{2}\left(\left(C_{1}, C_{2}\right)\right.$, st). If $b=b^{\prime}$, then output 1, and otherwise 0 .
Let $\mathcal{S}_{\mathcal{B}, 1 /(2 \text { poly })}$ be the algorithm that is assumed to exist in the definition of ad-LTDFs. (Note that $\mathcal{B}$ is a PPT algorithm and $1 /(2$ poly) is noticeable.) In this game, we let $I \leftarrow \mathcal{S}_{\mathcal{B}, 1 /(2 \text { poly })}(P P)$ and $\sigma \leftarrow \operatorname{SampleLossy}(P P, I)$.
Game 3 This game is the same as the previous game except that $C_{2}$ is set as $C_{2} \leftarrow$ $m s g_{b} \oplus U$ where $U \stackrel{\&}{\leftarrow}\{0,1\}^{\ell}$.
Game 4 This game is the same as the previous game except that $C_{2}$ is set as $C_{2} \stackrel{\&}{\leftarrow}$ $\{0,1\}^{\ell}$.

Let $T_{i}$ be the event that $b=b^{\prime}$ holds in Game $i$. By the definition, we have $\mid \operatorname{Pr}\left[T_{1}\right]-$ $1 / 2 \mid=\operatorname{Adv}_{\mathcal{A}, \text { PKE }}^{\text {CPA }}(\lambda)$. Then we prove the following lemmas.

Lemma 19. For sufficiently large any $\lambda$, we have $\left|\operatorname{Pr}\left[T_{2}\right]-\operatorname{Pr}\left[T_{1}\right]\right| \leq 1 /(2 \operatorname{poly}(\lambda))$.
Proof. By the definition of ad-LTDFs, if we let

$$
\left.\begin{array}{c}
P_{\text {inj }}:=\operatorname{Pr}\left[1 \leftarrow \mathcal{B}(P P, \sigma): \begin{array}{c}
(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
\\
P_{\text {lossy }}:
\end{array}\right]=\operatorname{Pr}\left[\begin{array}{cc} 
& (P P, S P) \leftarrow \operatorname{SampleInj}(P P)
\end{array}\right] \\
1 \leftarrow \mathcal{B}(P P, \sigma): \\
I \leftarrow \mathcal{S}_{\mathcal{B}, 1 /(2 \text { poly })}(P P) \\
\\
\sigma \leftarrow \operatorname{SampleLossy}(P P, I)
\end{array}\right] .
$$

then we have $\left|P_{\text {inj }}-P_{\text {lossy }}\right| \leq 1 /(2$ poly $(\lambda))$ for sufficiently large $\lambda$. It is clear that $P_{\text {inj }}=\operatorname{Pr}\left[T_{1}\right]$ and $P_{\text {lossy }}=\operatorname{Pr}\left[T_{2}\right]$ hold. Therefore the lemma follows.

Lemma 20. We have $\left|\operatorname{Pr}\left[T_{3}\right]-\operatorname{Pr}\left[T_{2}\right]\right| \leq \delta$.
In Lemma 12, we let $X:=x$ and $Y:=\left(P P, \sigma, f_{\sigma}(X)\right)$. Then we have $\tilde{H}_{\infty}(X \mid Y) \geq$ $\tilde{H}_{\infty}(X \mid P P, \sigma)-(n-k)=k \geq \ell+2 \log (1 / \delta)$ since the size of the image of $f_{\sigma}$ is at most $2^{n-k}$. Then by Lemma 12, we have $\Delta((H(X), H, Y),(U, H, Y)) \leq \delta$ where $U \stackrel{\&}{\leftarrow}\{0,1\}^{\ell}$. Thus the lemma follows.

Lemma 21. We have $\operatorname{Pr}\left[T_{4}\right]=\operatorname{Pr}\left[T_{3}\right]$.
Proof. This is clear since $U$ is independently random string.
Lemma 22. We have $\operatorname{Pr}\left[T_{4}\right]=1 / 2$.
Proof. In Game $3, \mathcal{A}$ is given any information about $b$. Therefore the probability that $\mathcal{A}$ can correctly guess $b$ is $1 / 2$.

By combining these lemmas, for all sufficiently large $\lambda$, we have $\left|\operatorname{Pr}\left[T_{1}\right]-1 / 2\right| \leq$ $1 /(2 \operatorname{poly}(\lambda))+\delta$. That is, we have $\operatorname{Adv}_{\mathcal{A}, \text { PKE }}^{\text {CPA }}(\lambda) \leq 1 /(2 \operatorname{poly}(\lambda))+\delta$. Since we assumed for infinitely many $\lambda, \operatorname{Adv}_{\mathcal{A}, \operatorname{PKE}}^{\mathrm{CPA}}(\lambda)>1 / \operatorname{poly}(\lambda)$, for infinitely many $\lambda$, we have $1 /(2 \operatorname{poly}(\lambda))<\delta$. This contradicts to that $\delta$ is negligible. Therefore there does not exist a PPT adversary that breaks the scheme.

Remark 17. If we use ad-ABO, we can construct CCA secure PKE scheme similarly as in [PW08].

### 4.7.3 Deterministic Public Key Encryption

Here, we construct a DPKE scheme based on ad-LTDFs. Construction. The construction is a simple analogue of the scheme in [BFO08] based on LTDFs. Indeed, our scheme is obtained by simply replacing LTDFs by ad-LTDFs in their scheme. The concrete construction is as follows. Let (ParamsGen, SampleInj, SampleLossy, Evaluation, Inversion) be an ( $n, k)$-ad-LTDF and $\mathcal{H}$ be a family of pairwise independent permutations on $\{0,1\}^{n}$, where $u \geq n-k+2 \log (1 / \delta)-2$ holds for some negligible $\delta$. The construction of our scheme $\mathrm{DE}=($ Gen, Enc, Dec) is as follows.
$\operatorname{Gen}\left(1^{\lambda}\right): \quad$ Generate $(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow \operatorname{Samplelnj}(P P)$ and choose $H \stackrel{\&}{\leftarrow} \mathcal{H}$. Output a public key $P K=(P P, \sigma, H)$ and a secret key $S K=(S P, \sigma)$.
$\operatorname{Enc}(P K=(P P, \sigma, H), m s g):$ Compute $C \leftarrow$ Evaluation $(P P, \sigma, H(m s g))$ and output $C$.
$\operatorname{Dec}(S K, C): \quad$ Compute $m s g^{\prime} \leftarrow \operatorname{Inversion}(S P, \sigma, C)$ and $m s g:=H^{-1}\left(m s g^{\prime}\right)$ and output msg.

Theorem 17. The above scheme is PRIV1-IND-CPA secure deterministic encryption for $(u, n)$-sources.

Proof. Assume that the above scheme is not PRIV1-IND-CPA secure. There exists $(u, n)$-sources $M_{0}, M_{1}$ and a PPT adversary $\mathcal{A}$ such that $\operatorname{Adv}_{\mathcal{A}, \mathrm{DE}}^{\mathrm{PRIV}-\operatorname{IND}-\mathrm{CPA}}(\lambda)$ is non-negligible. Then there exist a polynomial poly such that for infinitely many $\lambda$, $\operatorname{Adv} v_{\mathcal{A}, \mathrm{DE}}^{\mathrm{PRIV}-\operatorname{IND}-\operatorname{CPA}}(\lambda)>1 /$ poly $(\lambda)$ holds. We consider the following sequence of games.

Game 1 : This game is the original PRIV1-IND-CPA game with respect to $M_{0}, M_{1}$ and $\mathcal{A}$. That is, a challenger computes $(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right)$ and $\sigma \leftarrow$ Samplelnj $(P P)$, chooses $H \leftarrow \mathcal{H}$, sets $P K:=(P P, \sigma, H)$, chooses $b \stackrel{\&}{\leftarrow}\{0,1\}$, $m s g^{*} \stackrel{\&}{\leftarrow} M_{b}$ and computes $C^{*} \leftarrow$ Evaluation $\left(P P, \sigma, H\left(m s g^{*}\right)\right)$. $\mathcal{A}$ is given $\left(P K, C^{*}\right)$ and outputs $b^{\prime}$.
Game 2 : This game is the same as the previous game except that $\sigma$ is generated by SampleLossy $(P P, I)$, where intuitively, $I$ is an index such that "it is difficult to distinguish an injective function from a lossy function with index $I$ for $\mathcal{A}$ ". To describe this precisely, we consider the following PPT algorithm $\mathcal{B}$.
$\mathcal{B}(P P, \sigma):$ Choose $H \stackrel{\&}{\leftarrow} \mathcal{H}, b \stackrel{\&}{\leftarrow}\{0,1\}, m s g^{*} \stackrel{\&}{\leftarrow} M_{b}$, set $P K:=(P P, \sigma, H)$, compute $C^{*} \leftarrow$ Evaluation $\left(P P, \sigma, H\left(m s g^{*}\right)\right)$, run $b^{\prime} \leftarrow \mathcal{A}\left(P K, C^{*}\right)$ and output 1 if $b=b^{\prime}$, and otherwise 0 .

Let $\mathcal{S}_{\mathcal{B}, 1 /(2 \text { poly })}$ be the algorithm that is assumed to exists in the definition of ad-LTDFs. (Note that $\mathcal{B}$ is a PPT algorithm and $1 /(2$ poly) is noticeable.) In this game, we let $I \leftarrow \mathcal{S}_{\mathcal{B}, 1 /(2 \text { poly })}(P P)$ and $\sigma \leftarrow \operatorname{SampleLossy}(P P, I)$.
Game 3 : This game is the same as the previous game except that a challenge ciphertext is set as $C^{*} \leftarrow$ Evaluation $(P P, \sigma, H(U))$ where $U \in\{0,1\}^{n}$ is a uniformly random string.

Let $T_{i}$ be the event that $b=b^{\prime}$ in Game $i$. Clearly we have $\left|\operatorname{Pr}\left[T_{1}\right]-1 / 2\right|=$ $\operatorname{Adv}_{\mathcal{A}, \mathrm{DE}}^{\mathrm{PRIV}-\operatorname{IND}-\operatorname{CPA}}(\lambda)$. Then we prove the following lemmas.

Lemma 23. For sufficiently large any $\lambda$, we have $\left|\operatorname{Pr}\left[T_{2}\right]-\operatorname{Pr}\left[T_{1}\right]\right| \leq 1 /(2 \operatorname{poly}(\lambda))$.
Proof. By the definition of an adversary-dependent lossy trapdoor function, if we let

$$
\left.\begin{array}{c}
P_{\text {inj }}:=\operatorname{Pr}\left[1 \leftarrow \mathcal{B}(P P, \sigma): \begin{array}{c}
(P P, S P) \leftarrow \operatorname{ParamsGen}\left(1^{\lambda}\right) \\
\\
P_{\text {lossy }}:
\end{array}\right]=\operatorname{Pr}\left[\begin{array}{cc} 
& (P P, S P) \leftarrow \operatorname{SampleInj}(P P)
\end{array}\right] \\
1 \leftarrow \mathcal{B}(P P, \sigma): \\
I \leftarrow \mathcal{S}_{\mathcal{B}, 1 /(2 \text { poly })}(P P) \\
\\
\sigma \leftarrow \operatorname{SampleLossy}(P P, I)
\end{array}\right] .
$$

then we have $\left|P_{\text {inj }}-P_{\text {lossy }}\right| \leq 1 /(2$ poly $)$ for sufficiently large $\lambda$. It is clear that $P_{\text {inj }}=$ $\operatorname{Pr}\left[T_{1}\right]$ and $P_{\text {lossy }}=\operatorname{Pr}\left[T_{2}\right]$ holds. Therefore the lemma follows.

Lemma 24. We have $\left|\operatorname{Pr}\left[T_{3}\right]-\operatorname{Pr}\left[T_{2}\right]\right| \leq \delta$.
In Lemma 13, we let $f:=$ Evaluation $(P P, \sigma, \cdot), X:=m s g^{*}$ and $Y:=(P P, \sigma)$. Then by the lossiness, $|S| \leq 2^{n-k}$ holds where $S$ is the range of $f$. By the definition of $(u, n)$ sources, we have $\tilde{H}_{\infty}(X \mid Y) \geq u$ and $u \geq n-k+2 \log (1 / \delta)-2 \geq|S|+2 \log (1 / \delta)-2$. By Lemma 13, the statistical distance between $\left(C^{*}, H,(P P, \sigma)\right)$ in Game 2 and that in Game 3 is at most $\delta$. Thus the lemma follows.

Lemma 25. We have $\operatorname{Pr}\left[T_{3}\right]=1 / 2$.
Proof. In Game $3, \mathcal{A}$ is given no information about $b$. Therefore the probability that $\mathcal{A}$ can correctly guess $b$ is $1 / 2$.

By combining these lemmas, for all sufficiently large $\lambda$, we have $\left|\operatorname{Pr}\left[T_{1}\right]-1 / 2\right| \leq$ $1 /(2 \operatorname{poly}(\lambda))+\delta$, equivalently, $\operatorname{Adv}_{\mathcal{A}, \mathrm{DE}}^{\mathrm{PRIV}-\operatorname{IND}-\operatorname{CPA}}(\lambda) \leq 1 /(2 \operatorname{poly}(\lambda))+\delta$. On the other hand, we assumed, $\operatorname{Adv}_{\mathcal{A}, \mathrm{DE}}^{\mathrm{PRIV}-\operatorname{IND}-\operatorname{CPA}}(\lambda)>1 / \operatorname{poly}(\lambda)$ for infinitely many $\lambda$. Combining these two inequalities, we have $1 /(2 \operatorname{poly}(\lambda))<\delta$ for infinitely many $\lambda$, which contradicts to that $\delta$ is negligible. Therefore there does not exist a PPT adversary that breaks the scheme.

Remark 18. If we use ad-ABO given in Sec. 4.6, we can construct PRIV1-IND-CCA secure DPKE scheme similarly as in [BFO08].

### 4.8 CCA Secure PKE with Short Ciphertext

In this section, we construct a CCCA secure KEM under the $m$-ad-DRSA assumption. By Theorem 11, under certain condition, this scheme is CCCA secure under the factoring assumption w.r.t. SS moduli. By setting a parameter appropriately, we obtain a PKE scheme whose ciphertext overhead is minimum among schemes that are CCA secure under the factoring assumption by combining our KEM and an authenticated symmetric key encryption scheme.

### 4.8.1 Construction

Idea of our construction. Since the $m$-ad-DRSA assumption is a type of subgroup decision assumptions, we can consider an "adversary-dependent version" of hash proof systems as in [CS02], where it is shown that a hash proof system can be constructed based on any subgroup decision assumption. Then we construct a KEM similarly as in [HK07], where the authors constructed a CCCA secure KEM based on a hash proof system. Though our construction is based on the above idea, for clarity, we give a direct construction of our KEM rather than defining the "adversary-dependent version" of hash proof systems.

The construction of our scheme KEM ${ }_{\text {Ccca }}$ is as follows. Let IGen be a PPT algorithm that generates $\left(\ell_{B}, t_{p}, t_{q}\right)$-SS RSA modulus, $\mathcal{H}$ be a family of pairwise independent hash functions from $\left(\mathbb{Z}_{N}^{*}\right)^{n}$ to $\{0,1\}^{\lambda}$ where $n:=\left\lceil\frac{\left(2 \ell_{N}+1\right) \lambda}{\ell_{B}-1}\right\rceil$, and $h: G \rightarrow\{0,1\}^{\lambda}$ be a target collision resistant hash function. For simplicity, we assume that the KEM key length is equal to the security parameter $\lambda$.
$\operatorname{Gen}\left(1^{\lambda}\right):$ Generate $(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right)$. Choose $H \stackrel{\&}{\leftarrow} \mathcal{H}, g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$ and $x_{i, j}^{(k)} \stackrel{\&}{\leftarrow}[(N-1) / 4]$ and set $X_{i, j}^{(k)}:=g^{x_{i, j}^{(k)}}$ for $i=1, \ldots, \lambda, j=1, \ldots, n$ and $k=0,1$. Output $P K:=\left(N, h, H,\left\{X_{i, j}^{(k)}\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}\right)$ and $S K:=$ $\left(\left\{x_{i, j}^{(k)}\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}, P K\right)$.
$\operatorname{Enc}(P K):$ Choose $r \stackrel{\&}{\leftarrow}[(N-1) / 4]$, compute $C:=g^{r}, t:=h(C)$ and $K:=$ $H\left(\left(\prod_{i=1}^{\lambda} X_{i, 1}^{\left(t_{i}\right)}\right)^{r}, \ldots,\left(\prod_{i=1}^{\lambda} X_{i, n}^{\left(t_{i}\right)}\right)^{r}\right)$ where $t_{i}$ denotes the $i$-th bit of $t$. Output $(C, K)$.
$\operatorname{Dec}(S K, C)$ : Compute $t:=h(C)$ and $K:=H\left(C^{\sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C^{\sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}}\right)$ where $t_{i}$ denotes the $i$-th bit of $t$, and output $K$.

### 4.8.2 Security

Theorem 18. If m-ad-DRSA assumption holds with respect to IGen and $\left(\ell_{B}-1\right)\left(t_{p}+\right.$ $\left.t_{q}+m-M_{\ell_{B}}\right) \geq \lambda$ holds, then KEM CccA is CCCA secure.

Corollary 2. If the factoring assumption holds with respect to IGen for the parameter setting given in 4.3, then KEM ${ }_{\text {CCCA }}$ is CCCA secure for $n=O\left(\lambda^{4} / \log (\lambda)\right)$.

Proof. (of Corollary 2) Let $m:=\left\lfloor M_{\ell_{B}}+1-(1 / 2+c) \frac{\ell_{N}}{\left(\ell_{B}-1\right)}\right\rfloor$ for a constant $c<1 / 4$. Then we have $\left(M_{\ell_{B}}-m+1\right)\left(\ell_{B}-1\right) \geq(1 / 2+c) \ell_{N}$ and therefore the $m$-ad-DRSA assumption holds under the factoring assumption by Theorem 11. Moreover, we have $\left(\ell_{B}-1\right)\left(t_{p}+t_{q}+m-M_{\ell_{B}}\right)=O\left(\lambda^{3}\right)$ if we use the parameter setting given in Sec. 4.3. Thus the obtained scheme is CCCA secure under the factoring assumption.

Theorem 18 can be proven almost similarly as the security of the CCCA secure KEM based on a hash proof system in [HK07]. However, for a technical reason, we need the following variant of the leftover hash lemma unlike in [HK07]. Specifically, in the leftover hash lemma (Lemma 12), a random variable $X$ should be independent from $H$. On the other hand, in our proof, we need a variant in which a random variable $X$ may depend on $H$. The following lemma states that this is possible with the loss of the number of possible random variables $X$. We note that this idea is already used in some existing works [TV00, RSV13]. This lemma is necessary because in our proof, we set $X$ to be a decryption query, which is chosen by an adversary after seeing a public key which includes a pairwise independent hash function $H$.

Lemma 26. Let $\mathcal{X}$ be a set of random variables $X$ on $\{0,1\}^{n_{1}}$ such that $H_{\infty}(X) \geq n_{2}+2 \log (1 / \delta)$, and $\mathcal{H}$ be a family of pairwise independent hash functions from $\{0,1\}^{n_{1}}$ to $\{0,1\}^{n_{2}}$. Then for any computationally unbounded algorithm $\mathcal{F}$, which is given $H \in \mathcal{H}$ and outputs a description of a distribution $X \in \mathcal{X}$, we have $\Delta((H(X), H),(U, H)) \leq|\mathcal{X}| \delta$ where $H \stackrel{\leftarrow}{\leftarrow} \mathcal{H}$ and $X \leftarrow \mathcal{F}(H)$.

Proof. We have

$$
\begin{aligned}
& \Delta_{H \leftarrow \mathcal{H}, X \leftarrow \mathcal{F}(H)}((H(X), H),(U, H)) \\
& =\mathbb{E}_{H \leftarrow \mathcal{H}}\left[\Delta_{X \leftarrow \mathcal{F}(H)}(H(X), U)\right] \\
& \leq \mathbb{E}_{H \leftarrow \mathcal{H}}\left[\sum_{X \in \mathcal{X}} \Delta(H(X), U)\right] \\
& =\sum_{X \in \mathcal{X}} \mathbb{E}_{H \leftarrow \mathcal{H}}[\Delta(H(X), U)] \\
& =\sum_{X \in \mathcal{X}} \Delta_{H \leftarrow \mathcal{H}}((H(X), H),(U, H)) \leq|\mathcal{X}| \delta
\end{aligned}
$$

where the last inequality follows from Lemma 12.
Then we give the proof of Theorem 18.
Proof. (of Theorem 18) Assume that there exists a valid PPT adversary $\mathcal{A}$ that breaks the CCCA security of the above scheme. Then there exists a polynomial poly such that $\operatorname{Adv}_{\mathcal{A}, \mathrm{KEM}}^{\operatorname{ccccA}}(\lambda)>1 / \operatorname{poly}(\lambda)$ for infinitely many $\lambda$. We consider the following sequence of games.

Game 1 : This game is the original CCCA game of KEM CCCA for $\mathcal{A}$. That is, a challenger $\mathcal{C}$ generates $(N, P, Q) \leftarrow \operatorname{IGen}\left(1^{\lambda}\right)$, chooses $H \stackrel{\&}{\leftarrow} \mathcal{H}, g \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$ and $x_{i, j}^{(k)} \stackrel{\&}{\leftarrow}[(N-1) / 4]$ and sets $X_{i, j}^{(k)}:=g^{x_{i, j}^{(k)}}$ for $i=1, \ldots, \lambda, j=1, \ldots, n$ and $k=0,1$ and sets $P K:=\left(N, h, H,\left\{X_{i, j}^{(k)}\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}\right)$. Then it chooses $b \stackrel{\&}{\leftarrow}\{0,1\}$ and $r^{*} \stackrel{\&}{\leftarrow}[(N-1) / 4]$, and computes $C^{*}:=g^{r^{*}}, t^{*}:=h\left(C^{*}\right)$ and $K^{*}:=H\left(\left(\prod_{i=1}^{\lambda} X_{i, 1}^{\left(t_{i}^{*}\right)}\right)^{r^{*}}, \ldots,\left(\prod_{i=1}^{\lambda} X_{i, n}^{\left(t_{i}^{*}\right)}\right) r^{r^{*}}\right)$ where $t_{i}^{*}$ denotes the $i$-th bit of $t^{*}$ if $b=1$ and $K^{*} \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$ otherwise. Then it gives $\left(P K, C^{*}, K^{*}\right)$ to $\mathcal{A}$. In the game, $\mathcal{A}$ can query pairs of ciphertexts and predicates to an oracle $\mathcal{O}_{\text {Dec }}$. When $\mathcal{A}$ queries ( $C$, pred), $\mathcal{O}_{\text {Dec }}$ computes $K \leftarrow \operatorname{Dec}(S K, C)$ and returns $K$ to $\mathcal{A}$ if $C \neq C^{*}$ and $\operatorname{pred}(K)=1$, and otherwise $\perp$. Finally, $\mathcal{A}$ outputs a bit $b^{\prime}$.
Game 2 : This game is the same as the previous game except that $K^{*}$ is set differently if $b=1$. Specifically, it is set as $K^{*}:=H\left(C^{* \sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}^{*}\right)}}, \ldots, C^{* \sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}^{*}\right)}}\right)$ if $b=1$.
Game 3 : This game is the same as the previous game except that $C^{*}$ is set differently. Specifically, it is uniformly chosen from $\mathbb{Q} \mathbb{R}_{N}$.
Game 4 : This game is the same as the previous game except that $g$ is uniformly chosen from a subgroup $S$ of $\mathbb{Q R}_{N}$, which is defined as follows. First, we define a PPT algorithm $\mathcal{B}$ as follows.
$\mathcal{B}(N, g)$ : Choose $H \stackrel{\&}{\leftarrow} \mathcal{H}, x_{i, j}^{(k)} \stackrel{\&}{\leftarrow}[(N-1) / 4]$ and set $X_{i, j}^{(k)}:=g^{x_{i, j}^{(k)}}$ for $i \in[\lambda], j \in[n]$ and $k=0,1$ and $P K:=\left(N, h, H,\left\{X_{i, j}^{(k)}\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}\right)$, choose $C^{*} \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}$ and $b \stackrel{\&}{\leftarrow}\{0,1\}$, and set $K^{*}:=H\left(C^{* \sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}^{*}\right)}}\right.$, $\left.\ldots, C^{* \sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}^{*}\right)}}\right)$ where $t^{*}:=h\left(C^{*}\right)$ and $t_{i}^{*}$ is the $i$-th bit of $t^{*}$ if $b=1$, and $K^{*} \stackrel{\&}{\leftarrow}\{0,1\}^{\ell}$ otherwise. Run $b^{\prime} \leftarrow \mathcal{A}^{\mathcal{O}_{\operatorname{Dec}}}\left(P K, C^{*}, K^{*}\right)$ and output $b^{\prime}$. We note that $\mathcal{B}$ can simulate $\mathcal{O}_{\text {Dec }}$ for $\mathcal{A}$ since it knows $S K=\left(\left\{x_{i, j}^{(k)}\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}\right.$, PK $)$.
Let $\mathcal{S}_{\mathcal{B}, \text { poly } / 2}$ be the algorithm that is assumed to exist in the definition of $m$-adDRSA assumption. Note that this algorithm actually exists since $\mathcal{B}$ is a PPT algorithm and poly/2 is noticeable. Then we define the subgroup $S$ as follows: We run $\left\{p_{1}, \ldots, p_{m}\right\} \leftarrow \mathcal{S}_{\mathcal{B}, \text { poly } / 2}$ and define $S:=\left\{h^{p_{1}, \ldots, p_{m}}: h \in \mathbb{Q R}_{N}\right\}$.
Game 5 : This game is the same as the previous game except that the decryption oracle $\mathcal{O}_{\text {Dec }}$ is replaced with an alternative decryption oracle $\mathcal{O}_{\text {Dec }}$ that works as follows: $\mathcal{O}_{\text {Dec' }}$, given $C$ and pred, computes $t:=h(C)$ and returns $\perp$ if $t=t^{*}$. Otherwise it computes $K:=H\left(C^{\sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C^{\sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}}\right)$ and outputs $K$ if $\operatorname{pred}(K)=1$, and otherwise $\perp$.
Game 6 : This game is the same as the previous game except that $x_{i, j}^{(k)}$ is set differently. Specifically, it is uniformly chosen from $\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}\right)$ instead of from $[(N-1) / 4]$ for $i=1, \ldots, \lambda, j=1, \ldots, n$ and $k=0,1$.
Game 7 : This game is the same as the previous game except that the decryption oracle $\mathcal{O}_{\text {Dec' }}$ is replaced with an alternative decryption oracle $\mathcal{O}_{\text {Dec' }}$ that works as follows: $\mathcal{O}_{\text {Dec' }}$, given $C$ and pred, computes $t:=h(C)$ and returns $\perp$ if $t=t^{*}$ or $C \notin S$, where $S$ is the group defined in Game 4. Otherwise it computes $K:=H\left(C^{\sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C^{\sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}}\right)$ and outputs $K$ if $\operatorname{pred}(K)=1$, and otherwise $\perp$.
Game 8 : This game is the same as the previous game except that $K^{*}$ is always an independently random string.
Let $T_{i}$ be the event that $b=b^{*}$ holds in Game $i$. Then clearly we have $\operatorname{Adv}_{\mathcal{A}, \text { PKE }}^{\text {cccca }}{ }^{\text {ccA }}=$ $\left|\operatorname{Pr}\left[T_{1}\right]-1 / 2\right|$. First, we prove that the group $S$ defined in Game 4 is a proper subgroup of $\mathbb{Q} \mathbb{R}_{N}$. Moreover, we prove that $\operatorname{ord}(S) / \operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}\right) \leq 2^{-\lambda}$ holds. By the definition of SS moduli, ord $\left(\mathbb{Q} \mathbb{R}_{N}\right)$ has $t_{p}+t_{q}$ distinct prime factors $p_{1}^{\prime}, \ldots, p_{t_{p}+t_{q}}^{\prime}$ of $\ell_{B}$-bit. Since the number of the all $\ell_{B}$-bit primes is $M_{\ell_{B}}$, there exist at least $t_{p}+t_{q}+m-M_{\ell_{B}}$ distinct primes contained in both $\left\{p_{1}^{\prime}, \ldots, p_{t_{p}+t_{q}}^{\prime}\right\}$ and $\left\{p_{1}, \ldots, p_{m}\right\}$. We denote those primes by $p_{1}^{\prime \prime}, \ldots p_{t_{p}+t_{q}+m-M_{\ell_{B}}}^{\prime \prime}$. Those primes cannot be a factor of $\operatorname{ord}(S)$ since $S=\left\{h^{p_{1} \ldots p_{m}}: h \in \mathbb{Q R}_{N}\right\}$ by the definition whereas they are a factor of ord $\left(\mathbb{Q R}_{N}\right)$.

Thus ord $(S) / \operatorname{ord}\left(\mathbb{Q R}_{N}\right) \leq \frac{1}{p_{1}^{\prime \prime} \ldots p_{t_{p}+t_{q}+m-M_{\ell_{B}}}^{\prime \prime}}$
$\leq 2^{-\left(t_{p}+t_{q}+m-M_{\ell_{B}}\right)\left(\ell_{B}-1\right)} \leq 2^{-\lambda}$. Then we prove the following lemmas.
Lemma 27. $\operatorname{Pr}\left[T_{2}\right]=\operatorname{Pr}\left[T_{1}\right]$ holds.
Proof. The modification between Game 1 and 2 is only conceptual.
Lemma 28. $\left|\operatorname{Pr}\left[T_{3}\right]-\operatorname{Pr}\left[T_{2}\right]\right|$ is negligible.
Proof. This follows from the fact that the statistical distance between the uniform distributions on $[(N-1 / 4)]$ and $\left[\operatorname{ord}\left(\mathbb{Q R}_{N}\right)\right]$ are negligible.

Lemma 29. We have $\left|\operatorname{Pr}\left[T_{4}\right]-\operatorname{Pr}\left[T_{3}\right]\right| \leq 1 /(2$ poly ) for sufficiently large $\lambda$.
Proof. This follows immediately from the definition of $m$-ad-DRSA assumption.
Lemma 30. If $h$ is collision resistant, then $\left|\operatorname{Pr}\left[T_{5}\right]-\operatorname{Pr}\left[T_{4}\right]\right|$ is negligible.
Proof. From the view of $\mathcal{A}$, Game 4 and 5 may differ only if $\mathcal{A}$ makes a query ( $C$, pred) such that $h(C)=t^{*}$. If $\mathcal{A}$ makes such a query, then this means that it finds a collision of $h$.

Lemma 31. $\left|\operatorname{Pr}\left[T_{6}\right]-\operatorname{Pr}\left[T_{5}\right]\right|$ is negligible.
Proof. This follows from the fact that the statistical distance between the uniform distributions on $[(N-1 / 4)]$ and $\left[\operatorname{ord}\left(\mathbb{Q} \mathbb{R}_{N}\right)\right]$ are negligible.

Lemma 32. $\left|\operatorname{Pr}\left[T_{7}\right]-\operatorname{Pr}\left[T_{6}\right]\right|$ is negligible.
Proof. Let $q$ be an upper bound of the number of decryption queries $\mathcal{A}$ makes. We consider hybrids $\mathrm{H}_{0}, \ldots, \mathrm{H}_{q}$ that are defined as follows. A hybrid $\mathrm{H}_{\ell}$ is the same as Game 6 except that the oracle to which $\mathcal{A}$ accesses works similarly as $\mathcal{O}_{\text {Dec'" }}$ for the first $\ell$ queries, and similarly as $\mathcal{O}_{\text {Dec }^{\prime}}$ for the rest of queries. Let $T_{6, \ell}$ be the event that $b=b^{\prime}$ holds in the hybrid $\mathrm{H}_{\ell}$. Clearly, We have $\operatorname{Pr}\left[T_{6,0}\right]=\operatorname{Pr}\left[T_{6}\right]$ and $\operatorname{Pr}\left[T_{6, \ell}\right]=\operatorname{Pr}\left[T_{7}\right]$. Let $F_{\ell}$ be the event that $\mathcal{O}_{\text {Dec' }^{\prime \prime}}$ returns $\perp$ for $\mathcal{A}$ 's $\ell$-th query $\left(C_{\ell}\right.$, pred $\left._{\ell}\right)$ but $\mathcal{O}_{\text {Dec' }^{\prime}}$ does not return $\perp$ for it. That is, $F_{\ell}$ is the event that $C_{\ell} \in \mathbb{Q R}_{N} \backslash S, t \neq t^{*}$ and $\operatorname{pred}\left(K_{\ell}\right)=1$ hold where $K_{\ell}:=H\left(C_{\ell}^{\sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C_{\ell}^{\sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}}\right), t:=h\left(C_{\ell}\right)$ and $t_{i}$ denotes the $i$-th bit of $t$. Unless $F_{\ell}$ occurs, hybrids $\mathrm{H}_{\ell}$ and $\mathrm{H}_{\ell-1}$ are exactly the same from the view of $\mathcal{A}$. Therefore we have $\left|\operatorname{Pr}\left[T_{6, \ell}\right]-\operatorname{Pr}\left[T_{6, \ell-1}\right]\right| \leq \operatorname{Pr}\left[F_{\ell}\right]$. Let view ${ }_{\ell}$ be the view from $\mathcal{A}$ before it is given the response for its $\ell$-th query. That is, view $\boldsymbol{c}_{\ell}$ consists of $P K$, $C^{*}, K^{*}, C_{\ell}$ and decryption queries and responses for them before the $\ell$-th query. We prove the following claim.

Claim 3. If $C_{\ell} \in \mathbb{Q R}_{N} \backslash S$ and $t \neq t^{*}$, then $K_{\ell}$ is distributed almost uniformly on $\{0,1\}^{\lambda}$ from the view of $\mathcal{A}$ in the hybrids $\mathrm{H}_{\ell-1}$ and $\mathrm{H}_{\ell}$. More precisely, we have $\Delta\left(\left(K_{\ell}\right.\right.$, view $\left._{\ell}\right),\left(U\right.$, view $\left.\left._{\ell}\right)\right) \leq 2^{-\lambda}$ where $U \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$.

Assume this claim is true. Then we prove that $\operatorname{Pr}\left[F_{\ell}\right]$ is negligible for any $\ell \in$ [q]. Since $\mathcal{A}$ is valid, pred is non-trivial. That is, for independently uniform $U$, $\operatorname{Pr}\left[\operatorname{pred}_{i}(U)=1\right]$ is negligible. By Claim 3, if $C_{\ell} \in \mathbb{Q R}_{N} \backslash S$ and $t \neq t^{*}$, then we have $\Delta\left(\left(K_{\ell}\right.\right.$, view $),(U$, view $\left.)\right) \leq 2^{-\lambda}$ where $U \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$. Therefore $\operatorname{Pr}\left[\operatorname{pred}\left(K_{\ell}\right)=1\right]$ is negligible and thus $\operatorname{Pr}\left[F_{\ell}\right]$ is negligible. Thus $\left|\operatorname{Pr}\left[T_{7}\right]-\operatorname{Pr}\left[T_{6}\right]\right|$ is negligible by the hybrid argument. What is left is to prove Claim 3.

Proof. (of Claim 3) Since we assumed $t \neq t^{*}$, there exists $i \in[\lambda]$ such that $t_{i} \neq$ $t_{i}^{*}$. We denote minimum such $i$ by $i^{*}$. Since $C \in \mathbb{Q R}_{N} \backslash S$ and $S$ is a proper subgroup of $\mathbb{Q}_{N}$, there exists an $\ell_{B}$-bit prime $\bar{p}$ that divides ord $(C)$ but does not divide $\operatorname{ord}(S)$. Here, we claim that the decryption oracle before $\ell$-th query can be simulated by using $\left\{x_{i, j}^{(k)} \bmod \operatorname{ord}(S)\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}$ and $P K$. This can be seen by that the oracle immediately returns $\perp$ for a query ( $C$, pred) such that $C \notin S$. If we define $\operatorname{view}_{\ell}^{\prime}:=\left(\overline{P K}, C^{*}, K^{*}, C_{\ell},\left\{x_{i, j}^{(k)} \bmod \operatorname{ord}(S)\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}\right)$ where $\overline{P K}$ denotes a public key except $H$, then we have $\Delta\left(\left(K_{\ell}\right.\right.$, view $\left._{\ell}\right),\left(U\right.$, view $\left.\left._{\ell}\right)\right) \leq$ $\Delta\left(\left(K_{\ell}, H\right.\right.$, view $\left._{\ell}^{\prime}\right),\left(U, H\right.$, view $\left.\left._{\ell}^{\prime}\right)\right)$. Thus it suffices to show that conditioned on any fixed value of $\operatorname{view}_{\ell}^{\prime}, \Delta\left(\left(K_{\ell}, H\right),\left(U_{\ell}, H\right)\right) \leq 2^{-\lambda}$ holds. One can see that view ${ }_{\ell}^{\prime}$ does not depend on $\left(x_{i^{*}, j}^{\left(t_{*}\right)} \bmod \bar{p}\right)$ at all for $j \in[n]$ : $\overline{P K}$ does not depend on $\left(x_{i^{*}, j}^{\left(t_{i^{*}}\right)} \bmod \bar{p}\right)$ since $g \in S$ by the modification from Game 3 to 4 . $\left(C^{*}, K^{*}\right)$ does not depend on $\left(x_{i^{*}, j}^{\left(t_{i^{*}}\right)} \bmod \bar{p}\right)$ since we assumed $t_{i^{*}} \neq t_{i^{*}}^{*}$ and thus $x_{i^{*}, j}^{\left(t_{i^{*}}\right)}$ is not used for generating $K^{*}$. $\left\{x_{i, j}^{(k)} \bmod \operatorname{ord}(S)\right\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}$ does not depend on $\left(x_{i^{*}, j}^{\left(t_{t^{*}}\right)} \bmod \bar{p}\right)$ since $\operatorname{ord}(S)$ is coprime to $\bar{p}$. Thus conditioned on any value of $\operatorname{view}_{\ell}^{\prime},\left(x_{i^{*}, j}^{\left(t_{i *}\right)} \bmod \bar{p}\right)$ is distributed uniformly for all $j \in[n]$. Therefore we have $H_{\infty}\left(C_{\ell}^{\sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C_{\ell}^{\sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}} \mid \operatorname{view}_{\ell}^{\prime}\right) \geq n \log \bar{p} \geq n\left(\ell_{B}-1\right) \geq \lambda+2 \ell_{N} \lambda$. Here, we use Lemma 26: We set $\mathcal{X}:=\left\{X_{C}\right\}_{C \in \mathbb{Q R}_{N} \backslash S}$ where $X_{C}$ denotes a random variable that is distributed as $\left(C^{\sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C^{\sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}}\right)$ conditioned on view ${ }_{\ell}^{\prime}, \delta:=2^{-\ell_{N} \lambda}$, and $\mathcal{F}$ as an algorithm that simulates the game between $\mathcal{A}$ and the challenger and outputs $X_{C_{\ell}}$ where $C_{\ell}$ is $\mathcal{A}$ 's $\ell$-th decryption query. Then we have $\Delta\left(\left(K_{\ell}, H\right),(U, H)\right) \leq$ $\left|\mathbb{Q R}_{N} \backslash S\right| 2^{-\ell_{N} \lambda} \leq 2^{-\lambda}$ where $U \stackrel{\&}{\leftarrow}\{0,1\}^{\lambda}$, conditioned on any fixed value of view ${ }_{\ell}^{\prime}$. Thus the proof of Claim 3 is completed.

This concludes the proof of Lemma 32.

Lemma 33. $\left|\operatorname{Pr}\left[T_{8}\right]-\operatorname{Pr}\left[T_{7}\right]\right|$ is negligible.
Proof. Since we have $\operatorname{Pr}\left[C^{*} \in S: C^{*} \stackrel{\&}{\leftarrow} \mathbb{Q} \mathbb{R}_{N}\right] \leq 2^{-\lambda}$, in the following, we assume $C^{*} \notin S$. Then there exists $\bar{p}$ that divides $\operatorname{ord}\left(C^{*}\right)$ but does not divide ord $(S)$. Let view be the view from $\mathcal{A}$ in Game 8 except $K^{*}$, and view $:=\left\{\overline{P K}, C^{*},\left\{x_{i, j}^{(k)}\right.\right.$ $\left.\bmod \operatorname{ord}(S)\}_{i \in[\lambda], j \in[n], k \in\{0,1\}}\right\}$. By a similar argument as in the proof of Claim 3, we have $\Delta\left(\left(K^{*}\right.\right.$, view $),(U$, view $\left.)\right) \leq \Delta\left(\left(K^{*}, H\right.\right.$, view $\left.^{\prime}\right),(U, H$, view' $\left.)\right)$ and $\tilde{H}_{\infty}\left(C^{* \sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C^{* \sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}} \mid\right.$ view $\left.^{\prime}\right) \geq n \log \bar{p} \geq n\left(\ell_{B}-1\right) \geq\left(2 \ell_{N}+1\right) \lambda$. If we let $X:=\left(C^{* \sum_{i=1}^{\lambda} x_{i, 1}^{\left(t_{i}\right)}}, \ldots, C^{* \sum_{i=1}^{\lambda} x_{i, n}^{\left(t_{i}\right)}}\right), Y:=$ view and $\delta:=2^{-\ell_{N} \lambda}$ in Lemma 12, then we have $\Delta\left(\left(K^{*}, H\right.\right.$, view $\left.^{\prime}\right),\left(U, H\right.$, view $\left.\left.^{\prime}\right)\right) \leq 2^{-\ell_{N} \lambda}$ where $K^{*}=H\left(C^{* x_{1}+t^{*} y_{1}}, \ldots, C^{* x_{n}+t^{*} y_{n}}\right)$ and $U \stackrel{\&}{\leftarrow}\{0,1\}^{k}$. Thus the lemma follows.

By the above lemmas, we have $\operatorname{Adv}_{\mathcal{A}, \mathrm{KEM}_{\text {ccca }}}^{\mathrm{CCCA}}(\lambda)=\left|\operatorname{Pr}\left[T_{1}\right]-\operatorname{Pr}\left[T_{8}\right]\right| \leq \operatorname{negl}(\lambda)+$ $1 /(2 \operatorname{poly}(\lambda))$ for sufficiently large $\lambda$ where negl is some negligible function. On the other hand, we assumed that there are infinitely many $\lambda$ such that $\operatorname{Adv}_{\mathcal{A}, \text { KEM }}^{\text {CcCA }}{ }_{\text {CCA }}(\lambda)$ $>1 / \operatorname{poly}(\lambda)$. Therefore for infinitely many $\lambda$, we have $1 /(2 \operatorname{poly}(\lambda))<\operatorname{neg}(\lambda)$, which contradicts to that $\operatorname{negl}(\lambda)$ is negligible. Thus there does not exist a valid PPT adversary that breaks the CCCA security of the scheme.

Discussion. Here, we discuss the efficiency of the CCA secure PKE scheme that is obtained by combining the above KEM and an authenticated symmetric key encryption scheme. Table 4.1 shows the efficiency and hardness assumption of CCA secure PKE schemes based on the factoring in the standard model. Among existing schemes, the scheme proposed by Hofheinz and Kiltz [HK09b] is one of the best in regard to the ciphertext overhead, which consists of 2 elements of $\mathbb{Z}_{N}^{*}$. In contrast, the ciphertext overhead of our scheme consists of only 1 element of $\mathbb{Z}_{N}^{*}$ plus a MAC. By giving a concrete parameter ( $\ell_{p}^{\prime}=\ell_{q}^{\prime}=160, \ell_{B}=15, t_{p}=t_{q}=32$ and $\ell_{N}=1280$ ), the ciphertext overhead of our scheme is 1360 -bit for 80 -bit security whereas that of [HK09b] is 2048-bit. On the other hand, the public key size of our scheme is much larger than that of [HK09b], and an encryption and decryption are much less efficient than those in [HK09b].

## Chapter 5

## Concluding Remarks and Open Problems

In the first part of this dissertation, we define a self-bilinear map with auxiliary information (AI-SBM) and construct it based on the factoring assumption and the existence of indistinguishability obfuscation (iO). There are following open problems regarding to this part.

- The first and most important open problem is to remove iO from our construction. Though we rely on the existence of iO, there is no known construction of iO based on the factoring assumption. Moreover, known constructions of iO are too inefficient and far from practical. It is necessary to remove iO for obtaining practical and solely factoring-based construction of AI-SBMs.
- The second problem is about constructing AI-SBMs with more useful properties. Though we show that an AI-SBM is useful in many applications, there are still some limitations. The most significant drawback is that the size expansion of auxiliary information. That is, given two auxiliary information $\tau_{x}$ and $\tau_{y}$ which correspond to $g^{x}$ and $g^{y}$ respectively, if we compute $\tau_{x+y}$ which corresponds to $g^{x+y}$, then the size of $\tau_{x+y}$ expands to be polynomial in the sizes of $\tau_{x}$ and $\tau_{y}$. This unable us to apply group operations recursively more than constant times. It is an interesting open problem to construct an AI-SBM where there is no size expansion of auxiliary information, that would be much more useful than our scheme.
- The third problem is to construct an AI-SBM on a different group from $\mathbb{Q} \mathbb{R}_{N}^{+}$. It seems that the only property we use in the proof is that it is computationally hard to compute $c$-th root on an underlying group $G$ where $c$ is coprime
to $\operatorname{ord}(G)$. It would be interesting future work to prove the above intuition formally and find new instantiations.

In the second part of this dissertation, we define an adversary dependent lossy trapdoor function (ad-LTDF) and construct it based on the factoring assumption w.r.t. semi-smooth subgroup RSA moduli (SS moduli). There are following open problems regarding to this part.

- The first problem is to extend our technique to more general RSA moduli. In our result, we focus only on SS moduli, which have a special structure. We do not know if it is possible to obtain a similar result w.r.t. another type of RSA moduli. Since SS moduli is not a very standard form of RSA moduli, it would be better if we could construct an ad-LTDF based on the factoring assumption w.r.t. more general type of RSA moduli.
- The second problem is to analyze the hardness of factorizing an SS modulus. Though SS moduli have been considered for more than 10 years, study of efficient algorithm to factorize this type of RSA moduli is still not enough. Since we show the usefulness of the factoring assumption w.r.t. SS moduli, it would be important to analyze if factorizing SS moduli is really hard or not.
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[^0]:    ${ }^{* 1}$ In fact, there are 4 possible messages $M$ that satisfies $M^{2}=C$, therefore additional two bits should be included in a ciphertext to specify a message.

[^1]:    ${ }^{* 1}$ In our definition, the setup algorithm does not take the number of maximum users as input. This means that our scheme admits unbounded number of users.

[^2]:    ${ }^{* 1}$ Here, we consider only the case in which $c$ is known. However, [CL09] proved that the CDH assumption does not hold even if $c$ is unknown as long as $G$ is a group of known prime order.

[^3]:    ${ }^{* 2}$ In the definition of $t_{y}$, whether + or - is used depends on $y$. See [Seu13] for more details.

[^4]:    *3 More precisely, they construct graded encoding systems which can be seen as an approximate version of multilinear maps.

[^5]:    ${ }^{* 4}$ For example, these conditions are satisfied if $N$ is a strong RSA modulus, i.e., $P=2 p+1$ and $Q=2 q+1$ for some primes $p$ and $q$

[^6]:    ${ }^{* 5}$ Actually, $e_{n}$ can be computable even if one of $\tau_{g^{x_{1}}}, \ldots, \tau_{g^{x_{n}}}$ is not given.

[^7]:    ${ }^{* 6}$ There is flexibility for the definition of the canonical circuit. However, any definition works if the size of $\tilde{C}_{N, x}$ is polynomially bounded in $\lambda$ and $|x|$.

[^8]:    ${ }^{* 7}$ This can be done since we have $a \wedge b=a \cdot b \bmod e$ and $a \vee b=a+b-a \cdot b \bmod e$ if $a, b \in\{0,1\}$.

[^9]:    ${ }^{* 1}$ In fact, $d$ can be set as $d:=\lfloor c t\rfloor$ for any small enough constant $c$.

