
An application of the MaxEnt/fragment EP
method to ferroelectric polarization analysis

その他のタイトル マキシマムエントロピー法による静電ポテンシャル
フラグメント解析法の強誘電分極解析への応用

著者 金 栄勲
学位授与年月日 2014-06-27
URL http://doi.org/10.15083/00007652



I 

 

 

 

 

博士論文 

 

An application of the MaxEnt/fragment EP method  

to ferroelectric polarization analysis  

(マキシマムエントロピー法による静電ポテンシャル

フラグメント解析法の強誘電分極解析への応用) 

 

 

 

 

 

 

金 栄勲 

 



II 

 

 

 

 

博士論文 

 

An application of the MaxEnt/fragment EP method  

to ferroelectric polarization analysis  

(マキシマムエントロピー法による静電ポテンシャル

フラグメント解析法の強誘電分極解析への応用) 

 

 

 

 

 

 

金 栄勲 

  



III 

 

 

 

 

Table of Contents 

 

 
Chapter 1  Introduction  1 

Chapter 2  Theoretical Background  4 

 2.1  Ferroelectricity and crystal structure  5 

 2.2  Determination of the electron density level structure by means of X-

ray diffraction 

 11 

  2.2.1  X-ray diffraction  11 

  2.2.2  Maximum Entropy Method (MEM) for the electron charge 

density 

 15 

  2.2.3  Visualization of electrostatic potential  18 

 2.3  Ferroelectric polarization  22 

  2.3.1  Electric dipole moment and polarization  22 

  2.3.2  Polarization estimation based on the charge density 

distribution 

 23 

 2.4  The MaxEnt/fragment EP for estimation of local/total polarization  25 

  2.4.1  Process of the MaxEnt/fragment EP method  25 

  2.4.2  Fragment determination by boundary of electrostatic potential  27 

  2.4.3  Polarization calculation by the MaxEnt/fragment EP method  31 

  2.4.4  Original program using C++ language for computational 

process 

 31 

Chapter 3  Experimental measurement  33 

 3.1  Sample preparation  35 

 3.2  Selection of capillary size and wavelength  38 

Chapter 4  Validity test of the MaxEnt/fragment EP method using 

Perovskite materials (PbTiO3 & BaTiO3) 

 43 



IV 

 

 

 

 4.1  Crystal structure and ferroelectricity of PbTiO3 and BaTiO3  44 

 4.2  Charge density study at ferroelectric phase  52 

 4.3  Electrostatic potential study of PbTiO3 and BaTiO3  54 

 4.4  Local polarization by structural information  

-Validity test of the MaxEnt/fragment EP method - 

 60 

Chapter 5  Study of polarization in layered structure Bi2SiO5 by the 

MaxEnt/fragment EP method 

 69 

 5.1  Crystal structure and property of Bi2SiO5  70 

 5.2  Crystal structure determination of Bi2SiO5 at 300 K  72 

 5.3  Ferroelectric polarization based on point charge model  84 

 5.4  Charge density study of Bi2SiO5  86 

 5.5 Electrostatic potential change with ferroelectric phase transition  92 

  5.5.1  Visualization of the ferroelectric polarization  92 

  5.5.2  Determination of the fragments in the structure  94 

 5.6  Local polarization of the BiO and SiO3 fragments in Bi2SiO5 by the 

MaxEnt/fragment EP method 

 99 

Chapter 6 Summary  103 

 References  106 

 Abstract  110 

 Acknowledgement  112 

      

 

  



V 

 

 

 

List of Figures 

 

 

Figure 2-1 Classification of dielectric, piezoelectric, pyroelectric and ferroelectric 

materials. 
 6 

Figure 2-2 Flow chart of point groups for ferroelectricity and symbols of 32 point 

groups with the Bravais lattice. 
 8 

Figure 2-3 Schematic representation of electric dipole moments in ferroelectric, 

antiferroelectric and pyroelectric state. 
 10 

Figure 2-4 Path difference between the scattered X-rays.  13 

Figure 2-5 Schematic view for unit cell with the electron density.  13 

Figure 2-6 Process of the MaxEnt/EP analysis by using Synchrotron X-ray 

powder diffraction. 
 21 

Figure 2-7 Two-dimensional electrostatic potential map of the SiO3 layer in 

Bi2SiO5. Electric fields are indicated as black arrows.  
 21 

Figure 2-8 Classical point charges with various unit cell choice.  24 

Figure 2-9 Flowchart for the determination of the local and the total polarization 

value by the MaxEnt/fragment EP method. 
 26 

Figure 2-10 (a) Structure of PbTiO3 and (b) two-dimensional electrostatic potential 

of PbTiO3 on the (110) plane for Pb-O1 and Ti-O1 bonds. 
 29 

Figure 2-11 (a) Structure of PbTiO3 and (b) two-dimensional electrostatic potential 

of PbTiO3 on the (110) and the (100) for Pb-O2 and Ti-O2 bonds. 
 29 

Figure 2-12 (a) Structure model of PbTiO3 and (b) determined fragment of TiO3 in             

PbTiO3  
 30 

Figure 2-13 (a) Schematic figure of pixels determined by fragment with electron 

density (green color) and (b) the method of error bar estimation with 

finite pixel size. 

 30 

Figure 3-1 Debye-Scherrer camera at BL02B2 in SPring-8.  34 

Figure 3-2 Debye-Scherrer rings of Bi2SiO5 at 300 K. The sample was prepared 

by grinding for (a) 10 minutes and for (b) 30 minutes. 
 37 



VI 

 

 

 

Figure 3-3 Relative transmission factor between 2θ = 0 ° and 80 ° of PbTiO3, 

BaTiO3 and Bi2SiO5 dependent to wavelength. (b) Magnified region 

near wavelength of 0.3 Å . Capillary size of 0.1 mm in diameter was 

used. 

 41 

Figure 3-4 Two-dimensional diffraction patterns on (a) the IP and conversion to 

(b) 2θ intensity data. 
 42 

Figure 4-1 Crystal structure of PbTiO3 and BaTiO3. O1 and O2 are placed with 

same site symmetry at high temperature cubic phase. 
 45 

Figure 4-2 Results of Rietveld refinement for PbTiO3 (a) ferroelectric phase at 300 

K and (b) paraelectric phase at 975 K. 
 47 

Figure 4-3 Results of Rietveld refinement for BaTiO3 (a) ferroelectric phase at 

300 K and (b) paraelectric phase at 510 K. 
 48 

Figure 4-4 MEM charge density distribution on (a) (200) and (b) (100) planes in 

PbTiO3 and on (c) (200) and (d) (100) in BaTiO3. 
 53 

Figure 4-5 Two-dimensional electrostatic potential map of PbTiO3 on (a) (200) 

and (b) (100) at 300 K and on (c) (200) and (d) (100) at 975 K. 
 56 

Figure 4-6 Two-dimensional electrostatic potential map of BaTiO3 on (a) (200) 

and (b) (100) at 300 K and on (c) (200) and (d) (100) at 510 K.  
 57 

Figure 4-7 Magnified two-dimensional electrostatic potential map around (a) Pb 

and (b) O2 in PbTiO3 and (c) Ba and (d) O2 in BaTiO3 at 300 K. 
 58 

Figure 4-8 Three-dimensional electrostatic potential distribution in (a) PbTiO3 and 

(b) BaTiO3.  
 59 

Figure 5-1 (a) Crystal structure of Bi2SiO5 and (b) shape of fabricated single 

crystal sample. 
 71 

Figure 5-2 Indexing of diffraction peaks of Bi2SiO5 by Dicvol program.  74 

Figure 5-3 Process of precise structure determination by MEM/Rietveld method.  76 

Figure 5-4 Results of Rietveld refinement at (a) 300 K and (b) 773 K.  77 

Figure 5-5 Structure of Bi2SiO5 projected onto the out-of-plane direction at (a) 

300 K and (b) 773 K. 
 82 

Figure 5-6 Structural distortion of Bi2SiO5 at (a) 300 K and (b) 773 K.  83 

Figure 5-7 (a) Three-dimensional MEM charge density of Bi2SiO5 with 0.8 e/Å 3 

isosurface level. Two-dimensional MEM charge density in inter-layer 

region at (b) 300 K and (c) 773 K. 

 89 



VII 

 

 

 

Figure 5-8 Two-dimensional MEM charge density of the Bi2O2 layer at (a, b) 300 

K and at (c, d) 773 K. That of the SiO3 layer at (e, f) 300 K and at (g, 

h) 773 K. 

 89 

Figure 5-9 Three-dimensional MEM charge density (a) the Bi2O2 and (b) the SiO3 

layer. 
 91 

Figure 5-10 (a) Crystal structure of Bi2SiO5 and three-dimensional electrostatic 

potential distribution at (b) 300 K and (c) 773 K. 
 93 

Figure 5-11 Electrostatic potential map on (004) plane of Bi2SiO5 at 300 K.   96 

Figure 5-12 Two-dimensional electrostatic potential map on (011) plane of Bi2SO5 

at (a) 300 K and (b) 773 K.  
 96 

Figure 5-13 Change of electrostatic potential between Bi(a) and O(g).  98 

Figure 5-14 Schematic view of polarization at (a) each fragment in Bi2SiO5      

and (b) antiferro coupling between the SiO3 and Bi2O2 layer. 
 102 

    

    

 

 

 

 

 

 

 

 

 

 

 



VIII 

 

 

 

List of Tables 

 

 

Table 4-1 Reported polarization value of PbTiO3 and BaTiO3.   45 

Table 4-2 Determined (a) space group, lattice parameter, (b) atom position and (c) 

bond-length of cation and anion in PbTiO3 by Rietveld refinement at 300 

K and 975 K. 

 50 

Table 4-3 Determined (a) space group, lattice parameter, (b) atom position and (c) 

bond-length of cation and anion in BaTiO3 by Rietveld refinement at 300 

K and 510 K. 

 51 

Table 4-4 Value of the bonding electron density in PbTiO3 and BaTiO3 at              

high temperature paraelectric phase 

 53 

Table 4-5 Bonding electrostatic potential value of PbTiO3 and BaTiO3.   61 

Table 4-6 Nucleus and electron charge at each atom of (a) PbTiO3 and (b) BaTiO3.  62 

Table 4-7 Nucleus and electron charge at Pb(Ba)O2 and TiO pairs of (a) PbTiO3 

and (b) BaTiO3. 

 63 

Table 4-8 Nucleus and electron charge in the fragments of (a) PbTiO3 and (b) 

BaTiO3. 

 64 

Table 4-9 Polarization of PbTiO3 and BaTiO3 at each case.  66 

Table 4-10 Polarization of PbTiO3 and BaTiO3 from the MaxEnt/fragment EP 

method. 

 68 

Table 5-1 Predicted lattice parameters by using Dicvol program.  73 

Table 5-2 Reflection condition of space groups in C2 and Cs point groups  73 

Table 5-3 Lattice parameters and reliability factors of Rietveld refinement of 

Bi2SiO5 

 78 

Table 5-4 Atom position of Bi2SiO5 for (a) monoclinic phase at 300 K and (b) 

orthorhombic phase at 773 K 

 79 

Table 5-5 Thermal displacement parameters of Bi2SiO5 at (a) 300 K and (b) 773 K.  80 

Table 5-6 Polarization value calculated by the point charge model.  85 



IX 

 

 

 

Table 5-7 Value of bonding electron density of Bi2SiO5.  90 

Table 5-8 Bonding electrostatic potential value of Bi2SiO5.  97 

Table 5-9 Nucleus and electron charge in fragment in Bi2SiO5  98 

Table 5-10 Polarization of Bi2SiO5 by the MaxEnt/fragment EP method.  101 

    



１ 

 

 

 

 

Chapter 1 

 

Introduction 

 

 

 Designing and controlling of intense local polarization in solids are vital for 

emerging electronics, such as high-performance field-effect transistors, Ferroelectric 

Random Access Memories (FeRAMs) and multiferroic devices in nano-scale.1~8 
The use of 

spontaneous polarization is one of the most convincing approaches to achieving this. On a 

parallel with the evolution from magnetics to spintronics, control of individual electric dipole is 

a key technology in dielectrics. Neither microscopic characterization nor design of individual 

dipoles, however, has been intensively investigated so far: the properties have been mainly 

described in terms of macroscopic properties based on measurements of dielectric permittivity 

and electric polarization P under electric field E for bulk samples.
9
 The method is, however, 

restricted to the sample conditions such as single crystal with measurable shape or enough 

quantity of powder samples for fabricating ceramic sample. For other methods of 

polarization-estimation, there are theoretical calculation10~13 and point charge model14~15. 

Theoretical calculation evaluates the polarization using the Born-effective charge and the 

band structure obtained by the optimized structure. However, obtained results are strongly 

dependent to the calculation method such as choice of exchange-correlation function. In 
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point charge model, polarization is calculated by using relative displacement of oppositely 

charged ions and formal charge of each ion. Although this method can estimate the local 

polarization, the calculated polarization value shows a difference from the observed value, 

because covalent characteristic and/or electronic polarization are not considered in the 

model. Thus, the method of estimation of local polarization has not been investigated yet; 

microscopic behavior of polarization has not been fully explored yet. 

In order to visualize a microscopic structure strongly related to the property of 

material, the study of charge density level structure has been rapidly progressed by means 

of Maximum Entropy Method (MEM) based on Synchrotron Radiation X-ray diffraction 

data.16~20 Recently, based on the MEM results, a method of electrostatic potential 

(MaxEnt/EP) analysis has been developed21,22; it has successfully visualized the structural 

characteristics directly related to the physical property23~27, such as emergence of 

ferroelectricity by enhanced electronic/ionic polarization, magnetic property change by 

charge transfer between ions, and thermal conductivity affected by rattling behavior of 

atom/molecule and so on. 

 In this research, an estimation method of the local/total polarization in the crystal 

structure was developed based on the MaxEnt/EP analysis via Synchrotron Radiation X-ray 

powder diffraction; the fragment concept was introduced for the estimation of the local 

polarization as well as total polarization with free cell-choice. We call this procedure the 

MaxEnt/fragment EP method. For validity test of this method, well-known Perovskite 

materials were used. Furthermore, we applied the MaxEnt/fragment EP method to the 

polarization-estimation of lead-free ferroelectric material Bi2SiO2.  

 In chapter 2, the theoretical background for ferroelectricity strongly coupled with 
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structural characteristics, analysis of the electron charge density level structure by means of 

MEM electron charge density and electrostatic potential, and the process of local 

polarization estimation by the MaxEnt/fragment EP method were explained. Chapter 3 

describes Synchrotron X-ray powder diffraction experiment for a precise structural analysis 

and the details of the MaxEnt/EP analysis for materials. In chapter 4, the validity of the 

MaxEnt/fragment EP method was investigated with well-known Pervoskite materials, 

PbTiO3 and BaTiO3. Obtained polarization results were compared to the previously reported 

results. In Chapter 5, we studied ferroelectric polarization of recently developed Pb-free 

ferroelectric material, Bi2SiO5 by the MaxEnt/fragment EP method. Chapter 6 summarized 

the thesis and presents future plan.  
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Chapter 2 

 

Theoretical Background 

 

     Ferroelectric polarization is strongly correlated to the degree of bonding distortion 

and the asymmetrical electron density distribution of atoms or molecules in the crystal 

structure. Therefore, investigating the electron charge density distribution and the crystal 

structure in a ferroelectric material is indispensable in understanding ferroelectric 

polarization and in designing high performance of the material.  

 In this research, we developed new method for estimation of the ferroelectric 

polarization in the crystal structure by means of MEM electron charge density analysis 

combined with electrostatic potential (EP) analysis via Synchrotron Radiation X-ray 

powder diffraction. Thus, in the chapter 2, the fundamental framework for the research is 

explained; (1) we studied the crystallographic point group for ferroelectricity. (2) The 

method of MEM charge density and EP are replicated for the charge density level structure 

study. (3) The method of polarization estimation is explained based on the result of MEM 

charge density and EP.  
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2.1 Ferroelectricity and crystal structure 

 

 A dielectric material is defined as an electrical insulator that can be polarized by an 

applied external field.28~30 The displacement of charge in an atom or molecule gives rise to 

an electrical dipole moment. Polarization is generated by the alignment of internal electric 

dipole moments by the applied external electric field. Dielectric materials can be 

categorized by several subclasses on the basis of physical property.31 Figure 2.1 shows the 

several groups of dielectric materials. Piezoelectric materials have the property of 

converting the applied stress to electrical energy and vice versa. Pyroelectric materials 

generate an electrical potential under the influence of temperature gradients. Ferroelectricity 

has the spontaneous polarization below the Curie temperature, which can be reversed 

between equilibrium states by the external applied field. It should be noted that 

Ferroelectric materials are a subgroup of the polar materials and are both pyroelectric and 

piezoelectric materials. It means that all ferroelectric materials can have piezoelectric effect, 

while not all piezoelectric and pyroelectric materials are ferroelectric. 

Most ferroelectric materials undergo a structural phase transition at the Curie 

temperature from high temperature paraelectric state to low temperature ferroelectric state.32 

The symmetry of ferroelectric phase is always lower than the that of the paraelectric phase. 

The spontaneous polarization is defined as the net electric dipole moment per unit volume. 

It is strongly related to the arrnagement of electric dipole moment in the crystal. Generally, 

it has been known that ferroelectricity can be generated only in specific crystal structures 

which have a unit polar axis. Therefore, whether or not a material can have ferroelectricity 

is determined solely by its crystal structure, in other words, point group symmetry.  
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Figure 2-1. Classification of dielectric, piezoelectric, pyroelectric and ferroelectric 

            materials. 

 

  

 A crystallographic point group is characterized by a set of symmetry elements such 

as rotations, mirror plane, center of symmetry, rotary inversion.33 The elements of a point 

group are generally termed point symmetries. The number of point groups is infinite. 

However, limited rotation symmetry for point groups is employed such as 60 °, 90 °, 120 ° 

and 180 °. It results in only 32 different possible crystallographic point groups for the three-

dimension. 

 In addition to the symmetry operations of the point group, the space group is a 

description of the symmetry in the structure.34 The combination of the 32 crystallographic 

point groups with the 14 Bravais lattices compromise the 230 different space groups in 
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three-dimension. They are expressed by the translational symmetry of a unit cell and the 

point group symmetry operations such as improper rotation, reflection and rotation; the 

screw axis and the glide plane symmetry operations should be also considered because the 

space groups show the translational symmetry operation in contrast to the point groups.  

 Symbols of the 32 crystallographic point groups with the Bravais lattice are shown 

in Figure 2-2. Black colored symbols have the inversion symmetry operation. The materials 

with the inversion symmetry operation cannot have a polar property because electric dipole 

moments are canceled out each other; it leads paraelectric property. Of the remaining 21 

point groups, the 20 point groups have electrical polarity by the external stress; they can 

exhibit the piezoelectric effect. The O point group (Cubic 432) has non-piezoelectric 

property because the piezoelectric charges generated along the [111] polar axes cancel out 

each other. Blue colored 10 point groups have no unique polar axis, and they are excluded 

from the piezoelectric classes. Ferroelectricity can be contained by only 10 red colored 

point groups, which have a unique polar axis. This classification is illustrated in Figure 2-2.  
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Figure 2-2. Flow chart of point groups for ferroelectricity and symbols of 32 point groups  

         with the Bravais lattice.  
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As it was quoted, a unique polar axis is not the direct meaning of ferroelectricity. The 

schematic view of behaviors for ferroelectric, antiferroelectric and pyroelectric is shown in 

Figure 2-3. In the Figure 2-3, Tc is the Curie temperature and E is the applied electric field 

which has direction from left to right. When the temperature is above the Curie temperature, 

they have cubic structure which has the inversion symmetry. They have not net dipole 

moment in the unit cell, and it causes the paraelectric state. When the temperature is below 

the Curie temperature, they show the net dipole moment in the unit cell. For ferroelectric 

and pyroelectric state, dipole moments of each unit cell are oriented to the same direction. 

On the other hands, for antiferroelectric state, dipole moments of each unit cell have 

different direction, and it generates the no net polarization in the whole crystal. If the 

external electric field is applied at the temperature below the Curie temperature, electric 

dipole moments in the unit cell for ferroelectric and antiferroelectric state are reoriented to 

the direction of the applied field. However, there is no movement of electric dipole 

moments in the pyroelectric state by the applied field. This unique property of 

ferroelectricity, reversible spontaneous polarization by the electric field, allows the 

ferroelectric materials to be applied at various industrial areas.  
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Figure 2-3. Schematic representation of electric dipole moments in ferroelectric, 

             antiferorelectric and pyroelectric state.  
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2.2 Determination of the electron density level structure by  

  means of X-ray diffraction 

 

 2.2.1 X-ray diffraction  

 

     X-ray interacts with electron to emit radiation at the same wavelength as the incident 

X-ray: this process is called Thomson scattering and expressed by the following equation: 

𝐼 =
𝐼0

𝑟2
[

𝑒2

𝑚𝑒𝑐2
]

2
1 + 𝑐𝑜𝑠2(2𝜃)

2
 (2.1) 

where 𝐼0 is the intensity of the incident X-ray, r is the distance from scattering electron to 

the observation position, 𝑒 is the electron charge, 𝑚𝑒 is the mass of the electron and 𝑐 is 

the speed of light. The cosine term is the polarization factor indicating that the incident non-

polarized beam is polarized.  

     Atom is composed of the electron clouds around the nucleus. When the X-ray is 

incident to atom, scattering by an atom is the sum of the scattering of the electron clouds. 

Because X-rays are also scattered from the different electron clouds part in the atom, there 

is a path difference between the scattered X-rays as shown Figure 2-4. It is more convenient 

to express the path difference in terms of an angle, phase difference: 

𝑃ℎ𝑎𝑠𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = (𝑀𝑄 + 𝑄𝑁) × 2𝜋 = 2𝜋{𝒓𝟐𝟏 ∙ (𝒔𝟎 − 𝒔)} = 2𝜋𝒓𝟐𝟏 ∙ 𝑺 (2.2) 

If the phase difference is some integer multiple of the wavelength, constructive interference 

of the scattered X-rays occurs; if the phase difference is a non-integer number of 

wavelength, destructive interference occurs. Total scattering from the atom is obtained by 
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summing the electron density contribution 𝜌(𝒓) in volume element 𝑑𝑣 with a phase 

difference exp {2𝜋𝑖(𝒓 ∙ 𝑺)}, and it is expressed as:  

𝑓(𝑺) = ∫ 𝜌(𝒓)exp {2𝜋𝑖(𝒓 ∙ 𝑺)}𝑑𝑣
𝑎

𝑉

 (2.3) 

, where 𝑓(𝑺) is the atomic scattering factor. The value of scattering factor at the zero 

scattering angle is equal to the number of electrons in atom. In real situation, atomic 

scattering factor is modified due to the anomalous dispersion caused by photoelectric effect 

and the thermal motion of the atoms. 

     Crystal has a set of atoms arranged periodically in 3 dimensions. Repeating unit is 

called unit cell. If the electron density 𝜌(𝒓) from each atom is supposed to have spherical 

distribution and not overlapped, schematic view for unit cell can be represented as in Figure 

2-5.  

In the Figure 2-5, a parallelogram means unit cell and circles are the electron 

density from each atom. 𝒓𝒋 is the potion of jth atom and 𝒓𝒋
′ is the position of the electron 

from the nucleus. Thus, r and 𝜌(𝒓) can be written as: 

𝒓 = 𝒓𝒋 + 𝒓𝒋
′ (2.4) 

𝜌(𝑟) = ∑ 𝜌(𝒓𝒋
′)

𝑛

𝑗=1

 (2.5) 

F(S), scattering factor in the whole unit cell, can be described as the scattering factor from 

an atom: 

𝐹(𝑆) = ∫ 𝜌(𝑟)exp {2𝜋𝑖(𝒓 ∙ 𝑺)}𝑑𝑣
𝑎

𝑉

 (2.6) 
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Figure 2-4. Path difference between the scattered X-rays. 

 

 

 

Figure 2-5. Schematic view for unit cell with the electron density. 
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From equation (2.4) and (2.5), equation (2.6) can be rewritten: 

𝐹(𝑆) = ∫ ∑ 𝜌(𝒓𝒋
′)

𝑛

𝑗=1

exp [ 2𝜋𝑖{(𝒓𝒋 + 𝒓𝒋
′) ∙ 𝑺}]𝑑𝑣

𝑎

𝑉

  

= ∑ ∫ 𝜌(𝒓𝒋
′)exp {2𝜋𝑖(𝒓𝒋 + 𝒓𝒋

′) ∙ 𝑺}𝑑𝑣
𝑎

𝑉

∙

𝑛

𝑗=1

exp {2𝜋𝑖(𝒓𝒋 ∙ 𝑺)} (2.7) 

Since ∫ 𝜌(𝒓𝒋
′)exp {2𝜋𝑖(𝒓𝒋 + 𝒓𝒋

′) ∙ 𝑺}𝑑𝑣
𝑎

𝑉
 is the same as atomic scattering factor, equation 

(2.7) is expressed as: 

𝐹(𝑺) = ∑ 𝑓(𝑺)exp {2𝜋𝑖(𝒓 ∙ 𝑺)}

𝑛

𝑗=1

 (2.8) 

where 𝐹(𝑺) is the structure factor related to the atomic scattering factor of each atom and 

the phase difference. Structure factor is obtained from the Fourier transformation of the 

electron density 𝜌(𝒓) as shown in equation (2.6). In mathematically, the Fourier inversion 

transform is also possible for the function which was transformed. Thus, equation (2.8) can 

be written: 

𝜌(𝒓) =
1

𝑉
∫ 𝐹(𝑺)exp {−2𝜋𝑖(𝑺 ∙ 𝒓)}𝑑𝑣

𝑎

𝑉

 (2.9) 

where 𝑉 is the volume of unit cell and integration is carried out over elements 𝑑𝑣. In 

addition, the system is involved to periodic arrangement of unit cell. Therefore, equation 

(2.9) can be expressed as summation form: 

𝜌(𝒓) =
1

𝑉
∑ 𝐹(𝑺)exp {−2𝜋𝑖(𝑺 ∙ 𝒓)}

𝑆

 (2.10) 

where the summation is over all the structure factors. According to equation (2.10), electron 

density can be calculated at any point by the Fourier transformation of the obtained 
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structure factors. This is a basic idea for determination of electron density.  

  

 2.2.2 Maximum Entropy Method (MEM) for the electron charge density 

 

     There are conventional methods such as Fourier transform and difference Fourier 

synthesis to find the electron density from experimental data. As indicated at equation (2-

10), direct Fourier transformation of observed structure factors is the electron density.35,36 In 

mathematically, it requires infinite number of the structure factors to obtain the perfect 

electron density in the material. However, the condition is not satisfied with the 

experimental measurement. Unknown structure parameters are treated as zero value in the 

calculation process, and it causes the negative electron density. To complement the Fourier 

transform for the electron density, difference Fourier synthesis is used.37 It finds the 

difference of electron density (Δ𝜌), not the electron density (𝜌) by subtracting structure 

factors between  hklFobs  from the measurement and  hklFmodel  from the structure 

model, as shown following equation:  

          
h k l

lzkyhxihklFhklF
V

zyx  2exp
1

,, modelobs  (2.11) 

Δ𝜌 is related to covalent or delocalized electrons. If there is a large positive Δ𝜌 in the 

result, it means that there is electron density in the measured data which is not considered in 

the model. If the difference is very small, it means that an atom exists in that position. 

However, this method requires the structural model and it cannot directly find the value of 

𝜌.  

The Maximum Entropy Method (MEM) is developed to find the most probable value 
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of electron charge density based on the information theory.38 It extracts information as much 

as possible from the measurement data. D. M. Collins39 suggested the MEM can be applied 

to the charge density study with the limited number of observed data. It provides the least 

biased charge density distribution in a unit cell.  

The entropy (S) equation for the information of the charge density is expressed as: 

𝑆 = − ∑ 𝜌′(𝒓) ln
𝜌′(𝒓)

𝜏′(𝒓)
𝑟

 (2.12) 

Dimensionless variables, the probability 𝜌′(𝒓) and the prior probability 𝜏′(𝒓), in the 

equation are connected with the actual charge density by: 

𝜌′(𝒓) = 𝜌(𝒓)/ ∑ 𝜌(𝒓)𝑟  and τ′(𝒓) = 𝜏(𝒓)/ ∑ 𝜏𝑘 (𝒓) (2.13) 

where 𝜌(𝒓) is the electron density and τ′(𝒓) is the prior electron density at a pixel in a 

unit cell. 𝜌(𝒓) is distributed within whole unit cell as: 

𝜌′(𝒓) = 𝜌(𝒓) /𝑄total (2.14) 

where Qtotal is the total number of electrons in a unit cell. The entropy is maximized 

following to the constraint 

𝐶 =
1

𝑁
∑

|𝐹𝑜𝑏𝑠(𝒌) − 𝐹𝑐𝑎𝑙(𝒌)|2

𝜎𝑘
2

𝑘

 (2.15) 

where N is the number of structure factors used in the MEM analysis, 𝜎𝑘 is the standard 

deviation of the observed structure factor, 𝐹𝑜𝑏𝑠(𝒌) and 𝐹𝑐𝑎𝑙(𝒌) is the calculated structure 

factor by 

𝐹𝑐𝑎𝑙(𝒌) = 𝑉 ∑ 𝜌(𝒓)exp (−2𝜋𝑖𝒓 ∙ 𝒌)

𝑟

 (2.16) 

where V is the unit cell volume. If the calculated structure factors are in a good agreement 



１７ 

 

 

 

with the observed structure factors, the value of C becomes 1. 

     Lagrange’s method of undetermined multiplier is applied to constrain the equation 

(2.15) to be 1 while keeping the entropy in the equation (2.12) maximized. Then, we have 

𝑄(λ) = S −
𝜆

2
𝐶  

= − ∑ 𝜌′(𝒓) ln
𝜌′(𝒓)

𝜏′(𝒓)
𝑟

−
𝜆

2
𝐶 (2.17) 

By setting 

𝜕𝑄(𝜆)

𝜕𝜌(𝒓)
= 0 (2.18) 

𝐹𝑐𝑎𝑙(𝒌) = 𝑉 ∑ 𝜏(𝒓)exp (−2𝜋𝑖𝒓 ∙ 𝒌)

𝑟

 (2.19) 

 

We have,  

𝜌(𝒓) =  𝜏(𝒓)exp [
𝜆𝐹0

𝑁
∑

1

𝜎(𝒌)2
{𝐹𝑜𝑏𝑠(𝒌) − 𝐹𝑐𝑎𝑙(𝒌)}exp (−2𝜋𝑖𝒌 ∙ 𝒓)

𝑘

] (2.20) 

where 𝐹0 is the total number of electrons in a unit cell. Equation (2.20) can be solved 

through iteration method from the initial density for the prior distribution. Reliability for 

MEM analysis was evaluated by the RMEM factor: 

𝑅𝑀𝐸𝑀 =
∑ |𝐹𝑜𝑏𝑠(𝒌) − 𝐹𝑐𝑎𝑙(𝒌)|𝑘

∑ |𝐹𝑜𝑏𝑠(𝒌)|𝑘

 (2.21) 

With this method, it is possible to estimate the accurate charge density distribution by 

considering the missing structure factors from the experiment with the most probable values.  
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2.2.3 Visualization of electrostatic potential 

 

     Electrostatic potential has provided insight into electrical interaction between charges, 

positively charge nuclei and negatively charged electron clouds. It is related to dipole 

moment, electronegativity and partial charges of the molecules in the crystal structure. 

Therefore, electrostatic potential method can visualize the polarization of a molecule. In 

positive electrostatic potential region, repulsion between nuclei is dominant with low 

concentration of the electron density. On the other hand, region of negative electrostatic 

potential corresponds to high concentration of the electron density. Large difference of 

electrostatic potential value between molecules or atoms in the structure is strongly related 

to ionic polarization. In this study, electrostatic potential is estimated with the method 

developed by M. Tanaka et al.21,22 Because this electrostatic potential analysis is based on 

the MEM charge density from Synchrotron Radiation X-ray diffraction experiment, all 

molecules or atoms in the unit cell are considered.  

     Electrostatic potential is composed of the positively charged nucleus and negatively 

charged electron clouds contribution: 

𝑈(𝒓) = 𝑈𝑛𝑢𝑐(𝒓) + 𝑈𝑒𝑙𝑒(𝒓) = ∑ ∑
𝑍𝑡

|𝒓 − 𝒍 − 𝑹𝒕|
𝑡

− ∫
𝜌(𝒓)

𝒓 − 𝒓′
𝑑𝒓′

𝑙

 (2.22) 

where 𝑍𝑡, 𝒍, and 𝑹𝒕 are the atom number of the ith basis atom, the lattice point vector, and  

the position vector of the ith basis atom relative to the lattice point, respectively.  

The electrostatic potential caused by the electron charge density can be calculated in 

the reciprocal space G: 
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𝑈𝑒𝑙𝑒(𝒓) = −4𝜋 ∑
�̃�(𝑮)exp (𝑖𝑮𝒓)

|𝑮|2

𝐺

 (2.23) 

where G is the reciprocal vector. �̃�(𝑮) is the Fourier transformation of the charge density. 

�̃�(𝑮) is related to the structure factor 𝐹(𝑮) by the relation, 𝐹(𝑮) = 𝑉�̃�(𝑮) with the 

volume of the unit cell V in real space. Therefore, equation (2.23) can be rewritten by 

𝑈𝑒𝑙𝑒(𝒓) = −4𝜋 ∑
 𝐹(𝑮)exp (𝑖𝑮𝒓)

𝑉|𝑮|2

𝐺

 (2.24) 

However, it is practically difficult to get a sufficient number of structure factors from the 

experiment to get a converged value from equation (2.22). In order to solve this problem, 

the structure factor from MEM analysis, 𝐹𝑐𝑎𝑙(𝑮), is applied to extrapolate the structure 

factors for convergence of equation (2.22).  

     For the electrostatic potential by the positive nucleus charge, Ewald’s method is used 

based on the atom position from Rietveld refinement. The final equation for total 

electrostatic potential is expressed as: 

𝑈(𝒓) = 4𝜋 ∑
∑ 𝑍𝑡 𝑒𝑥𝑝 (−

|𝑮|2

𝜂2 − 𝑖𝑮𝑹𝒕) − 𝐹𝑐𝑎𝑙(𝑮)𝑡

𝑉|𝑮|2
×

𝐺

𝑒𝑥𝑝(𝑖𝑮𝒓)

+ ∑ ∑
𝑍𝑡

|𝒓 − 𝒍 − 𝑹𝒕|
𝑒𝑟𝑓𝑐(𝜂|𝒓 − 𝒍 − 𝑹𝒕|)

𝑡𝑙

 

(2.25) 

where 𝑒𝑟𝑓𝑐(𝑥) is the complementary error function and 𝜂 is the parameter for rapid 

convergence of the calculation.  

 Electric field is calculated by the minus gradient of electrostatic potential at each 

point. It is shown as black arrows in the Figure 2.7 which shows electrostatic potential of 

the SiO3 layer in Bi2SiO5 colored from -30 V to 314 V. Electric fields are directed from the 
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atom position to outward and perpendicular to surface of constant electrostatic potential. In 

the low electrostatic potential region, change of electric field is more clearly distinguished 

than that of electrostatic potential. Electric fields encounter other electric fields from other 

atom at the position of the local minimum electrostatic potential to make the boundary. The 

region enclosed by the boundary is called fragment in this research. Total number of 

electron charge in the fragment is same with total nucleus charge, showing the charge 

neutrality of fragments. This can be explained by Gauss theorem.40,41 As it was explained, 

boundary of fragments is determined by following the local minimum point of electrostatic 

potential. And the derivative of a function, electrostatic potential dependent to bond length, 

at the local minimum is 0. An Electric field is the minus gradient of potential:  

  𝑬 = −𝛻𝑉𝐸 (2.26) 

where E is the electric field and VE is the electrostatic potential. Thus, value of electric field 

at the local minim of electrostatic potential is 0. Gauss’s law says that the net flux of the 

electric field through a closed surface is proportional to the enclosed electric charges. This 

law can be expressed as: 

∯ 𝜖0𝑬 ∙ 𝑑𝑆 = ∰ 𝜌 𝑑𝑉

𝑎

𝑉

𝑎

𝑆

 (2.27) 

where 𝜖0  is the vacuum permittivity and 𝜌  is the volume of enclosed surface. For 

fragment, the closed surface which is the determined boundary has no value of electric field. 

As a result, total number of charges within fragment is 0, and it means that net charge of 

fragment is neutral. Because fragment should have the charge neutrality by the Gauss 

theorem, it can be used as the criteria whether each fragment is well distinguished from the 

structure or not. 
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Figure 2-6. Process of the MaxEnt/EP analysis by using Synchrotron X-ray powder 

           diffraction. 

 

 

 

Figure 2-7. Two-dimensional electrostatic potential map of the SiO3 layer in Bi2SiO5.  

        Electric fields are indicated as black arrows.  

 



２２ 

 

 

 

 

 2.3 Ferroelectric polarization 

 

 2.3.1 Electric dipole moment and polarization 

 

The electric dipole moment is a vector quantity related to the separation of positive 

and negative charges.42,43 If the separation between positive and negative charges appears 

without the application of the external perturbation, such as electric field, it is a permanent 

electric dipole moment. Typical example of the permanent dipole is water molecule having 

net direction of charged atoms, one O2- and two H+. In the simple case for two point charges 

of equal magnitude and opposite sign, the electric dipole moment �⃗� is written as: 

�⃗� = 𝑞 ∙ 𝑑 (2.28) 

where 𝑞 is the charge and 𝑑 is the displacement vector from the negative charge to the 

positive charge. In the real molecule, electrons have a continuous distribution confined to a 

specific volume. The general expression for the dipole moment can be expressed as:44 

�⃗�(r) = ∫ 𝜌(
𝑎

𝑉

𝑟0 − 𝑟)𝑑𝑉 (2.29) 

where 𝑟 is the observation point and 𝑑𝑉 is an elementary volume for charge density. The 

dipole moment in the system which has neutral charge is independent to the choice of 

observation point. For a non-neutral system, however, the dipole moment is dependent to 

the choice of observation point. In this case, the center of mass in the system is treated as 

the observation point for calculation of the dipole moment.  

Ferroelectric materials have a net permanent dipole moment calculated by the vector 
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summing of the every dipole moments in the unit cell. Existence of the net permanent 

dipole moment can be assumed using symmetry relation of the point groups. If the structure 

has a center of symmetry, a dipole moment caused by the separation of negative and 

positive charges is offset by other dipole moment which has same magnitude and opposite 

direction. Thus, non-centrosymmetry is required to have spontaneous polarization. 

 

2.3.2 Polarization estimation based on the charge density distribution 

 

  The electric polarization P


 is defined as the net electric dipole moment per unit 

volume V. General expression of electric dipole moment can be expressed from the charge 

density as below: 

rdrr
V

P
V


 )(

1
  (2.30) 

The Polarization based on the nucleus charge and the electron charge density in the unit cell 

can be calculated via:45~47 

�⃗⃗� =
𝑒

𝑉
[∑ 𝑧𝑖(𝑅𝑖 − 𝑟0)�̂� − ∫ (𝑟𝑖 − 𝑟0)𝜌𝑖(𝑟𝑖)𝑑𝑟�̂�

𝑎

𝑉

]

𝑖

 (2.31) 

where V and e are the volume of the dipole unit and elementary charge (1.602 × 10-19 C). zi 

and Ri are atom number and position of ith atom. (ri) is the electron density located at ith 

pixel. ri and ro are the position of ith pixel and the center of mass. Many text books define 

the polarization as the dipole moment of its unit-cell volume V. However, this approach has 

problem, because the obtained polarization using equation (2.30) is strongly dependent to 

the shape and choice of the unit cell. This problem is illustrated in Figure 2-8 with classical 
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point charges denoted by + and – sings. The colored regions are arbitrary determined unit 

cell. Every unit cell has same volume and net charge, however, the dipole moment of the 

unit cell is quite different depending of the unit cell choice. In addition, because electron 

density is continuously distributed in the unit cell, determination of the boundary for 

electron density of each atom is also difficult problem. Thus, definite boundary is required 

to obtain the polarization which is independent to unit cell choice. In order to solve this 

problem, we employed electrostatic potential analysis in this research. As it was explained, 

local structure which is enclosed by the minimum of electrostatic potential can be 

determined. We expect this method can show the polarization value which is independent to 

the unit cell choice.  

 

 
Figure 2-8. Classical point charges with various unit cell choice.

13
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2.4 The MaxEnt/fragment EP method for estimation of local/total 

polarization 

 

2.4.1 Process of the MaxEnt/fragment EP method 

 

 Flowchart of the process of local/total polarization estimation is shown in Figure 2-

9. The MaxEnt/fragment EP method is based on the conventional MEM and electrostatic 

potential analysis. At first, using high quality data measured at Synchrotron Radiation 

facility, the structure analysis was performed by MEM/Rietveld refinement. The structure 

parameter and atom position were determined from Rietveld refinement. The MEM charge 

density was obtained by an ENIGMA program.48 Obtained electron density was assigned to 

a pixel which constructs a whole unit cell divided by 128 × 128 × 128 pixel grids. The 

volume of one pixel was about 0.03 × 0.03 × 0.03 Å 3. For Bi2SiO5, unit cell was divided 

into 256 × 128 × 128 pixels, and the volume of one pixel was about 0.06 × 0.04 × 0.04 Å 3. 

Total electron in the unit cell for PbTiO3, BaTiO3 and Bi2SiO5 was 128 e, 102 e and 880 e, 

respectively. They corresponded to the number of total nucleus in the unit cell. Using the 

result of MEM electron charge density and atom position from Rietveld refinement, 

electrostatic potential was calculated. 

 In the research, we introduce new concept, fragment. Fragment is determined by 

tracing the local minimum of electrostatic potential; it has weak electrostatic interaction 

between fragments. In order to estimate the polarization of fragment, electron density is 

quantized. Using position of nucleus charge and electron density inside the fragment unit, 

local polarization of fragment can be estimated. Details of determination of fragment and 
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calculation method are explained in chapter 2.4.2 and 2.4.3.  

 

 

 
 

 

Figure 2-9. Flowchart for the determination of the local and the total polarization value by  

         the MaxEnt/fragment EP method. 
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2.4.2 Fragment determination by boundary of electrostatic potential 

 

 The determination method of fragment is shown in Figure 2-10 and Figure 2-11, 

which are the two-dimensional electrostatic potential of PbTiO3. Figure 2-10 shows the 

electrical interaction between Ti-O and Pb-O bonds on the (200) plane. It is colored from -

18.0 V to 3.6 V with the 3.0 V intervals of equipotential line. Red and Blue indicated the 

high potential (3.6 V) and the low potential (-18.0 V) region, respectively. Black arrows in 

the Figure 2-10 are electric field calculated by negative gradient of the electrostatic 

potential at each position. The electric field has advantage to easily see the change of 

electrostatic potential, especially the change in the low electrostatic potential region.  

 At a first stage to determine fragment, the minimum values of bonding electrostatic 

potential in every bond are compared. For example, O1 in Figure 2-10 has two neighboring 

cations such as Pb and Ti; the minimum value of Ti-O1 and Pb-O1 is 13.5(4) V and -14.8(1) 

V, respectively. The same processes are also applied to other bonds as shown in Figure 2-11. 

It is compared that the value of minimum electrostatic potential between Ti-O2 and Pb-O2; 

the minimum value of Ti-O2 and Pb-O2 is -4.3(1) V and -17.6(1) V, respectively. An 

assembly of the all paired bonds is designated as fragment. For polarization estimation in 

the fragment, the MEM electron charge density is quantized. Value of MEM electron 

density is located at each pixel which constitutes the unit cell. MEM electron density has 

continuous distribution in the structure.  

 Fragment of TiO3 in PbTiO3 is shown in Figure 2-12. Yellow color means the 

determined boundary by tracing the local minimum of electrostatic potential around the 
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fragment.  

 In order to estimate error of total electron in the fragment, we count the electron 

density inside finite pixel size. MEM and EP are a well-established method with finite 

dataset; errors for analyzed data cannot be extracted. On the other hands, the result of MEM 

and EP include errors due to the finite pixel size, and the error bars originating from this 

ambiguity have been shown for all data. Figure 2-13 shows the schematic view of electron 

charge density at TiO3 fragment. Black line is the determined boundary for the fragment. 

Red and Blue indicate the position of pixel which is obtained by increasing and decreasing 

1 pixel from the boundary, respectively. Difference of total electron density in red and blue 

region Figure 2-13 is considered as error bar. Number of electron charge in TiO3 fragment is 

46.01(1) e, and it is coincident to the number of nucleus charge in the error range. 
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Figure 2-10. (a) Structure of PbTiO3 and (b) two-dimensional electrostatic potential of 

           PbTiO3 on the (110) plane for Pb-O1 and Ti-O1 bonds. 

 

 

 
Figure 2-11. (a) Structure of PbTiO3 and (b) two-dimensional electrostatic potential of 

          PbTiO3 on the (110) and the (100) planes for Pb-O2 and Ti-O2 bonds. 
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Figure 2-12. (a) Structure model of PbTiO3 and (b) determined fragment of TiO3 in 

             PbTiO3 

 

 

Figure 2-13. (a) Schematic figure of pixels determined by fragment with electron density  

      (green color) and (b) the method of error bar estimation with finite pixel size. 

 

(a) (b) 
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2.4.3 Polarization calculation by the MaxEnt/fragment EP method 

 

 The electric polarization P


 is defined as the net electric dipole moment per unit 

volume V. The equation of electric dipole moment is expressed from the charge density as 

equation (2.31). Equation (2.31) can be rewritten as: 





  }ˆ)(ˆ)(ˆ){( zzZyyYxxXA

V

e
P oioi

i

oii


 

 

    

   }ˆ)()(ˆ)()(ˆ)()({ zdzzzzydyyyyxdxxxx iiioiiiioiiiioi   (2.32) 

where e and V are the elementary charge (1.602 × 10-19 C) and the unit cell volume, 

respectively. Ai and (Xi, Yi, Zi) are the atom number and position of ith atom. (xo, yo, 

zo) is the position of the center of mass in the fragment unit. i(xi, yi, zi) is the electron de

nsity located at ith pixel. (xi, yi, zi) are the position of ith pixel for electron charge 

contribution. )ˆ,ˆ,ˆ( zyx are the unit vectors, and integration is carried out over the fragment 

unit. In the calculation process for polarization, nucleus charge from Rietveld refinement 

and electron charge inside fragment were applied to the equation (2.32). Error bar of 

polarization value is estimated by considering the error bar of the number of electrons in 

fragment.  

  

 2.4.4 Original program using C++ language for computational process 

 

 All calculation was carried out using original program with C++ language, because 

electron density and electrostatic potential should be quantized in too many numbers of 



３２ 

 

 

 

pixels in unit cell: for Perovskite materials and Bi2SiO5, unit cell was divided by 128 × 128 

× 128 pixels and 256 × 128 × 128 pixels, respectively. Whole computational process is 

subdivided as into 3 steps, expanding the quantized electron density and electrostatic 

potential by the symmetry operation, finding the position of the minimum electrostatic 

potential for fragment and calculation of polarization. Original MEM and electrostatic 

potential results have the data in asymmetric unit, which is a smallest closed part of space. 

By application of symmetry operation at the space group, the whole of space can be filled. 

For the following calculation, the electron density in the materials was expanded to the 

lowest symmetry structure by using symmetry operation, in which asymmetric unit has 

same pixel size with the unit cell.  

 The fragment was determined based on the minimum value of electrostatic 

potential. We tried to find the position of the local minimum of electrostatic potential from 

the position of atom. For example, Pb in PbTiO3 is located at (0, 0, 0) pixel. One-

dimensional electrostatic potential value from (0, 0, 0) to (127, 0, 0) is plotted, and position 

of the local minimum of electrostatic potential is obtained. Then, same process is carried out 

from (0, 1, 0) to (127, 1, 0). This is continued until the full boundary for Pb atom is traced. 

As a result, it is possible to determine the all fragment in the structure. Because we knew 

the position of pixel at each fragment, the electron density is directly assigned from the 

MEM data. In order to know whether the fragment is well separated from the unit cell, total 

number of electron and nucleus charge was compared whenever each fragment was 

determined. Calculation of polarization is iteratively carried out until every electron density 

in fragment is applied to equation (2.32). During the calculation process, each axis is treated 

independently for simple calculation.  
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Chapter 3 

 

Experimental measurement 

 

 In order to analyze the electron density level structure, high quality diffraction data 

with high counting statics and high resolution are required. In this research, X-ray powder 

diffraction experiment was carried out at powder diffraction beamline, BL02B2, in SPring-8 

(Figure 3-1). The advantage of the Synchrotron radiation X-ray powder experiment is as 

follows. It eliminated the need for considering extinction effect and problems of 

ferroelectric multidomains. In addition, high-energy of Synchrotron X-ray minimized the 

absorption effect for samples via appropriate selection of the measurement wavelength. A 

large Debye-Scherrer camera equipped with an imaging plate was used;49,50 the 

measurement was carried out in transmission geometry to ignore the absorption and 

extinction effect as well as to avoid the preferred orientation by rotating capillary during 

measurement.49 For the in-situ temperature controlled X-ray diffraction, we used N2 gas 

flow system: the temperatures were controlled from 300 K to 900 K.  

In the chapter 3, to obtain X-ray diffraction data of high quality which is sufficient to 

analyze the charge density level structure, the details of the sample preparation and the 

selection method of capillary size and wavelength are described.  
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Figure 3-1. Debye-Scherrer camera at BL02B2 in SPring-8. 
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3.1 Sample preparation 

 

  In the research, we used the three samples: the samples of PbTiO3, BaTiO3 and 

Bi2SiO5. Perovskite materials, PbTiO3 and BaTiO3, were purchased from Sigma Aldrich 

(PbTiO3 : CAS 12060-00-3, BaTiO3 : CAS 12047-27-7). Because their ferroelectric 

property had been well known, they were used for the verification test of the 

MaxEnt/fragment EP method by comparing the obtained results. As application of the 

MaxEnt/fragment EP method, ferroelectric polarization of Bi2SiO5 was studied, which is 

one of the lead-free ferroelectric materials. Powder Bi2SiO5 sample was synthesized by 

Taniguchi et al and details of sample preparation were explained in the previous report.51 

All samples were carefully prepared to get the high quality diffraction data with 

homogeneity of intensity distribution on Debye-Scherrer rings: the accuracy of the powder 

diffraction data is influenced by the uniformity of grain size in the powder sample. The 

powder sample is composed of many crystallites of varying size and orientation; the 

diffraction pattern of the powder sample having a random orientation distribution is 

observed with Debye-Scherrer rings. When the distribution of crystal size is not uniform, 

homogeneous distribution of Debye-Scherrer ring is not observed: some spots from large 

size of crystal are obtained on the Debye-Scherrer rings. To fabricate a uniform crystal size 

for a homogeneous granularity, there is a method to grind the powder sample. However, a 

smaller crystal size below about 0.1 micrometers by excessive grinding gives influence on 

the peak broadening as explained by Scherrer equation; line broadening makes it difficult 

to separate partially overlapped peaks. The appropriate crystal size of the powder sample 

for precise structure analysis is known as sub micrometer range.  
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 In the research, we have measured X-ray diffraction using the prepared samples 

after grinding for several minutes; the sample with diffraction data having homogeneous 

intensity distribution on Debye-Scherrer rings was selected for the main measurement to 

analyze the electron density level structure. Figure 3-2 (a) and (b) show X-ray diffraction 

pattern of Bi2SiO5 measured at 300 K. The samples for (a) and (b) diffraction pattern were 

prepared by grinding for 10 minutes and 30 minutes, respectively. At the first stage, test 

measurement to find the most suitable condition for sample preparation was carried out. The 

X-ray exposure time was 5 minutes. Shape of Debye-Scherrer rings on the IP and FWHM 

of peaks at high angle region were checked after the each test measurement was finished. In 

the data of the grinded Bi2SiO5 sample for 10 minutes, the spots on the Debye-Scherrer 

rings were observed. To reduce the spots, the powder sample was re-grinded, and X-ray 

diffraction measurement was also carried out again. This process was repeated to obtain 

homogeneous Debye-Scherrer rings: total grinding time was 30 minutes and we prepared 

the high quality sample with homogeneous diffraction pattern excluding spot and peak 

broadening (Figure 3-2(b)). 
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Figure 3-2. Debye-Scherrer rings of Bi2SiO5 at 300 K. The sample was prepared by 

           grinding for (a) 10 minutes and for (b) 30 minutes. 

  

  

(a) (b) 
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3.2 Selection of capillary size and wavelength 

 

The prepared powder samples were sealed in a glass capillary. The glass capillary is a 

useful container for powder samples when measuring the X-ray diffraction data using 

transmittance geometry. In order to obtain high statistics and high resolution data, we 

should select an appropriate capillary size and capillary material for a wavelength with 

minimal absorption effects.  

Some capillaries have higher melting points than others and can be utilized in 

elevated temperature experiments, while other capillaries might contribute less to the 

background signal. Sample thickness, which is a result of capillary size, affects Imaging-

plate saturation time as well as resolution. The saturation time determines optimal exposure 

time. In this experiment, Lindemann glass capillary was chosen to obtain data with low 

background effects, and a capillary size of 0.1mm was selected to obtain high angle 

resolution data and to avoid absorption effect caused by heavy atoms such like Pb and Bi in 

the material.  

The appropriate wavelength with minimal absorption effect was chosen by 

calculation of relative transmission factor. Depending on what sample is inside the capillary, 

it will absorb a certain amount of the X-ray radiation. This absorption depends on the angle 

between the reflected beam and the incident x-ray. As such, if this absorption effect is high, 

the data will have to be corrected to account for it. The relative transmittance factor, 

described in the literature, is a way of comparing the absorption for different 2θ values.52,53 

In the case of powder x-ray diffraction, this crystal radius corresponds to the diameter of the 
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capillary. One can therefore calculate the relative transmittance between 0 degrees in 2θ and 

other angles. If this relative transmittance has the value less than 1% for the sample in 

question, the absorption effect is negligible, and no absorption correction is needed for the 

diffraction data. The equation of relative transmittance factor is the following: The linear 

absorption coefficient is a quantity to characterize how the X-ray easily can penetrate the 

material and is written as below equation: 

𝐼 = 𝐼0exp (−𝜇x) (3.1) 

where, 𝜇 is the linear absorption coefficient. I0 is the intensity of the incident X-ray and I is 

the measured intensity after the incident X-ray transmitted through the material with 

thickness x. As the value of linear absorption coefficient is large, intensity of transmitted 

beam is quickly weakened. Linear absorption coefficient can be calculated by the equation 

(3.2): 

μ = z ∑ (MA)𝑖/(𝑉 ∙ 10−24)
𝑖

 (3.2) 

where, z is the chemical unit, i is the number of atoms in one unit cell, MA is the atomic 

absorption coefficient, V is the unit cell volume in Angstrom unit, and the summation is 

taken over all constituent elements. Value of MA is dependent to wavelength of the incident 

X-ray, and it is taken from the database. Using linear absorption coefficient, Rouse et al. 

suggested the relative transmission factor (Ahkl) to measure the X-ray diffraction without 

considering the absorption correction.53 The following equation (3-3) is for the relative 

transmission factor: 

𝐴ℎ𝑘𝑙 = exp{−(𝑎1 + 𝑏1𝑠𝑖𝑛2𝜃)𝜇𝑅 − (𝑎2 + 𝑏2𝑠𝑖𝑛2𝜃)(𝜇𝑅)2} (3.3) 

where R is the radius of the sample, 𝜃 is the Bragg angle and 𝜇 is the linear absorption 
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coefficient. For the material of cylinder shape, the coefficients are a1=1.7133, a2=-0.0927, 

b1=-0.0368 and b2=-0.3750.  

In this research, we calculated the relative transmission factor from 0° and 80° of 

2θ angle with 0.1mm capillary size. The results shown in Figure 3-3: it is the result of 

relative transmission factors of BaTiO3/PbTiO3 and Bi2SiO5 depending on the wavelength 

of incident X-ray beam at 80 ° of 2θ angle. For the Bi2SiO5, when using below 0.5 Å  

radiation is well below the limit of 1%, so absorption effects do not have to be corrected 

after data acquisition. In the research, we selected the wavelength of 0.35 Å  for high 

accuracy data analysis with much more information of structure; the corrected wavelength 

was 0.35206(1) Å  using the diffraction data of standard sample CeO2(NIST 674a, lattice 

parameter=5.4111(1) Å ). For the Perovskite materials, the wavelength of 0.35 Å  is not 

suitable because BaTiO3 has the absorption edge near 0.35 Å . For this reason, 0.4 Å  was 

selected as the measurement wavelength; it was corrected with the wavelength of 0.40085(1) 

Å . Measurement time of the data for the electron density level structure analysis was 

determined based on the saturation time for IP, which is related to the maximum capacity of 

IP for diffracted data. For example, saturation time for each sample was found by test 

measurement for 5 minutes. Then, measurement time was determined by 0.9 times the 

saturation time. For PbTiO3, BaTiO3 and Bi2SiO5, data were corrected during 51, 13 and 45 

minutes, respectively. Two dimensional diffraction patterns on the IP were obtained as 

shown in Figure 3-4. Figure 3-4 is two dimensional data of the Bi2SiO5 from room 

temperature to 773 K. Different brightness is related to the different measurement time. All 

of two dimensional diffraction patterns were transformed to the one dimensional diffraction 

data. 
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Figure 3-3. (a) Relative transmission factor between 2θ = 0 ° and 80 ° of PbTiO3, BaTiO3  

          and Bi2SiO5 dependent to wavelength. (b) Magnified region near wavelength of  

          0.3 Å . Capillary size of 0.1 mm in diameter was used. 

 

  

 

(a) 

(b) 



４２ 

 

 

 

 

 

 

 

 

Figure 3-4. Two-dimensional diffraction patterns on (a) the IP and conversion to (b) 2θ  

         intensity data. 

 

 

 
 

 

 

 

 

(a) (b) 
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Chapter 4 

 

Validity test of the MaxEnt/fragment EP method using 

Perovskite materials (PbTiO3 & BaTiO3) 

 

 We applied the MaxEnt/fragment EP method to well-known Perovskite materials, 

PbTiO3 and BaTiO3, in order to verify the validity of the method. For the estimation of 

polarization, conventional MEM/Rietveld and electrostatic potential analysis were carried 

out. The result of MEM analysis showed an apparent difference of bonding characteristic in 

both materials; covalency between cation (Pb/Ba, Ti) and anion (O) in PbTiO3 is more 

enhanced than that in BaTiO3. Electrostatic potential imaging revealed that PbTiO3 has 

strong ionic polarization of TiO and electronic polarization of Pb ion. Using the MEM 

electron density inside the each atom, the neighboring cation-anion pair and the fragment, 

we estimated the local/total polarization of PbTiO3 and BaTiO3. Based on the results, we 

discuss the validity of this MaxEnt/fragment EP method.  
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4.1 Crystal structure and ferroelectricity of PbTiO3 and BaTiO3 

 

PbTiO3 and BaTiO3 have a Perovskite structure. Perovskite structure is described as a 

formula ABO3, in which B is a cation of a small size surrounded by six O anions in an 

octahedral configuration, and A is a cation with a large size forming the octahedron within 

the structure.54~56 In PbTiO3 and BaTiO3, Pb and Ba atoms are located at A site, and Ti is 

positioned at B site in the Perovskite structure.54~56 It h a s  b e e n  known that the 

ferroelectricity in Perovskite oxide materials is involved with structural phase transition 

from high symmetry to low symmetry with cooling. 

For the validity test of the MaxEnt/fragment EP method, PbTiO3 and BaTiO3 were 

investigated because their ferroelectric property has been well know. Furthermore, they 

have a large difference of ferroelectricity, although they have same crystallographic point 

group at room temperature and high temperature above Tc. Structure of PbTiO3 and BaTiO3 

is shown in Figure 4-1. As temperature decreases, PbTiO3 and BaTiO3 undergo the 

structural phase transition from high temperature cubic (Pm3m, #221) to low temperature 

tetragonal phase (P4mm, #99). Curie temperature (Tc) for PbTiO3 and BaTiO3 is about 673 

K and 393 K, respectively.57,58 Displacement of anion and cation by structural phase 

transition causes a spontaneous polarization of the material; it was proposed that the 

hybridization between Ti-3d state and O-2p state in PbTiO3 and BaTiO3, which reduced a 

short range Coulomb repulsion between Ti and O ion;59~62 polarization value by PE-

hysteresis measurement for PbTiO3 and BaTiO3 has been reported with the value of 52~75 

C/cm2 and 15~25C/cm2, respectively.63~74 
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Figure 4-1. Crystal structure of PbTiO3 and BaTiO3. O1 and O2 are placed with same site  

         symmetry at high temperature cubic phase. 

 

 

Table 4-1. Reported polarization value of PbTiO3 and BaTiO3 

   C/cm
2
 

 PbTiO3 BaTiO3 

PE measurement 52~75 
[63,66] 15~25 

[68,70,73] 

First-principle calculation 70~87 
[64,65,67] 23~29 

[69,71,72,74] 
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We estimated the polarization value in PbTiO3 and BaTiO3 by the MaxEnt/fragment 

EP method, and the results were compared to the reported result for the validity test of the 

method. As a first step, the conventional MaxEnt/EP analysis was carried out. The 

Synchrotron X-ray powder diffraction data were analyzed by Rietveld refinement to obtain 

the lattice parameter, the atom position and the structure factors. The lattice parameter and 

the atom position were used for the volume and position of positive charge during the 

calculation process for polarization by the MaxEnt/fragment EP method. The structure 

factors were required for the electron density by MEM, which is related to the polarization 

caused by the negative charge.  

PbTiO3 showed the structural phase transition from cubic to tetragonal phase. 

Contrary to the PbTiO3 structure, BaTiO3 has core-shell structure:75~78 the core structure is 

tetragonal and shell structure is cubic phase at 300 K. The ferroelectric core structure is 

covered with the paraelectric shell structure.78 For the estimation of polarization at 

ferroelectric phase, the separation of tetragonal and cubic phase is required for BaTiO3 at 

300 K. In our data, BaTiO3 has 1 phase of tetragonal and 2 phases of cubic at room 

temperature; high temperature phase has 3 cubic phases. In this study, ferroelectric phase at 

both materials is used to compare the structural difference and to estimate the polarization. 

The results are plotted in Figure 4-2 and Figure 4-3, respectively. The red dot and blue line 

are the observe data and calculated result, respectively. Sky blue line shows background 

which was analyzed by Rietveld refinement. Green line is a difference between the 

calculated and observed data. Ranges in d spacing for PbTiO3 (BaTiO3) at ferroelectric and 

paraelectric phase are 0.37 Å  (0.34 Å ) and 0.56 Å  (0.56 Å ), respectively. Calculated 

integrated intensity for PbTiO3 and BaTiO3 is well matched to the measured intensity even 
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in the high angle region as shown in Figure 4-2 and Figure 4-3.  

 

 

       Figure 4-2. Results of Rietveld refinement for PbTiO3 (a) ferroelectric phase  

               at 300 K and (b) paraelectric phase at 975 K. 
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Figure 4-3. Results of Rietveld refinement for BaTiO3 (a) ferroelectric phase 

             at 300 K and (b) paraelectric phase at 510 K. 
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The structural parameters of PbTiO3 and BaTiO3 are listed in Table 4-2 and Table 4-3, 

respectively. Reliable factors for PbTiO3 at 300 K (975 K), Rwp and RI, are 2.81 % (2.64 %) 

and 1.55 % (2.32 %), respectively. For BaTiO3, Rwp and RI are 3.90 % (5.63 %) and 1.13 % 

(2.41 %) at 300 K (510 K), respectively. Every reliable factor is under 5 %, showing that 

our refinement was successfully carried out. As it is shown in Figure 4-3, ferroelectric 

(black line) and paraelectric (green line) phase in BaTiO3 at 300 K was clearly distinguished. 

Here, we compared ferroelectric phase between PbTiO3 and BaTiO3. At ferroelectric phase 

of PbTiO3, the lattice parameter of c-axis increased by 4 %, whereas the lattice of a-axis 

shrank by 2 %; it changed tetragonality which is a ratio of c and a lattice parameter, c/a,79 

by 1.06. On the other hands, in BaTiO3, the change of lattice parameters was below 1 %; the 

tetragonality was 1.01 %. In addition to the significant changes of lattice parameter, the 

bond length of Ti-O1 and Pb-O2 shrank with over 10 % in PbTiO3 structure; in BaTiO3, Ti-

O1 and Ba-O2 bond shrank by 7 % and 2 %, respectively. The large lattice elongation and 

bond contraction along c-axis is connected to the large ferroelectricity; it was indicated in 

the previous report written by Kuroiwa et al.80 Functional structure of PbTiO3 and BaTiO3, 

such as the electron density and electrostatic potential was obtained for the calculation of 

polarization. They were compared to find the difference between PbTiO3 and BaTiO3 in the 

electron density level structure.  
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Table 4-2. Determined (a) space group, lattice parameter, (b) atom position and (c) bond- 

        length of cation and anion in PbTiO3 by Rietveld refinement at 300 K and 975 K. 

  

 

 (a) PbTiO3 
300 K 

Ferroelectric 

975 K 

Paraelectric 

Space group 
P4mm, #99 

Tetragonal 

Pm3m, #221 

Cubic 

Lattice 

parameters 

a [Å ] 3.90204(1) 3.97291(1) 

c [Å ] 4.15316(2) 3.97291(1) 

c/a 1.06 1 

V [Å
3
] 63.24(1) 62.71(1) 

   

(b) Atom 

position 

300 K 975 K 

x y z x y z 

Pb 0 0 0 0 0 0 

Ti 0.5 0.5 0.4622(4) 0.5 0.5 0.5 

O1 0.5 0.5 -0.1150(9) 0.5  0.5 0 

O2 0.5  0 0.3807(7) 0.5  0 0.5 

   

(c) Bond length 300 K 975 K 

Ti-O1 [Å ] 1.74(1) 1.99(1) 

Pb-O2 [Å ] 2.51(1) 2.81(1) 
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Table 4-3. Determined (a) space group, lattice parameter, (b) atom position and (c) bond-  

        length of cation and anion in BaTiO3 by Rietveld refinement at 300 K and 510 K.  

 

(a) BaTiO3 at 300 K 
Phase 1 

Ferroelectric 

Phase 2 

Paraelectric 

Phase 2 

Paraelectric 

Space group 
P4mm, #99 

Tetragonal 

Pm3m, #221 

Cubic 

Pm3m, #221 

Cubic 

Volume fraction [%] 72.80 15.96 11.24 

Lattice parameters 

a [Å ] 3.99170(1) 4.00273(3) 4.01049(6) 

c [Å ] 4.02799(2) 4.00273(3) 4.01049(6) 

c/a 1.01 1 1 

V [Å
3
] 64.18(1) 64.13(1) 64.50(1) 

    

BaTiO3 at 510 K 
Phase 1 

Paraelectric 

Phase 2 

Paraelectric 

Phase 3 

Paraelectric 

Space group 
Pm3m, #221 

Cubic 

Pm3m, #221 

Cubic 

Pm3m, #221 

Cubic 

Volume fraction [%] 43.19 36.87 19.94 

Lattice parameters 

a [Å ] 4.01550(1) 4.01727(1) 4.01903(3) 

c [Å ] 4.01550(1) 4.01727(1) 4.01903(3) 

c/a 1 1 1 

V [Å
3
] 64.75(1) 64.83(1) 64.92(1) 

   

(b) Atom position  

(Phase 1) 

300 K 975 K 

x y z x y z 

Ba 0 0 0 0  0 0 

Ti 0.5  0.5 0.5118(16) 0.5 0.5 0.5 

O1 0.5 0.5 -0.0244(5) 0.5 0.5 0 

O2 0.5 0 0.48490(13) 0.5 0 0.5 

   

 (c) Bond length (Phase 1) 300 K 510 K 

Ti-O1 [Å ] 1.87(1) 2.01(1) 

Ba-O2 [Å ] 2.79(1) 2.84(1) 
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4.2 Charge density study at ferroelectric phase 

 

 With bond contraction between cation and anion in both ferroelectric phases, a 

notable feature was observed in MEM charge density. Two-dimensional MEM electron 

density map of PbTiO3 and BaTiO3 on the (200) and the (100) planes are shown in Figure 4-

4; it is colored from 0.5 e/Å 3 (blue) to 1.3 e/Å 3 (red). Black contour lines are spaced with 

0.2 e/Å 3 intervals. The bonding electron density was investigated to compare bonding 

characteristics and it was defined as the local minimum of the electron density betw

een cation and anion. Error bar was estimated by considering the value of neighboring 

pixels from the minimum point of the bonding electron density. On the (200) plane which 

shows the Ti-O1 bond character, the bonding electron density of Ti-O1 was 1.52(7) e/Å 3 for 

PbTiO3 and 1.24(2) e/Å 3 for BaTiO3. The bonding electron density on the (100) plane for 

Pb-O2 and Ba-O2 was 0.46(4) e/Å 3 and 0.26(2) e/Å 3, respectively. We investigated the 

change of the bonding electron density from paraelectric to ferroelectric state (Table 4-4). 

They were larger in ferroelectric state than that in paraelectric state. For the value of the 

bonding electron density in Ti-O bond, it was increased by 38.82 % and 38.71 % in PbTiO3 

and BaTiO3, respectively, showing the similar change tendency. However, it was obviously 

different in Pb(Ba)-O bond; it was increased by 80.85 % and 42.31 % in PbTiO3 and 

BaTiO3, respectively. As a result, the higher value of bonding electron density between 

cation Ti, Pb and anion O was observed in PbTiO3; it indicates a strong covalent property, 

especially in Pb-O bond. In addition, the strong Pb-O covalent characteristic is a good 

accordance with the theoretical calculation by Cohen,62 who reported the hybridization 

between Pb and O states leads to a large strain and large ferroelectric polarization.  
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Figure 4-4. MEM charge density distribution on (a) (200) and (b) 

(100) planes in PbTiO3 and on (c) (200) and (d) (100) in BaTiO3. 

 

 

 
Table 4-4. Value of the bonding electron density in PbTiO3 and BaTiO3 at 

              high temperature paraelectric phase. 

 

  e/Å
3
 

 PbTiO3 975 K BaTiO3 510 K 

Ti-O 0.93(2) 0.76(2) 

Pb(Ba)-O 0.09(4) 0.15(1) 

(a) (b) 

(c) (d) 
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4.3 Electrostatic potential study of PbTiO3 and BaTiO3 

 

 In order to investigate the charge density level structure with the strong covalent 

characteristic, we visualized the electrostatic potential of ferro and paraelectric phase in 

PbTiO3 and BaTiO3. Figure 4-5 and Figure 4-6 show two-dimensional electrostatic potential 

maps on the (200) and the (100) planes at ferroelectric and paraelectric state. The 

electrostatic potential is colored with values from -18 V (blue color region) to 3.6 V (red 

color region). Black lines are equi-potential lines with 3.6 V intervals. Black arrows in 

Figure 4-5 indicate the electric vectors obtained by the minus gradient of electrostatic 

potential at each point. 

 In PbTiO3, the electrostatic potential around ions was distributed asymmetrically at 

ferroelectric phase, whereas it showed isotropic distribution at paraelectric phase. The 

electrostatic potential between Ti and O1 ion at ferroelectric phase, 13.5(4) V, was higher 

than that at paraelectric phase, -6.2(2) V. The bonding electrostatic potential of Pb-O2 was 

changed from -22.9(1) V to -11.6(1) V with para and ferroelectric phase transition. 

Especially, the asymmetrical degree around Pb and O2 ions was significantly enhanced at 

ferroelectric phase as shown in Figure 4-7; around Pb ion, the lower equipotential line 

showed a gradual slope with smooth curves, in comparison to the closely spaced upper 

equipotential line. On the other hands, the electrostatic potential around O2 had an opposite 

character. These effects led to an extremely asymmetrical distribution of the electrostatic 

potential around the Pb and O2 ions, which arose from a separated electrostatic potential 

distribution on the Pb and O2 ions. Such a separated electrostatic potential distribution on 



５５ 

 

 

 

an atom is indicated as a signature of electronic polarization. Electronic polarization is 

mainly observed in anion. In this result, the electrostatic potential revealed that Pb ion has 

strong electronic polarization.   

 Contrary to the PbTiO3, the bonding electrostatic potential of TiO3 in BaTiO3 was 

slightly increased from -7.4(2) V to -2.5(3) V with cooling. The electrostatic potential 

around Ba and O2 ion showed almost symmetrical distribution as shown in Figure 4-7; no 

electronic polarization of Ba ion was observed in three-dimensional electrostatic potential 

map.  

For overall visualization of polarization in PbTiO3 and BaTiO3, three dimensional 

electrostatic potential is represented in Figure 4-8. Electrostatic potential is colored on the 

0.95 e/Å 3 isosurface of MEM electron density from 0 V (blue) to 8.6 V (red). As shown in 

Figure 4-8, distinct difference of electrostatic potential distribution between Ti and O1 in 

both materials was observed. It is indication of ionic polarization at Ti-O2 bond. In addition, 

the difference was larger in PbTiO3 than that in BaTiO3; it qualitatively visualized that Ti-

O2 bond of PbTiO3 has large ionic polarization. Electron density at Ba atom showed blue 

color of low electrostatic potential without any distribution of it. On the other hands, 

strongly separated electrostatic potential on the electron density of Pb atom was visualized; 

the top area of the surface was red, while the bottom area was almost green. This result 

indicates that electron density of Pb atom was displaced to the center of nucleus charge, 

which is evident of atomic polarization of Pb atom. These results are correspondent to the 

reported result which quoted that hybridization between Pb and O causes atomic 

polarization of Pb atom. 
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Figure 4-5. Two-dimensional electrostatic potential map of PbTiO3 on (a) (200) and (b) 

          (100) at 300 K and on (c) (200) and (d) (100) at 975 K. 

 

 

 

(a) (b) 

(c) (d) 
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Figure 4-6. Two-dimensional electrostatic potential map of BaTiO3 on (a) (200) and (b) 

          (100) at 300 K and on (c) (200) and (d) (100) at 510 K. 

 

 

 

 

 

(a) (b) 

(c) (d) 
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Figure 4-7. Magnified two-dimensional electrostatic potential map around (a) Pb and  

           (b) O2 in PbTiO3 and (c) Ba and (d) O2 in BaTiO3 at 300 K. 

  

(a) (b) 

(c) (d) 
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Figure 4-8. Three-dimensional electrostatic potential distribution in (a) PbTiO3 and 

           (b) BaTiO3. 

 

  

  

(a) (b) 
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4.4 Local polarization by structural information  

     – Validity test of the MaxEnt/fragment EP method - 

 

We estimated the polarization value of PbTiO3 and BaTiO3 at different cases to obtain 

the validity of the MaxEnt/fragment EP method. At first, point charge model, what we call 

Case 1 was applied. It used the displacement of cation and anion with the formal charge of 

each atom, for example, Pb(Ba), Ti and O were considered to have +2, +4, -2 formal charge, 

respectively. Other cases estimated the polarization value using the electron charge density 

surrounded by the electrostatic potential boundary. The boundary for the electron density at 

each case was determined by following the local minimum of electrostatic potential. The 

only different thing for each case was the combination of pair which each atom can 

compose. We termed them as each atom model, Case 2, neighboring pair model, Case 3, 

and fragment model, Case 4.  

At the each atom model, the electron density distribution of each atom was 

distinguished without any formation of pair. At the Case 3, the nearest neighboring of cation 

and anion was treated as a pair. For example, the nearest anion from Ti cation was O1 anion 

and that from Pb(Ba) cation was O2 anion, showing TiO and Pb(Ba)O2 pairs in the unit cell. 

The boundary of each pair was determined by following the local minimum of electrostatic 

potential around cation and anion pair. The Case 4 is the fragment method. In order to 

determine the fragments in the structure, we investigated the local minimum electrostatic 

potential value between cation and anion; it was listed in Table 4-5. With O1 as a center, 

two neighboring cations exist; the bonding electrostatic potential value of O1-Pb was -

14.8(1) V and that of O1-Ti was 13.5(4) V. Along with the determination method of the 
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fragment, the Ti-O1 was designated as a pair. Likewise, the bonding electrostatic potential 

values of O2-Pb and O2-Ti were compared: O2-Pb is -17.6(1) V and that of O2-Ti is -4.3(1) 

V. The O2-Ti forms a pair. As a result, O1-Ti-O2 was designated as one fragment and Pb 

was also decided as the other fragment. It resulted in the Pb and TiO3 fragments in PbTiO3. 

In the same method, two fragments, O1-Ti-O2 (TiO3) and Ba, were decided in BaTiO3.  

In Table 4-6, 4-7 and 4-8, we showed the electron density of local structure at each 

case: the each atom model, the neighboring pair model and the fragment model. Yellow 

color is the boundary of determined local structure. We found that total number of electron 

charge in the each local structure was same with total nucleus charge, showing the charge 

neutrality of local structure by the minimum of electrostatic potential in the error range.  

 

 

Table 4-5. Bonding electrostatic potential value of PbTiO3 and BaTiO3. 

   V 

Anion Cation PbTiO3 BaTiO3 

O1 

Pb(Ba) -14.8(1) -15.6(1) 

Ti 13.5(4) -2.5(3) 

O2 

Pb(Ba) -17.6(1) -15.7(1) 

Ti -4.3(1) -5.3(1) 
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Table 4-6. Nucleus and electron charge at each atom of (a) PbTiO3 and (b) BaTiO3. 

 

 

PbTiO3 Pb O1 O2(a) O2(b) Ti 

 

 

 
   

Nucleus 

charge 
82 8 8 8 22 

electron 

charge 
81.99(1) e 8.02(1) e 8.00(1) e 8.00(1) e 21.98(2) e 

 

 

 

 

   

 

BaTiO3 Ba O1 O2(a) O2(b) Ti 

 

 

 
   

Nucleus 

charge 
56 8 8 8 22 

electron 

charge 
55.98(1) e 8.02(2) e 8.02(1) e 8.02(1) e 21.97(1) e 

 

 

 

 

(a) 

(b) 
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Table 4-7. Nucleus and electron charge at Pb(Ba)O2 and TiO pairs of (a) PbTiO3 and 

          (b) BaTiO3. 

 

 

PbTiO3 PbO2 TiO 

 

 

 

Nucleus charge 98 30 

electron charge 97.99(2) e 30.00(3) e 
 

 

 

  

BaTiO3 BaO2 TiO 

 

 
 

Nucleus charge 72 30 

electron charge 72.02(2) e 29.99(3) e 

 

 

 

(a) 

(b) 
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Table 4-8. Nucleus and electron charge in the fragments of (a) PbTiO3 and (b) BaTiO3. 

 

 

PbTiO3 Pb fragment TiO3 fragment 

 

  

Nucleus charge 82 46 

electron charge 81.99(1) e 46.01(1) e 
 

 

 

  

BaTiO3 Ba fragment TiO3 fragment 

 

 
 

Nucleus charge 56 46 

electron charge 55.98(1) e 46.02(4) e 

 

 

 

 

 

(b) 

(a) 
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The polarization was calculated with equation 2.32. The position of nucleus charge 

was obtained from the result of Rietveld refinement. The MEM electron charge density of 

all pixels in the local was quantized, and it was used as negative charge in the calculation. 

The results are listed in Table 4-9.  

For point charge mode, polarization value for PbTiO3 and BaTiO3 was 57.4(2) 

C/cm2 and 14.4(1) C/cm2, respectively. The result seems to be in a good accordance with 

the reported results. However, this method has a problem. It cannot consider the electron 

density distribution during the calculation process for polarization. For this reason, it may 

provide the reliable polarization value in the simple structure such like Perovskite structure. 

This method, however, cannot be directly applied to the complex-structure system, in which 

the electron density distribution is deeply related to the ferroelectric property.  

Therefore, we estimated the polarization value based on the electron charge density in 

this study. The polarization values of the each atom model, the neighboring pair model and 

the fragment model were compared, and we tried to find the most appropriate method.  

In the Case 2, high covalency and ionic polarization between atoms were not 

considered during the polarization calculation because there was no pair between cation and 

anion. The obtained total polarization for PbTiO3 and BaTiO3 was 29.9(2) C/cm2 an

d 16.5(9)C/cm2. In the Case 3, there was two local structures, Pb(Ba)-O2 and Ti-O pairs 

in the unit cell. Although, it contained the high covalency between Ti and O in Ti-O pair, 

there was also a large covalency between Pb(Ba)-O2 and Ti-O pairs with the value of 0.72(2) 

e/Å 3 and 0.79(1) e/Å 3 for PbTiO3 and BaTiO3, respectively, as shown in Figure 4-4. In 

addition, there was high electrostatic potential interaction between pairs, and it was difficult 

to find the physical property of each local structure. The obtained total polarization for P
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bTiO3 and BaTiO3 was 31.9(9) C/cm2 and 16.7(9)C/cm2 in the neighboring model. 

As we expected, covalency between the local structures affected the polarization value. 

Polarization was underestimated, especially in PbTiO3, which has the high covalency 

characteristics.  

On the other hands, fragment method can provide the local structure for the electron 

density by considering the electrostatic potential interaction. The local structure was termed 

as fragment, in which the fragments have the minimized covalency as well as the 

electrostatic potential interaction to each other. Although there is still relatively enhanced 

covlaency between Pb and TiO3 fragments with the value of 0.47 e/Å 3, we expect that the 

fragment model is the most appropriate method for the estimation of polarization using the 

electron density. The estimated polarization value of TiO3 fragment for PbTiO3 and BaTiO3 

was 32.9(1) C/cm2 and 16.8(1) C/cm2, respectively. Total polarization of PbTiO3 in the 

fragment model was the largest than that in the others.  

 

Table 4-9. Polarization of PbTiO3 and BaTiO3 at each case. 

   C/cm
2 

 
PbTiO3 BaTiO3 

Case 1 57.4(2) 14.4(1) 

Case 2 29.9(2) 16.5(9) 

Case 3 

Pb(Ba)O2+TiO 31.9(9) 16.7(9) 

Case 4 

Pb(Ba)+TiO3 
33.5(2) 17.0(1) 

PE measurement 52~75 
[63,66] 15~25 

[68,70,73] 

First-principle calculation 70~87 
[64,65,67] 23~29 

[69,71,72,74]
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By the MaxEnt/fragment EP method, we estimated the local polarization at each 

fragment in PbTiO3 and BaTiO3 in Table 4-10. The estimated polarization value of TiO3 

fragment for PbTiO3 and BaTiO3 was 32.9(1) C/cm2 and 16.8(1) C/cm2, respectively; the 

value of Pb was estimated with the value of 1.6(2) C/cm2, while Ba showed the almost 0 

within the error range. With this result, TiO3 is the dominant factor for polarization of 

PbTiO3 and BaTiO3. In addition, polarization value of TiO3 fragment in PbTiO3 was larger 

than that in BaTiO3. This is exactly consistent to the visualized result of three-dimensional 

electrostatic potential; it shows the apparent color separation as large ionic polarization of 

TiO3 and atomic polarization of Pb atom in PbTiO3.  

As reported result by PE measurement and first-principle calculation, the polarization 

of PbTiO3 was estimated with larger value than that of BaTO3 in our result. The total 

polarization values were compared to the reported results. For BaTiO3, the resultant value of 

17.0(1) C/cm2 showed a very good accordance with reported results. On the other hands, 

the total polarization of PbTiO3 was under estimated. We assumed that the gap of 

polarization value between the obtained result and the reported result in PbTiO3 is due to 

poorly considered covalent property between Pb and O ions. 

 Although the MaxEnt/fragment EP method has a limited estimation of the 

polarization value in covalent system, it must be available in the order estimation of 

polarization. In addition, for the ionic system, the MaxEnt/fragment EP method is a 

powerful method for obtaining the polarization value. Because of this property, we expect 

that the MaxEnt/fragment EP method can provide the reliable local/total polarization in a 

system which has a weak-electrostatic potential interaction such like a layered structure 

system.  
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Table 4-10. Polarization of PbTiO3 and BaTiO3 from the MaxEnt/fragment EP method. 

   C/cm
2
 

 PbTiO
3
 BaTiO

3
 

MaxEnt/fragment 

EP method 

TiO
3
 32.9(1) 16.8(1) 

Pb(Ba) 1.6(2) 0.2(1) 

Total 33.5(2) 17.0(1) 

PE measurement 52~75 
[63,66] 15~25 

[68,70,73] 

First-principle calculation 70~87 
[64,65,67] 23~29 

[69,71,72,74] 
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Chapter 5 

 

Study of polarization in layered structure Bi2SiO5 by 

the MaxEnt/fragment EP method 

 

     We applied the MaxEnt/fragment EP method to recently discovered Pb-free material, 

Bi2SiO5. We successfully estimated the total polarization as well as local polarization of 

Bi2SiO5. In addition, we found that a large polarization of the material result in the 

polarization of silicate layer; although BiO showed a large polarization, Bi2O2 layer 

revealed a small polarization, because of the opposite direction of BiO local polarization. 

 In this chapter, we described the result of a precise structure of para- and 

ferroelectricity as well as local/total polarization of Bi2SiO5 in detail. Based on the result of 

local/total polarization, we discussed the role of polarization in layered structure Bi2SiO5. 
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 5.1 Crystal structure and property of Bi2SiO5 

 

 Bi2SiO5 has the Aurivillus-like structure,81~84 in which the SiO3 layer was 

sandwiched by the Bi2O2 layer. Schematic view of Bi2SiO5 crystal structure is shown in 

Figure 5-1(a). In the Bi2O2 layer, Bi atoms are located alternatively above and below the 

squared oxygen planes.85,86 6s2 lone pair electrons of Bi atoms seem to be located in 

opposite direction relative to the oxygen square plane. As a result, a strong stereochemical 

activity of the Bi atoms is formed and it leads to the structural distortion of Aurivillius 

structure materials.86~88 Between the Bi2O2 layers, the SiO3 chain structure is located with a 

form of corner-sharing SiO4 tetrahedrons.  

 So far, Bi2SiO5 was known as insulator buffer layer for the deposition of Bi4TiO12 

thin film.88,89 It is used to reduce the mismatch with silicon oxide. No structural phase 

transition was reported, although crystal structure was reported as orthorhombic structure 

with Cmc21 space group. Recently, ferroelectric property in this material was discovered by 

the dielectric measurement and the Raman spectrum experiment.51 In the temperature 

dependent dielectric measurement, weak thermal hysteresis was observed and the value of 

dielectric constant was maximized at around 673 K. This temperature was supposed to the 

Curie temperature, Tc, of ferroelectric Bi2SiO5. Raman spectrum measurement revealed that 

Bi2SiO5 material has soft phonon mode: low frequency peak decreases toward zero as 

temperature is approaching the Curie temperature. These results indicated that Bi2SiO5 

material has displacive-type ferroelectric phase transition. Although Bi2SiO5 showed a 

property of ferroelectrcity at 300 K, ferroelectric polarization of a-axis with a small value 

was only measured, because of thin-plate shape of single crystal (Figure 5-2(b)); the 



７１ 

 

 

 

ceramic sample cannot be synthesized due to the sensitive heating property. In addition, 

reported space group of Bi2SiO5, Cmc21, cannot have ferroelectric polarization along the a-

axis because of a mirror plane symmetry operation. For this reason, we carried out accurate 

structure determination of Bi2SiO5 at 300 K and estimated the polarization value by 

Synchrotron radiation X-ray powder diffraction experiment in this study.  

 

 

 

 

 Figure 5-1. (a) Crystal structure of Bi2SiO5 and (b) shape of fabricated single  

                  crystal sample. 

 

  

(a) (b) 
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5.2 Crystal structure determination of Bi2SiO5 at 300 K 

 

 In order to clarify the crystal structure at the atomic position level, we carried out 

synchrotron X-ray powder diffraction. For determination of space group, Dicvol program 

was used. It can predict the crystal structure such as the Bravais structure and the lattice 

parameters using 2peak positions. We analyzed the 20 diffraction peaks from low angle in 

2 of the Bi2SiO5 powder diffraction data. As a result, the orthorhombic structure and the 

monoclinic structure are available for Bi2SiO5 material at 300 K. (Table 5-1) In addition to 

the analysis, we carried out TEM measurement;51 it was found that this material has 

monoclinic system at 300 K. Using the information of monoclinic system, we investigated 

the point groups which allows the ferroelectricity and determined the space group using 

reflection condition.90 

 The monoclinic structure has C2, Cs and C2h point groups. In these point groups, 

C2h point group is excluded, because of its inversion symmetry. Therefore, C2 and Cs point 

groups are allowed for monoclinic structure with ferroelectricity. The space groups 

belonged to C2 and Cs point groups are listed in Table 5-2. Reflection condition of each 

space group was investigated according to the indexing of diffraction peak as shown in 

Figure 5-2. It shows that the lowest 2 peak in Bi2SiO5 is the (200) plane, not the (100) 

plane. For this reason, the primitive space group is removed from the possible lists. Of the 

remaining space groups, C2, Cm and Cc, we found that Cc space group is the most 

appropriate for this system, because l = 2n condition for 00l reflection only appeared in the 

Cc space group. 
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Table 5-1. Predicted lattice parameters by using Dicvol program. 

 

 Orthorhombic Monoclinic 

a [Å ] 15.115(3) 15.108(5) 

b [Å ] 5.444(1) 5.442(2) 

c [Å ] 5.291(1) 5.292(2) 

[°] 90 90.054 

 

 

 

 

Table 5-2. Reflection conditions of space groups in C2 and Cs point groups. 

 

 P2, #3 P21, #4 C2, #5 Pm, #6 Pc, #7 Cm, #8 Cc, #9 

hkl  - - h+k=2n - - h+k=2n h+k=2n 

h0l - - h= 2n - l=2n h= 2n h,l = 2n 

0kl - - k=2n - - k=2n k=2n 

hk0 - - h+k=2n - - h+k=2n h+k=2n 

0k0 - - k=2n - - k=2n k=2n 

h00 - - h=2n - - h=2n h=2n 

00l - l=2n - - l=2n - l=2n 
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Figure 5-2. Indexing of diffraction peaks of Bi2SiO5 by Dicvol program. 
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 With the Cc space group at 300 K of Bi2SiO5, precise structure analysis was carried 

out by using MEM/Rietveld refinement. The MEM/Rietveld analysis enables us to 

construct the optimized structural model based on the charge density level structure. In this 

way, the structure modeling is provided by the charge density imaging and the Rietveld 

powder-pattern fitting based on model. Process of structure determination using 

MEM/Rietveld refinement was shown in Figure 5-3. At first stage, preliminary Rietveld 

refinement was performed with known structure using Synchrotron Radiation X-ray powder 

diffraction data. In this case, lattice parameter and only Bi atom position were inputted as 

primitive structural model. MEM analysis is carried out with the total charge and the 

structural factor obtained by integral intensities of peaks. Based on the MEM charge density 

imaging, the model is reconstructed. This iteration was continued until the value of the 

reliable factors is less than 5 %, and the presumed model was accorded to revised model by 

charge density imaging. The non-isothermal temperature factor was refined by final result.  

The result of Rietveld refinement with optimized crystal structure was shown in 

Figure 5-4. The observed and calculated results are indicated by red dot and blue line. Sky 

blue line shows background of the X-ray diffraction data. Green line is the difference 

between the calculated and observed data. The reliability, Rwp and RI are 3.13 % (3.27 %) 

and 3.68 % (3.99 %) at 300 K (773 K), respectively. Determined lattice parameter and space 

group was shown in Table 5-3. Low values of the R-factors (< 4 %) ensure a reliability of 

the structural parameters determined by Rietveld refinement. The atom position and non-iso 

thermal displacement parameters are listed in Table 5-4 and 5-5. As a result, we found that 

Bi2SiO5 material has the structural phase transition from the orthorhombic to the monoclinic 

structure as temperature decreases with subtle change of the beta angle.  
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Figure 5-3. Process of precise structure determination by MEM/Rietveld method. 

 

  

 

(a) 

(b) 

(c) 

(d) 
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Figure 5-4. Results of Rietveld refinement at (a) 300 K and (b) 773 K. 

 

 

 

 

 

 

 

(a) 

(b) 
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Table 5-3. Lattice parameters and reliability factors of Rietveld refinement of Bi2SiO5 

 

Bi2SiO5 
300K 

Ferroelectric 
773K 

Paraelectric 

Space group &  

crystal system 
Cc, #9 

Monoclinic  
Cmcm, #63 

Orthorhombic 

Lattice 

parameter 

a [Å ] 15.1193(1) 15.1968(1) 

b [Å ] 5.4435(1) 5.4843(1) 

c [Å ] 5.2892(1) 5.2964(1) 

β [°] 90.070(2) 90° 

V [Å
3
] 435.31(1) 441.42(1) 

Reliability 

factors 

RI [%] 3.13 3.27 

Rwp [%] 3.68 3.99 
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Table 5-4. Atom position of Bi2SiO5 for (a) monoclinic phase at 300 K and (b) 

              orthorhombic phase at 773 K.  

 

(a) 300 K    
 

Atom Site x y z 

Bi(a) 4a 0.170(1) 0.217(1) 0.261(1) 

Bi(b) 4a 0.840(1) 0.219(2) 0.274(5) 

Si 4a 0.496(1) 0.172(1) 0.246(1) 

O(a),O(b) 4a 0.250(2) 0.494(9) 0.495(6) 

O(c),O(d) 4a 0.256(2) 0.007(12) 0.035(10) 

O(e),O(f) 4a 0.490(2) 0.017(2) 0.511(5) 

O(g) 4a 0.586(1) 0.331(2) 0.225(4) 

O(h) 4a 0.404(1) 0.323(2) 0.227(4) 

     

(b) 773 K     

Atom Site x y z 

Bi 8g 0.165(1) 0.218(1) 0.250 

Si 4c 0 0.686(1) 0.250 

O(a~d) 8e 0.248(1) 0.500 0.500 

O(e),O(f) 4b 0 0.500 0.500 

O(g),O(h) 8g 0.092(1) 0.181(2) 0.750 
 

 

 

 

 

  

 



８０ 

 

 

 

 

Table 5-5. Thermal displacement parameters of Bi2SiO5 at (a) 300 K and (b) 773 K. 

 

(a) 300 K    
 

Atom U U11 U22 U33 

Bi(a) - 0.008(1) 0.008(1) 0.007(1) 

Bi(b) - 0.008(1) 0.008(1) 0.007(1) 

Si - 0.013(3) 0.010(3) 0.012(4) 

O(a),O(b) 0.029(5) - - - 

O(c),O(d) 0.029(5) - - - 

O(e),O(f) - 0.022(9) 0.031(9) 0.031(9) 

O(g),O(h) 0.029(5) - - - 

     

(b) 773 K    
 

Atom U U11 U22 U33 

Bi - 0.024(1) 0.022(1) 0.025(1) 

Si - 0.019(4) 0.022(4) 0.016(4) 

O(a~d) 0.039(3) - - - 

O(e),O(f) - 0.033(11) 0.040(10) 0.049(13) 

O(g),O(h) 0.039(27) - - - 
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 Determined structure of Bi2SiO5 at 300 K and 773 K is shown in Figure 5-5. It has 

a layered structure, in which the SiO3 layer is positioned between the Bi2O2 layers and is 

stretched along the b-c plane. At high temperature paraelectric phase, the SiO3 layer was 

located exactly at the midpoint between the Bi2O2 layers. In addition, Si, Bi and O atoms 

vertically bonded to Si were aligned in the same direction. On the other hands, at room 

temperature, the SiO3 layer was displaced to (-) a-direction by phase transition and it caused 

unequal interlayer distance between the SiO3 and the Bi2O2 layer. This structure distortion 

of the SiO3 layer seemed like to form the dimer of the SiO3 and the Bi2O2 layer. O atoms in 

the Bi2O2 layer are distorted, and they showed a twisted square plane. Furthermore, O atoms 

bonded vertically to Si in the SiO3 layer are also displaced to the (-) c-axis.  

 Structural distortion of the inner layer region is shown in Figure 5-6. It is drawn 

onto the b-c plane for the SiO3 layer and a-c plane for the Bi2O2 layer. For the SiO3 layer, Si 

atom is exactly positioned at the midpoint between oxygen atoms at 773 K. However, bond 

length of Si-O bonding changed to cause unequal bond length between Si and O atoms at 

ferroelectric phase. Moreover, bonding angle in the SiO3 layer was also changed from 180 ° 

to 172 ° with a distortion of the O grid shown as red dot lines. For the Bi2O2 layer, angle 

between O square planes changed from 180 ° to 176.9 ° by phase transition.  
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Figure 5-5. Structure of Bi2SiO5 projected onto the out-of-plane direction 

               at (a) 300 K and (b) 773 K. 

 

  

(a) (b) 
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Figure 5-6. Structural distortion of Bi2SiO5 at (a) 300 K and (b) 773 K. 

 

  

(a) (b) 
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5.3 Ferroelectric polarization based on point charge model 

 

At first, we estimated the polarization by point charge model. In this method, the 

information of structural distortion is significantly considered. The lattice parameters, atom 

position and formal charge (Bi3+, Si4+, O2-) of each atom are used for calculation of the 

polarization value. The formal charge (Bi3+, Si4+, O2-) was assumed. The equation for point 

charge model is equation (5-1)  

)( jdP  
jj

q
V

e
 (5.1) 

 

where e is the elementary charge (1.602 × 10-19 C) and V is the unit cell volume. qj is 

the formal charge of jth ion, and jd  is the displacement of jth ion between paraelectric 

and ferroelectric structure. 

The obtained results were 4.9, 0 and 8.1 C/cm2 along a, b and c direction, 

respectively. (Table 5-6) However, it showed a large gap between point charge model and 

PE-hysteresis measurement for Pa. Because only change of position of ions with formal 

charge is taken into consideration for the point charge model, it doesn’t include change of 

the electron density distribution in the calculation process or covalent characteristics 

between ions. In addition, electronic polarization in atom is not also considered. Thus, the 

point charge model is not appropriate method for estimation of polarization.  
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Table 5-6. Polarization value calculated by the point charge model. 

 

   C/cm
2
 

 P
a
 P

b
 P

c
 

Point charge 

model 
4.9 - 8.1 

PE-hysteresis 

measurement 
0.8 - - 

Theoretical 

calculation 
0.1 - 14.5 
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5.4 Charge density study of Bi2SiO5 

 

 We found that the electron density distribution is also considered to study 

ferroelectric property of Bi2SiO5. For the electron density, MEM analysis was carried out 

Figure 5-7 (a) is a three-dimensional electron density imaging of Bi2SiO5 at 300 K. The 

isosurface is 0.8 e/Å 3. The blue color is the electron density for the SiO3 layer and the green 

color is for the Bi2O2 layer. Figure 5-7 (b) is a two-dimensional charge density map in a 

region which is the sliced plane on center of silicon ion. The MEM charge density map in 

Figure 5-7 (b) is colored by the value of electron density from 0.6 e/Å 3 to 3.6 e/Å 3, and both 

layer show the distorted distribution of electron density. Bonding characteristics between 

layers is changed by the displacement of the SiO3 layer to (-) a-direction. At 773 K, bonding 

length and bonding electron density for Bi(a)-O(g) and Bi(b)-O(h) were same. The bonding 

length and the value of bonding electron between Bi(a)/Bi(b) and O(g)/O(h) is 2.45(1) Å  

and 0.65(1) e/Å 3, respectively. On the other hands, bonding characteristics between the 

Bi2O2 and the SiO3 layer was changed at 300 K; bonding charge density between Bi ion and 

O ion of the SiO3 layer decreased, although bonding distance between Bi ion and O ion of 

the SiO3 layer was decreased from 2.45(1) e/Å 3 to 2.37(1) e/Å 3 with cooling. The bonding 

electron density of Bi(a)-O(g) was decreased by 0.09 e/Å 3 and that of Bi(b)-O(b) was also 

decreased by 0.06 e/Å 3, respectively. Generally, it is known that bonding charge density 

increased as bonding length decreased. However, in Bi2SiO5, the covalent character 

between the Bi2O2 layer and the SiO3 layer decrease; it seems that each layer is isolated, 
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although the layers are closed to each other at ferroelectric phase.  

 In order to investigate the change of electron density distribution in inner layer 

region caused by the reduced covalent characteristics between the Bi2O2 and the SiO3 layer, 

we visualized MEM charge density with a two-dimensional map. Figure 5-8 shows the 

plane passing the center of cation and anion. The red color is high density region, and the 

blue color is low density region: they are colored from 0.6 e/Å 3 to 0.8 e/Å 3 for the Bi2O2 

layer and from 0.75 e/Å 3 to 1.55 e/Å 3 for the SiO3 layer. The bonding electron density, the 

minimum value of electron density between cation and anion, is listed in Table 5-7 for 

quantitative comparison of bonding characteristics.  

 The bonding electron in the SiO3 layer shows higher value than that in the Bi2O2 

layer. As temperature was decreased, the bonding electron density in the Bi2O2 layer and the 

SiO3 layer were increased by 0.00~0.33 e/Å 3 and 0.00~0.28 e/Å 3, respectively, in 

comparison with that at paraelectric phase. In addition, bonding electron density as specific 

bonds, such as Bi(a)-O(a), Bi(a)-O(b), Bi(b)-O(d) and Bi(b)-O(c) bonds, significantly 

increased. Similarly, same tendency was also observed at Si-O(g) and Si-O(g) bonds in the 

SiO3 layer. It showed the paired molecules in three-dimensional electron density imaging.  

 Figure 5-9 shows that the isosurface of MEM charge density with 0.85 e/Å 3 and 

1.50 e/Å 3 for the Bi2O2 (blue color) and the SiO3 (red color) layer, respectively. In the 

ferroelectric phase at 300 K, the Bi atoms form a stronger covalent network with one of the 

four equivalent first-neighbored O atoms at 773 K in the paraelectric phase. In addition, the 

Si atoms in the ferroelectric phase form a stronger covalent bond with three of the for-

equivalent first-neighbored O atoms in the paraelectric phase, showing that the SiO3 

molecule. Formed molecules seem to form electric dipoles. They were represented as 
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arrows in Figure 5-9. The Bi(b)-O(b) and Bi(a)-O(c) pairs formed electric dipole, and the 

two neighboring electric dipoles formed almost antiparallel configuration in the Bi2O2 layer. 

On the other hand, the electric dipoles of SiO3 molecule aligned to lead such like the 

ferroelectric configuration in the SiO3 layer. As a result, the formation of molecules for BiO 

and SiO3 in the layer was revealed with the 3-dimensional MEM charge density. In addition, 

visualized electric dipole moments in the molecules can explain why the large dipole 

moment of Bi2SiO5 originated from the light element of Si instead of the heavy element of 

Bi.  
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Figure 5-7. (a) Three-dimensional MEM charge density of Bi2SiO5 with 0.8 e/Å
3
 isosurface  

        level. Two-dimensional MEM charge density in inter-layer region at (b) 300 K  

         and (c) 773 K. 

 

 

(a) (b) 

Figure 5-8. Two-dimensional MEM charge density of the Bi2O2 layer at (a, b) 300 K and 

            at (c, d) 773 K. That of the SiO3 layer at (e, f) 300 K and at (g, h) 773 K.  

 

(c) 
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Table 5-7. Value of bonding electron density of Bi2SiO5. 

    e/Å
3
 

Cation Anion 300 K 773 K 

Bi(a) 

O(a) 0.65(1) 0.65(2) 

O(b) 0.74(2) 0.65(2) 

O(c) 0.98(1) 0.65(1) 

O(d) 0.71(1) 0.65(1) 

Bi(b) 

O(a) 0.68(1) 0.65(1) 

O(b) 0.85(1) 0.65(1) 

O(c) 0.68(1) 0.65(2) 

O(d) 0.69(1) 0.65(2) 

Si 

O(e) 1.57(1) 1.29(8) 

O(f) 1.42(1) 1.29(8) 

O(g) 1.61(1) 1.54(3) 

O(h) 1.54(2) 1.54(3) 
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Figure 5-9. Three-dimensional MEM charge density (a) the Bi2O2 and (b) the SiO3 layer. 
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5.5 Electrostatic potential change with ferroelectric phase  

  transition 

 

 5.5.1 Visualization of the ferroelectric polarization 

 

Electrostatic potential can visualize ionic/electronic polarization in a material. 

Electrostatic potential at 300 K and 773 K was analyzed in Figure 5-10. It shows the out-of-

plane direction (b-c plane). Electrostatic potential is colored from 25.9 V to 40.3 V: red is 

high potential (40.3 V) and blue is low potential (25.9 V) region, respectively. As seen in 

Figure 5-10, there was a large difference of electrostatic potential between ferroelectric and 

paraelectric phase. For 773 K, small difference of the electrostatic potential between anion 

and cation was observed. On the other hands, for 300 K, distinct difference of electrostatic 

potential appeared at both layers which have off-center structural distortion for electron 

density distribution. Such phenomena are indicated as ionic polarization the previous 

research.21 A significantly enhanced ionic polarization of each layer at 300 K is strongly 

associated to the ferroelectricity of Bi2SiO5 material. When we examined change of 

electrostatic potential on each layer at 300 K, the color gradation was observed at Si atom in 

the SiO3 layer. It means the SiO3 layer has atomic polarization caused by distortion of 

electron density distribution toward (-) c direction relative to center of nucleus charge. 
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Figure 5-10. (a) Crystal structure of Bi2SiO5 and three-dimensional electrostatic potential  

            distribution at (b) 300 K and (c) 773 K. 

 

 

 

 

  

(b) (c) 

(a) 
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5.5.2 Determination of the fragments in the structure 

 

In order to estimate the values of ionic polarization quantitatively, the 

MaxEnt/fragment EP method was applied. We verified that this method is powerful for 

polarization estimation in the system with ionic character. For using this method, we 

determined the fragment in layers. Figure 5-11 shows a two-dimensional electrostatic 

potential map on (004) plane of Bi2SiO5 at 300 K, as an example for determination of 

fragment. Electrostatic potential is colored from -31 V to 31 V. The black arrows are the 

electric vectors calculated by the minus gradient of the electrostatic potential at each point. 

According to the determination method of fragment, we investigated the minimum bonding 

electrostatic potential between cation and anion. These values are listed in Table 5-8. At a 

first step, bonding electrostatic potential value of all bonds is compared: O(g) in Figure 5-11 

has two neighboring bonds with Bi(a) and Si atoms with bonding electrostatic potential 

value -7.3(2) V and 19.9(7) V, respectively. The Si-O(g) is selected with higher value than 

that of Bi(a)-O(g); Si-O(g) bond is pared for fragment. Same process is also applied to other 

bonds. Finally, obtained fragments are Bi(a)-O(c), Bi(b)-O(b) and Si-O(e)-O(g)-O(h).  

MEM electron density has continuous distribution in terms of pixels in the unit cell. 

To estimate the local polarization in the fragment, it is required to determine the boundary 

of fragment. In this case, the boundary was determined by following the point which has the 

local minimum value of electrostatic potential. At that point, electrostatic interaction 

between fragments was minimized. Figure 5-13 shows the electrostatic potential value 

along the path between Bi(a) and O, which corresponded to the inter fragments region. At 

the position of atoms, they show the local maximum value of electrostatic potential. As the 
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point gets apart from the position of atom, the value of electrostatic potential is lower and it 

finally reached to the minimum point for electrostatic potential as indicated by an arrow in 

Figure 5-13. By following these kinds of the local minimum points around fragment, it is 

possible to determine the boundary of fragments. Determined boundary for SiO3 fragment 

was indicated as white dotted lines in Figure 5-11.  

Same process was also applied to the Bi2O2 layer. Figure 5-12 shows a two 

dimensional electrostatic potential map on (011) plane. It was colored from -28.8 V to 288.0 

V. In order to show high and low electrostatic potential at the same time, two kinds of color 

ranges were used. Equipotential lines are drawn from -28.8 V to 0.0 V with 7.2 intervals in 

low electrostatic potential region and from 0.0 V to 288.0 V with 72.0 V intervals in high 

electrostatic potential region, respectively. When the bonding electrostatic potential values 

were compared, Bi(a)-O(c) and Bi(b)-O(b) bonds show the highest value among the four 

equivalent first-neighbored O bonds with the 6.9(1) V and 4.8(2) V, respectively. Using this 

result, fragments in the Bi2O2 layer were designated. The boundary for the fragments was 

indicated as white dotted lines in Figure 5-12, which is determined based on the minimum 

value of electrostatic potential value around fragments. 

Determined fragments for BiO and SiO3 were listed in Table 5-9. Yellow color in 

the Table 5-9 is the boundary of determined fragments and blue color is electron density of 

0.8 e/Å 3 isosurface. As shown in the Table 5-9, fragment method can determine the local 

structure enclosed by the minimum value of electrostatic potential. Total number of electron 

charge in the each fragment was same with total nucleus charge, showing the charge 

neutrality of fragments. 

 



９６ 

 

 

 

 

Figure 5-11. Electrostatic potential map on (004) plane of Bi2SiO5 at 300 K.  

 

 

 

Figure 5-12. Two-dimensional electrostatic potential map on (011) plane of Bi2SiO5  

             at (a) 300 K and (b) 773 K.  

(a) (b) 
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Table 5-8. Bonding electrostatic potential value of Bi2SiO5. 

 

        V 

Anion Cation 300 K 773 K 

O(a) 
Bi(a) -7.8(3) -7.1(3) 

Bi(b) -1.2(1) 3.5(2) 

O(b) 
Bi(a) -3.6(4) -7.1(3) 

Bi(b) 4.8(2) 3.5(2) 

O(c) 
Bi(a) 6.9(1) 3.5(2) 

Bi(b) -6.3(3) -7.1(3) 

O(d) 
Bi(a) -1.3(3) 3.5(2) 

Bi(b) -6.6(4) -7.1(3) 

O(e) Si 27.8(4) 20.3(4) 

O(f) Si 25.9(1) 20.3(4) 

O(g) 
Bi(a) -7.3(2) -9.8(2) 

Si 19.9(7) 23.9(1) 

O(h) 
Bi(b) -4.3(4) -9.8(2) 

Si 20.3(1) 23.9(1) 
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Figure 5-12. Change of electrostatic potential between Bi(a) and O(g). 

 

 

Table 5-9. Nucleus and electron charge in fragment of Bi2SiO5. 

 

 SiO
3
 Bi(a)-O(c) Bi(b)-O(b) 

    

Nucleus 

charge 
38 91 91 

electron 

charge 
37.99(1) e 91.01(1) e 91.01(1) e 
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 5.6 Local polarization of the BiO and SiO3 fragment by the 

       MaxEnt/fragment EP method 

 

 We applied the MaxEnt/fragment EP method to estimate the polarization in 

Bi2SiO5. Position of nucleus charge from Rietveld refinement and electron density 

distribution within fragment are used for calculation of polarization with equation (2.32). 

 Obtained results are listed in Table 5-10. Polarization along b (Pb) axis was zero 

because of inversion symmetry operation in Cc space group of Bi2SiO5 at 300 K. BiO 

fragments showed polarization value along the a and the c axis with relatively large value. 

However, the direction of polarization at each BiO fragment was different to each other. As 

a result, it led quite small net polarization in the Bi2O2 layer. On the other hands, the SiO3 

layer showed a large polarization along the c-axis with 27.3(1) C/cm2. By using the 

polarization value at each layer, the total Pa and Pc of Bi2SiO5 was 0.3(2) C/cm2 and 23.5(1) 

C/cm2 for the a and the c axis, respectively. These results were compared to the reported 

result. The value of Pa was consistent with the value of the theoretical calculation and PE-

hysteresis measurements. In addition, existence of large polarization along the c-axis was 

also demonstrated with experimental method. Thus, we show the obtained polarization Pa 

and Pc from the MaxEnt/fragment EP method is in good agreement with the reported results.  

 The MaxEnt/fragment EP method can estimate the local polarization in fragment. 

For Bi2SiO5, polarization in the Bi2O2 and the SiO3 layer was quantitatively estimated. 

Small difference of polarization between Bi2O2 and the SiO3 along the a axis lead small 

value of Pa in Bi2SiO5 material. On the other hands, intensity of Pc at the SiO3 layer was 
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apparently larger than that at the Bi2O2 layer. Therefore, it was found that large polarization 

Pc in Bi2SiO5 originated from SiO3 layer of light elements not from the heavy Bi2O2 layer.  

 Based on the polarization result at each fragment, we represented the schematic 

view of polarization. Figure 5-14 shows the local polarization in fragment (left) and layer 

(right). Intensity and direction of polarization was expressed as arrow in the figure and it 

was normalized for comparison. In the Bi2O2 layer, polarization direction of BiO fragments 

was different to each other, such like antiferro configuration. It caused small value of 

polarization in the Bi2O2 layer by offsetting each other. On the other hand, SiO3 layer 

showed ferroelectric ordering, it was supposed to relate to large polarization along c-axis. 

SiO3 fragment and BiO fragment showed a relation of antiferro configuration. This antiferro 

configuration made the coupled layer as indicated in Figure 5-14. In addition, the couple 

layer was departed by ferroelectric configuration between BiO and SiO3 fragment. It 

resulted in the displacement of SiO3 layer to the (-) a-axis direction. We assumed large 

ferroelectric polarization of SiO3 layer is stabilized by a local anti-ferroelectric 

configuration with BiO local layer.  
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Table 5-10. Polarization of Bi2SiO5 by the MaxEnt/fragment EP method. 

  C/cm
2
 

 

Polarization Projected Polarization  

|P| Pa Pb Pc 

MaxEnt/fragment 

EP method 

Bi2O2 layer 4.21(7) -1.8(1) 0 -3.8(1) 

Bi(b)-O(b) 

sublayer 
26.8(3) 24.0(2) 0 -11.9(1) 

Bi(a)-O(c) 

sublayer 
27.0(4) -25.8(4) 0 8.0(1) 

SiO3 layer 27.3(1) 1.4(1) 0 27.3(1) 

Bi2SiO5 23.5(1) 0.3(2) 0 23.5(1) 

PE measurement
51

 Bi2SiO5 - 0.8 - - 

First-principle 

calculation
51

 
Bi2SiO5 14.5 0.1 0 14.5 

PC model Bi2SiO5 9.4 4.9 0 8.1 
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Figure 5-13. Schematic view of polarization at (a) each fragment in Bi2SiO5  

     and (b) antiferro coupling between the SiO3 and Bi2O2 layer. 

 

 

 

 

 

 

 

(a) (b) 
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Chapter 6 

 

Summary 

 

 We have developed a novel estimation method, the MaxEnt/fragment EP method, 

of ferroelectric polarization by means of Synchrotron Radiation X-ray powder diffraction. T

his is a new approach to estimate the local/total polarization based on the structural 

information such as lattice parameter, atom position, electron density and electrostatic 

potential. It should be emphasized that this method only needs a tiny amount of the 

powder samples. Through validity test of this method using BaTiO3 and PbTiO3 powder 

sample, we found that this is an appropriate method for order estimation of polarization 

value; it is a powerful method to estimate the local/total polarization in the system with 

strong ionic bonding character. 

 The MaxEnt/fragment EP method was applied to the estimation of ferroelectric 

polarization of Bi2SiO5 which has an isolated the SiO3 and the Bi2O2 layer. We found that 

this material has a large polarization along the c-axis, and it originated from the SiO3 layer 

having ferroelectric configuration. Although Bi-O molecule has a large polarization along 

the a-axis, their antiparallel alignments cancel out the polarization in the Bi2O2 layer. As a 

result, the dipole is ordered hierarchically. The hierarchical dipole ordering in crystal 

structure stabilizes the ferroelectric configuration of the SiO3 layer resulting in a large 
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polarization Pc in Bi2SiO5. This result provides that the newly developed our approach is a 

powerful and widely applicable method to visualize the local polarization and their ordering 

states in crystal system using only a few microgram powder samples.  

 For the future work, I would like to find a way to enhance the MaxEnt/fragment EP 

method and apply it for the design of the novel material.  

 As it was shown in the example of Perovskite materials, the MaxEnt/fragment EP 

method resulted in a little gap of the obtained polarization for the high covalent character 

system; high covalency between fragments reduced the polarization value. However, the 

reason why the MaxEnt/fragment EP method cannot provide the good polarization value is 

not still clear. In order to improve the method, at first, I would like to increase the total 

number of pixel in a unit cell. In the calculation process, the electron density was quantized 

at each pixel. If we increase the number of pixel, it is possible to obtain more accurate 

boundary and the electron density distribution for each fragment as well as the obtained 

polarization value. Secondly, this MaxEnt/fragment EP method was applied to only 1 unit 

cell. Thus, if we increase the number of unit cell as many as possible, it is expected to have 

the converged value of ferroelectric polarization.  

 As an application of the MaxEnt/fragment EP method, we think that this method 

can be used for the designing of the novel material. The MaxEnt/fragment EP method 

revealed the ferroelectric polarization at each local structure, for example, it was found that 

the polarization of Bi2SiO5 is originated from the SiO3 layer. Because the SiO3 layer has a 

form of one-dimensional chains of the SiO4 tetrahedral unit, it is easy to cause the structural 

displacement of SiO3 layer by the change of environment. Change of the SiO3 layer 

structure is directly related to the ferroelectric polarization of Bi2SiO5, and it is supposed to 
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enhance the property of Bi2SiO5. Therefore, the MaxEnt/fragment EP method is expected to 

provide a part of useful guidance to manipulate the local structure for further development 

of materials. We believe this will contribute to the development of green environment 

materials and devices in various scientific fields. 
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Abstract 

 

 

     Designing and controlling of electric polarization in solids are vital for emerging 

electronics, such as high-performance field-effect transistors, Ferroelectric Random Access 

Memories (FeRAMs) and multiferroic devices in nano-scale. Neither microscopic 

characterization nor design of individual dipoles, however, has been intensively investigated 

so far: the properties have been mainly described in terms macroscopic properties based on 

measurements of dielectric permittivity and electric polarization P under electric field E for 

bulk samples. Recently, the electrostatic potential (EP) analysis based on the electron charge 

density using Maximum Entropy Method (MEM), what we call MaxEnt/EP, has been 

developed for the characterization of specific features originating from the electrostatic 

field/force in microscopic scale. Using the MaxEnt/EP analysis, the relationship between 

internal electric field and physical properties was successfully visualized; based on the 

visualized result, thermal conductivity affected by rattling and superconductivity related to 

the bipolaron were understood in aspect of density level crystal structure.  

 In this research, we introduced the concept of fragment, which is determined by 

electrostatic potential boundary around particular pair in addition to the MaxEnt/EP method; 

we quantitatively investigated a local polarization in the fragment. In order to verify the 

validity of this method, the polarization of typical pervoskite materials, PbTiO3 and BaTiO3 

were estimated. Furthermore, we applied the MaxEnt/fragment EP method to the 

polarization estimation of Pb-free novel ferroelectrics, Bi2SiO5.  
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 In visualized electron density of PbTiO3 and BaTiO3, enhanced covalency property 

between cation and anion was observed at the ferroelectric phase in both materials; this 

covalent property was significantly enhanced in PbTiO3 than in BaTiO3. The enhanced 

covalency is strongly related to large polarization value. Using the MaxEnt/fragment EP 

method, we estimated to polarization value of PbTiO3 and BaTiO3. We found that 

polarization estimated by the MaxEnt/fragment EP method is in good accordance with the 

previous results; this method is a powerful for the estimation of polarization in the system 

with weak electrostatic potential interaction between fragments.  

 The method is applied to the Bi2SiO5 material, which has unmeasurable 

ferroelectric polarization along the specific axis due to facet feature of the fabricate sample. 

We have precisely determined the crystal structure of layered structure Bi2SiO5, which 

composed of the SiO3 and the Bi2O2 layers. The material has structural phase transition 

from orthorhombic phase with Cmcm space group to monoclinic phase with Cc space group. 

In addition, charge density level structure visualized the ionic polarization of Si-O and Bi-O 

at ferroelectric phase. Using the result of electron density level structure, we estimated the 

polarization at each layer of Bi2SiO5. As a result, the SiO3 layer was primary component of 

large polarization in the Bi2SiO5. The dipole of layers was visualized with hierarchical order. 

We deduce that the dipole order stabilized the strong ferroelectric configuration of the SiO3 

layer. Thus, these results provide that the newly developed approach is powerful and widely 

applicable method to visualize the local polarization and their ordering states in crystal 

system using only a few microgram powder samples. Furthermore, the information of local 

electric polarization patterns will conduce to designing and developing a novel high 

potential material.  
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