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Chapter 1
I ntroduction

1.1 Introduction

111 Aims

This dissertation has two aims; one is descriptargd the other is theoretical. The
descriptive aim is to illustrate morphophonologicatiations in Japanese compounding.
It will be shown that compounding patterns of th#@guage exhibit interesting
morphophonological variety. The theoretical aimtasargue for a mechanism that
governs the morphophonology of compounding witlia framework of Optimality
Theory (OT; Prince & Smolensky 1993). | will payesml attention to two kinds of
linguistic structures: the stratified structure thie lexicon, and the morphological
structure of compounds.

It has been reported that lexical stratificatiorussd by the etymological
origins of words, which | call the etymological et (ER) classification, derives from
phonological and morphophonological varieties. Sintha-language variations, which
have been one of the main issues in theoreticahqgdbgy, are reported to be found in
many languages, such as English (Kiparsky 1982u8a997), Korean (Lee 2003), Fox
(Inkelas & Zoll 2003), Hebrew (Becker 2003), andkish (Inkelas, Orgun, & Zoll 1996,
Inkelas & Zoll 2003). Japanese, which is examimethis dissertation, is another such
case (McCawley 1968, Vance 1987, Ito & Mester 1893899, Fukazawa et al. 1998,
Tanaka 2002, and many others).

Morphological structure is, of course, important mmorphophonological
inquiries; it is a widely accepted fact that morjggical structure plays a central role in
the morphophonological behavior of human languagelki{rk 1982, Kiparsky 1983,
McCarthy & Prince 1994, among many others). In dapa, many studies suggest that
morphophonological operations, such as rendakpplication and compound
accentuation, crucially depend on the morphologstiaicture of words (Otsu 1985, Ito
& Mester 1986, 1998, 2003, Kubozono 1993, 1995,719%&naka 2001, Nishimura
2007, among many others).

Through analyzing variations in Japanese compaogndiwill argue how these
two structures play a crucial role in the morphapdiogy of this language, and 1 will
propose a morphophonological mechanism that goveompounding within the
framework of OT. It will be revealed that multidims&onal correspondence plays a key
role in the morphophonological system of compougdNicCarthy & Prince 1995,
Spaelti 1997, Struijke 1997, Benua 1998). In additiit will be illustrated that the



morphological branching structure of compounds, ciwhihas been traditionally

introduced to explain morphophonological phenoménapt essential in phonological

investigation. The phonological structure of compaal can be derived from the
interaction among universal constraints and thepmalogical headedness specification
without assuming external relationships among mempds.

1.1.2 Findingsand Proposals
From a descriptive point of view, this dissertatioiii reveal the following points about
Japanese compounding:

(1) descriptive findings

i. Morphophonological behavior varies among the compng patterns in
Japanese;

ii. The ER classification of the Japanese lexicon, (Yamato, Sino-Japanese,
Loanwords, and Mimetics) plays a crucial role noifyan phonology but also in
the morphology and morphophonology of this language

iii. The influence of base words plays a crucial role morphophonological
variations of Japanese compounding.

From a theoretical point of view, this dissertatasgues for the following points within
the framework of OT:

(2) theoretical proposals

i. Combined with Correspondence Theory (McCarthy &€&&i1995, Benua 1997),
OT can accurately account for the morphophonoldgiciations among
compounding patterns in Japanese;

ii. Relativization of correspondence is necessary mby o input-output (IO)
correspondence but also in output-output (OO) spwrdence;

lii. The default specification in relativized correspondence relations is the one that
relates to the highest-ranked constraints;

iv. The morphological branching structure of compoustusuld be replaced by OO
correspondence relations among morphologicallytedlavords in phonological
inquiries.

1.1.3 Target of Analysis
This dissertation deals with the morphophonology Jdpanese compounding.



Compounding is a fundamental morphological openagahibited by most human

languages, and it is acquired by children earhantany other morphological operation
(Spencer 1991, Lieber & Stekauer 2009). Howeveyandiess of its common nature,
compounding is not easily defined, and numerougpgsals have been made toward
defining this morphological operation (see, e.geber & Stekauer 2009).

Because | aim to analyze the morphophonologicalatien of Japanese
compounds but not morphological terminology, thecpse cross-linguistic definitions
of compounding and compounds are beyond the sddpe alissertation. Rather, | wish
to briefly explain compounding in this language. this dissertation, | will mainly
analyze normal compounding, dvandva compoundingjt&o patterns of reduplication,
which | refer to as intensive/plural reduplicatiand mimetic reduplication. Surface
products of these morphological operations shadatowing two conditions:

(3) A compound:
i. consists of two (or more) phonological realizatiofig stem or a word; and
ii. forms a single prosodic word (=a single accentoahain).

Note that these conditions relating to “compouniaistthis dissertation attach special
importance to their phonological properties.

(3i) is similar to the widely accepted conditiom tmmpounding, which defines
a compound as being characterized by a combinafitwo (or more) words (see, e.g.,
Crystal 2008, Lieber & Stekauer 2009). However,) (&quires only two surface
phonological realizations of a stem. The practiitierence between the two conditions
is whether reduplication is included in compoundimbis morphological operation is
excluded from compounding under the widely accemedadition above: one of the
participants in this morphological operation isesluplicative (RED) morpheme that
lacks any phonetic specification and is therefarahle to be realized as a single word
at the surface level. This dissertation, howevealyzes two reduplication patterns as
members of Japanese compounding. Because redigiicat Japanese is total
reduplication—whereby the RED morpheme copies thele&vsegmental structure of a
base stem, which is the phonetic source of thisiimmation—reduplication and other
compounding patterns are superficially very similarlaim that Japanese reduplication
should be phonologically regarded as a compounpgattern, even though it does not

1 T exclude Sino-Japanese bound morphemes that are mainly found in bimorphemic
root conjunction from Japanese stems (cf. [to & Mester 1996) because these morphemes
lack the morphological independency that normal Japanese stems exhibit.



satisfy the morphological condition of compounditigwill be illustrated that there are
significant similarities (and interesting differas} between morphophonological
behavior in canonical Japanese compounding andrthiaé two reduplication patterns.
Therefore, | believe it is worthwhile to compare thnorphophonological behavior in
Japanese reduplication with that in other compaumng@atterns in this language.

(3ii) also declares that a compound in this dissen is defined phonologically.
| wish to limit the focus of the analysis on compding that forms a single prosodic
word. Prosodic concatenation is one of the generakkcepted cross-linguistic
characteristics of compounding (Lieber & Stekaug®9. In Japanese, this criterion
entails that a compound may have at most one gcodmrwise it follows the flat
pattern, which lacks an accent. As Kubozono (198&jorted, some complex
compounds can optionally consist of two prosodic rdgp such as
[doitsu-bLygaku-Rookaﬂ~[doitSL]-[buygaku-Rookaﬂ “literature  association in
Germany.” | will analyze such complex compounds & optional prosodic division
as long as they can also be pronounced as a siragedic word

1.1.4 Noteon Data

This dissertation relies heavily on data that defiom the intuition of native speakers
of Japanese. | will therefore adapt quite a feweexpental data that are seldom found in
ordinary speech but are derived from the reflestioinative speakers. It is quite curious
that whereas such an approach with respect toisitiguata is generally accepted in
syntactic analysis, it is not so common in (morphonological inquiries. Such data
have received little attention in previous studiedapanese phonology and morphology.
| believe that the data and analysis presentedis dissertation will contribute to
further research into human language.

The newly reported data in this dissertation regfurrther investigation. The
grammaticality or ungrammaticality of the data bagn confirmed by native speakers
of Japanes&.lIt is, however, possible that other speakers padase may find some of
the data difficult to accept because there is narantee that two native speakers of a
language share entirely the same grammar. | bebexed discrepancies can provide

2 Kubozono also reported some complex compounds that are never pronounced as a
single prosodic word, for example, [#iisanal-[(iNsetsu-undool “small kindness
movement” and [d5ijuul-[miNfutool “the Liberal Democratic Party.” The great majority
of such compounds are proper nouns or contain a phrasal structure, which is
exceptional in compounding. I assume that such exceptional cases are derived
independently from the general compounding mechanism of Japanese.

3 These speakers are university students and graduate students who live in the Kanto
and Tokai areas (3 males and 9 females, 19-36 years old).



further valuable data on Japanese morphophonology.

1.1.5 Organization

This dissertation consists of five chapters. Chapie this introductory chapter. Chapter
2 examines morphophonological data regarding Jagac@mpounding. In that chapter,
the four patterns of compounding in Japanese—nanmiyal compounding, dvandva
compounding, intensive/plural reduplication, ananeiic reduplication—are illustrated.
Chapter 3 argues for the basic morphophonologicachanism of Japanese
compounding within the framework of OT. Chapter dbvides an account for
morphophonological variations among the Japaneswaoonding patterns described in
Chapter 2 within the OT framework. Chapter 5 préséme concluding remarks.

1.2 Japanese Phonetics and Phonology

This section offers a brief overview of Japanesengktics and phonology as the
background for the analysis in this dissertafidnwill illustrate the phonetic inventory
of Japanese, allophonic variations, syllable stma;tand the basic accentuation rules in
the language. | will also introduce simplified pletic symbols and descriptive symbols,
which | will use in the following chapters for tlsake of simplicity.

1.2.1 Vowels
The vowel system of Japanese is relatively simplas language has a five-vowel

system, as shown in (4):

(4) Japanese vowel inventory

[ w High
e o] Middle
a Low
Front Central Back

The Japanese vowel inventory consists of a hight frowel [i], a high back voweld],

a mid-front vowel [e], a mid-back rounded vowel,[ahd a central low vowel [a]. The
great majority of native Japanese speakers promotine high back vowel as an
unrounded vowel, and therefore it should be inéiddiy fu], as shown above. | will,

1 For a fuller overview of Japanese phonetics and phonology, see McCawley (1968),
Vance (1987, 2008), Tsujimura (1996), and Labrune (2012), among others.



however, use [u] to indicate this vowel for destivigp simplicity, as stated below:

(5) descriptive simplification: vowel
[w] > [u]

Vowel length is contrastive in this language; gveowel can be realized as
both a short vowel (monomoraic) and a long vowai(aic), which is indicated by
two identical vowels. Although all of the five longwels are found in Japanese, their
distribution is biased among the ER classes: wikeseane long vowels are prohibited
in Yamato and Sino-Japanese, all vowels can be iongoanwords, as illustrated
below:

(6) a. Yamato: ii, *ee, *aa, 00, ulf
i “good” ooi “many” kuu “eat”

b. Sino-Japanese: *ii, ee, *aa, 0o’ uu
meeree “order” roodoo “work” kyui  “in the air”

c. Loanwords: ii, ee, aa, 00, uu
kii “key” reeto ‘“rate” aato
koora *“cola” suupu  “soup”

art”

Another interesting fact about Japanese long voselsat the sequences /ei/ and /ou/
are neutralized in most cases into long vowels el [00], respectively, at the surface
level with a few exceptior’s.? This vowel alternation takes place independentynf
the ER classification. A few examples are showmwel

5 There are a few lexical exceptions, e.g., kaasaN “mother,” and neesaN “sister.”

6 A high back long vowel [uu] is found only in inflected verbs.

7 A high front long vowel [iil and a central low long vowel [aal are impossible in a
Sino-Japanese morpheme but possible in a bimorphemic word, e.g., #17 “status,” and
haaku “understanding.”

8 The exceptions of this neutralization are found in some Loanword items, e.g., supeiN
*speeN “Spain,” eito, *eeto “eight,” souru~sooru “Soul,” and windouzu~windoozu
“Windows.”

9 This neutralization may not happen in very careful speech.



(7) a.leil~> [e€]
SJ: /ego/ > [egyO] “English”
L: /deit/ > [deeto] “date”

b. /ou/-> [00]
SJ: /koukour> [kookoo] “senior high school”
L: /kout/ > [kooto] “coat”

1.2.2 Consonants

Let us move on to consonants in Japanese. The ramismventory of this language is
shown in (8), where voiceless segments are showtheteft and voiced segments on
the right if there is a voicing variety:

(8) Japanese consonant inventory

Bilabial | Alveolar | Alveolar-palatal| Palatal | Velar | Uvular | Glottal
Stop p/b t/d kig
Fricative ¢ slz ¢lz ¢ h
Affricate ts/dz te/dz
Nasal m n n n N
Flap r
Approximant w ]

[N]: @ moraic nasal segment without place spedibca

In this dissertation, | will make the following depgement of four phonetic symbols for
the sake of descriptive simplicity:

(9) descriptive simplification: consonants
. [91 > [f]
. [l > 1]
. [e] > ]
. [2] >3]

o O T 9



Obstruents and nasals can be geminated in Japadne#d@s dissertation, a
sequence of two identical consonant symbols inegad consonant geminate as
illustrated below:

(10) happa “leaf” otto “husband” oltk'uu “express”
sunobbu  “snob” roddo “rod” dgu “dog”
tfisso “nitrogen” furfu “fresh” mahha “Mach”
annai  “guide” komma “comma” kgae “thought”

Whereas voiceless obstruent geminates are fourdal ithe ER classes, their voiced
counterparts are found only in the Loanword classye will examine in 1.4.2.

1.2.3 Allophonic Relations
This section briefly examines major allophonic tielas in Japanese phonology.

When a nasal segment is followed by a consonaffit glitsure at the surface
level, place assimilation takes place; otherwités realized as a uvular nasall,[ as
shown in (11):

(11) a./paN/ + /matsuri® [pam-matsuri] “bread festival”

bread festival

/paN/ + /doroboof> [pan-doroboo] “bread thief”

bread thief
/paN/ + [kuzu~> [pag-kuzu] “breadcrumbs”
bread dust
/paN/~> [pav] “bread”
bread
b. /kam/ + /-ta/> [kanda] “bite-RsT’
bite RsT

10 Voiced obstruent geminates in Loanword items optionally become devoiced when the
morpheme contains another voiced obstruent, as shown below:

a./dog/ > [doggul~[dokku] “dog”

b. /bed/ >[beddo]~[betto] “bed”

See Nishimura (2003a, 2006) and Kawahara (2005) for a theoretical account.



In Yamato, Sino-Japanese, and some Loanword itdrasalveolar obstruents,
[t], [d], [s], and [z] are palatalized when theypa@ar before a palatal vowel [i], as shown
below:

12) a.t>tf/__i - [kafi], *[kati] “win”
b.d>d3~3/__i . [ragio], *[radio] “radio”
c.s> [/ __i - [liiN], *[siiN] “scene”
dz>d3~3/__i : [simbabue], *[zimbabue] “Zimbabwe”

In a similar fashion, the alveolar stops [t] anfidernate to the affricates [ts] and [dz]
(or [z] in some word-internal contexts, as illugdgbelow), respectively, when they are
followed by a high back vowel [u], as seen here:

(13) a.t>ts/__u . [tatsu], *[tatu] “stand”
b.d>dz~z/_ _u :dindzuu] ~ ginduu]  “Hindu”

A voiced alveolar fricative [z] and a voiced alvaol affricate [dz] exhibit

complementary distribution; [dz] is found in the ndanitial position, in the post-nasal
position, and in a geminate cluster and [z] in pitentexts:* Consider the following

examples:

(14) a./zu/ + [kaN/ >  [dzukal], *[zukaN] “illustrated dictionary”
figure dictionary
[fukaN/  + /zu/ >  [fukandzu], *[fukaizu] “bird’s-eye view”
looking down figure
/kidz/ -  [kiddzu], *[kizzu] “kids”
kids

11 However, Maekawa’s (2010) corpus-based study suggests that the realization of [z],

[dz], [3], and [d3] mainly depends on the time that speakers can use for the
articulation but not on the phonological position of the sounds: the closure occurs when
sufficient time for the articulation is provided.



b. /il  + lzu/ > [tfizu], *[tfidzu] “map”

land figure

A voiced palatal fricative3] and a voiced palatal affricate gldexhibit the similar
relationship, as in (15):

(15) a.Bgi/  + [/kaN/ > [dzikan], *[3ikan] “time”
time interval
/saN/  + Al >  [sandi], *[san3i] “three o’clock”
three time
/brids/ ->  [buriddi], *[buri33i] “bridge”
bridge
b./go/ + il 2> [go3zi], *[ godsi] “five o’clock”
five time

In Japanese, a voiceless bilabial fricatigg p voiceless palatal fricative][
and a voiceless glottal fricative [h] are allophowariations: whereas [ha], [he], and
[ho] are possible, *[hu] and *[hi] are not, and yhare realized aspl] and Ei],
respectively, as shown below:

(16) a.h>h/__e :[heddo] “head”
b.h>h/__a :[hatto] “hat”
c.h>h/__ o :[hotto] “hot”
d.h>¢/ i :[iito], *[hiito] “heat”
e.h>¢/_u :puudo], *[huudo] “hood”

A unigue phonological phenomenon in Japanese is qisi-allophonic
relationship between a voiceless bilabial stopajpd a voiceless glottal fricative [h]. In
Yamato and Sino-Japanese, these two sounds beh#vihay are allophonic variations,
although they are not phonetically similar to eatiter, as shown below:

10



(17)  a.Yamato

/har/ > [haru] “stretch”
stretch

Icikl + /har/ > [cipparu] “pull”
pull stretch

b. Sino-Japanese

/hai/  + tatsu/ > [haitatsu] “delivery”
delivery achieve

fiN/ + /hail > [fimpai] “worry”
mind delivery

1.2.4 Syllable structure

Japanese has a relatively simple syllable struciline majority of Japanese syllables
are open syllables, and closed syllables are atloaely under several restricted
conditions. Onset is optional. Neither complex ¢ms®wr complex codas are allowed.
The following serve as examples, whereby a peepdesents a syllable boundary:

(18) a.(C)V: [ “stomach” a.na “hole”

hai.ta.tsu “delivery” dgu.ma *“dogma”

b. (C)VC: dog.gu  “dog” gak.koo “school”
bat.ta “grasshopper” hap.pa “leaf”

c. (C)VN: han.tai “opposition” dpgai  “cliff”
ham.maa “hammer” kagae  “thought”

d. a “idea” pal “bread”
ha.ke “dispatch” Ki.rN “giraffe”

A few examples of open syllables are shown in (18ayllable coda is allowed if it is
the first segment of a consonant geminate, as &b)(lor that of a nasal-obstruent
cluster in which the two segments share the pléegticulation, as in (18c). As shown
in (18d), a nasal coda that phonologically lacksplspecification is the only consonant
found in the word-final position. A coda consonantlapanese is a mora-bearing unit,
and therefore a CVC syllable is bimoraic.

11



1.2.5 Accentuation

Finally, let us briefly examine the basic systemwird accentuation in Japanese.
Japanese is a mora-based pitch-accent languagectimn of an accent is represented
by the pitch pattern of the morae in the word. A®ted in 1.1.3, accentuation plays a
key role in the analysis of Japanese compoundihgs morphological operation
generally involves prosodic concatenation, andeioee a compound basically has at
most one accent. Accentual variations among thepoomding patterns will be
described in Chapter 2.

The pitch of the first mora in a Japanese word rbadbw unless the word has
a word-initial accent or the word initial mora isetfirst half of a long syllable (the
initial lowering rule; Haraguchi 1977). The acceht word falls on the mora before the
pitch goes down. The second mora of a heavy sglahhnot have an independent
accent. It is possible for a word not to have amghpfall. There are two possibilities in
such a case: one is a word-final accent, and ther dhe flat pattern, which lacks any
accent. These two patterns can be distinguisheah ahegord is followed by a patrticle.
If a word has a word-final accent, then the follogviparticle has a low pitch. On the
other hand, if a word does not have such an actes, the following particle has a
high pitch.

The location of a word accent is unpredictable, #merefore it must be
lexically specified. If a word consists of N syllab, there are logically N+1 accent
patterns, including the flat pattern. For examplérisyllabic-trimoraic word may have
four variations, as shown in (19), where the pibéha mora is indicated by H (high
pitch) and L (low pitch), and the location of thecant is indicated by the apostrophe
immediately after the accented mora:

(19) a. ho'teru HLL “hotel”
b. koko’ro LHL “heart”
c. atama’¢a) LHH(L) “head”
d. sakanafa) LHH(H) “fish”

(19a), which begins with a high pitch followed loy pitches, exhibits an initial-accent
pattern. In (19b), which has a pitch fall betwelea $econd and third morae, the accent
falls on the second mora. (19c) exhibits a wordifiaccent and (19d) an accentless
“flat” pattern. The pitch patterns of a word witHiaal accent and that of an accentless
word are identical, but differences emerge whery e followed by postpositional
particles, as shown in (19c¢) and (19d).
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Accent patterns are distinctive in Japanese; ttery differentiate words
whose segmental structures are exactly identided.féllowing serve as examples:

(20) a. haji HL hai'(ga) LH(L) hdi(ga) LH(H)
chopsticks bridge edge
b. mufiro HLL mufiro(ga) LHH(H)
rather straw mat

These facts suggest that Japanese speakers nmasthedocation of accent as part of
the lexical information of stems.

As stated in 1.1.3, the two components of a comgoare prosodically
concatenated through compounding, that is, a congpdwas a single accent even
though it consists of two components, each of whodginally has its own accent.
Consider the following examples:

(21) onna + kokoro -  onnago’koro
LHH LHL LHH HLL
woman heart woman’s mind

Each of the two stemenna and kokoro independently has a lexical accent, which
appearswhen they are pronounced as simple words. On therohand, in the
compoundonnaygokoro, the accent falls on the first mora of the seconthponent,
which originally does not have an accent.

The location of the accent in compounds dependsnany factors, such as
syntactic categories, the lexical properties of phemes, and morphological structures.
I will discuss this issue in Chapters 2 and 4 byuBing on the original accent of the
head component.

1.2.6 Descriptive Symbols
In addition to the phonetic symbols shown in 1.2 1.2.3 and the accent-marking
apostrophe used in 1.2.5, | will adapt several sysin this analysis for the sake of
descriptive convenience. These symbols themseheisany phonetic information.

A hyphen “-” indicates a morpheme boundary in coomus. For example, a
compound consisting déawa “river” and usgi “hare” is represented dsawa-usgi
“river hare.”
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A pair of square brackets “[...]” indicates a prosodvord. For example,
whereas [inu-neko] indicates that this sequencengorn single prosodic word and
therefore forms a single accent pattern, the semug¢imu] [neko] consists of two
prosodic words, each of which may independentlyetav accent.

A pair of curly brackets *{...}’ represents a morpbgical constituent. | adopt
this to illustrate the morphological structure amplex compounds. For example, in
midori-{ kawa-usgi} “green river hare,” the second and third stemsnf@ constituent,
which is the second component of this complex camgo It will also be used to
indicate a constituent in compounding at the inpueél.

A subscript ;" indicates morphological headedness in a compoQuasider
for example the following compounding:

(22)  {lusaily, Ikawa/} > [kawa-usai] “river hare”
hare river

The underlying representation of a compound istafsgvo or more morphemes, as in
(22). In this compounding, one of the componenisay/, is underlyingly specified as
the head of a compound, and it is realized asé¢ber&l component of the compound in
the surface representation. The headedness spd#ioificcan be given not only to a
single morpheme but also to a set of morphemegditae underlying representation of
an embedded compound. Consider the following exampl

(23)  {{/usagily, lkawa/}y, /Imidori/} - [midori-kawa-usgi]
hare river green “green river hare”

In this case, a set of morphemes that is the uyidgrtepresentation of the embedded
compoundkawa-usgi is underlyingly specified as the head of the caxmompound
midori-kawa-usai.

1.3 Theoretical Framework: Optimality Theory

The theoretical argument in this dissertation igefigped under the framework of OT
(Prince & Smolensky 1993, McCarthy & Prince 1993db)this section, | will briefly
outline the fundamental mechanisms of this framéward indicate how it works in
establishing input-output mapping. | will also Iiiyeexplain Correspondence Theory
(McCarthy & Prince 1995, Spaelti 1997, Struijke 198enua 1997), which is one of
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the most important sub-theories in OT. It will béown that the concept of
Correspondence Theory multidimensionally plays ampdrtant role in
morphophonological variations in Japanese compagndi

OT, which was first proposed by Prince & Smolensiy993), is a
constraint-based linguistic theory and has maimdyetbped in the field of generative
phonology from the 1990s to the present (for annogw/ of the framework, see
Archangeli & Legendre 1997, Kager 1999, McCarth@20among others). The central
claim of this theory is that the essential partgphmmar consists of constraints.
Whereas the set of constraints is universal, thésrarchies are different across
languages. These OT constraints are not inviolableziolation of a constraint is
tolerated if it is necessary to satisfy anotherst@int that is ranked higher. Any
systematic variation in human language is derivethfthe interaction among universal
constraints.

The present study adopts this framework not onlgabse it has been the
dominant theory in recent phonological inquiriest lalso because it has several
advantages for morphophonological analysis. Orthesfe advantages is parallelism:

(24) Parallelism:
All constraints pertaining to some type of struetunteract in a single hierarchy.

This property of OT grammar shows that unlike rodsed derivational theories
(Chomsky & Halle 1968, and their followers), whi@llow multiple derivational
operations, there is only one-level derivation if.’® Parallelism is significant in
inquiries into the morphology-phonology interfacecause it allows dealing with
linguistic elements that belong to two differenhgiistic levels within a single
derivation. For example, McCarthy & Prince (1998)gmsed the generalized alignment
approach to explain the phonology-dependent behawio infixes in Tagalog.
Morphophonological studies on reduplication in gas languages have also been one
of the moving forces in the theoretical developma&n©OT (McCarthy & Prince 1995,
1999). In Japanese phonology, accentuation in noadwgically complex contexts is a
major topic in this framework (Kubozono 1993, Taa@005, Alderete 1999, and many
others). Because the present dissertation alsoiegamorphophonological phenomena,
this framework is therefore an appropriate subjeetddress.

12 An OT framework with serial derivations has also been proposed (Prince &
Smolensky 1993, McCarthy 2000, among others).
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1.3.1 OT Architecture

In OT, a grammar of human language consists offtwations: a powerful generator
(GEN), which derives an infinite set of output cattades, and an evaluator (EVAL) that
evaluates all the candidates according to a hieyao€ constraints (CON) and singles
out the real output, which receives the highestuatmn among the candidates. The
overall scheme of input-to-output mapping in Oassfollows:

(25)
Input — GEN > Candidate: EVAL — Output
Candidatez -
Candidates Constraint
Candidates ’ Ranking

A Candidates

Input consists of some linguistic information, mding phonetic segments and features,
prosodic structures, morphological categories,agtitt features, and semantic features.
Any kind of linguistic information can potentialgerve as input to this framework, and
no language-specific restriction is allowed at itiy@ut level in OT; therefore, the set of
possible input for grammar is logically infinitecanniversal (Prince & Smolensky 1993,
Smolensky 1996). This is one of the important cpte@ OT and is called richness of
the base (ROTB). Needless to say, this does non iined all languages share the same
set of lexical items. The set of lexical items camy among languages, and this is in
fact one of the major sources of language varlatyical items are also possible inputs
to this system, but they are arbitrarily selected éorm only a small portion of all
possible input. In other words, a set of lexicalis in any language is some subset of
the entire input set, which is universal amondailguages. One of the most important
consequences of ROBT is that any systematic vaniati human language, including
both inter-language variations and intra-languaagations, derives from the hierarchy
of universal constraints and not from anywherénendgrammar or lexicon.

Generator (GEN) is a function that derives out@udidates from a given input. GEN’s
most significant characteristic is its creativitytis function is able to produce any
change in the structure of a given input. This propis called freedom of analysis.
Take the phonological input /gbas an example. From this input, GEN derives
candidates, such as [glo [dug], [dogz], [god], [tog], [kot], [dogg], [dddooayg],
[dogdog], [kat], [kad], [kkkaaattt], [flagode], [beristegowakwak], and many others.
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Because there is no restriction on GEN'’s produgtio@er, any phonological structure
is possible among the set of candidates. As atrdbel set of candidates generated by
GEN is also infinite.

Evaluator (EVAL) is a function that singles out tleal output among the set of output
candidates generated by GEN with respect to thegiey of constraints. Because the
evaluation of candidates proceeds in a parallelnegaras argued above, it is possible to
examine the interaction between two areas, suchagphology and phonology, within
this framework. We will see how EVAL works in sdieg the optimal output in the
following section.

Constraints (CON) and constraint ranking play tleat@l role in selecting optimal
input to output mappings. One of the most imporfamiperties of OT constraints is
their violability: any constraints in OT are essaihy violable, but their violations must
be minimal. The violation of a constraint is tokeic only if it is necessary to satisfy
another constraint that is ranked higher in thestramt ranking. Whereas OT
constraints are universal, most of their hierarghigconstraint ranking) are
language-specific, and therefore they must be aedui Since there is no
language-specific restriction on input in OT, aggtematic linguistic variation must be
yielded by some difference among the constrainbhifies.

The universal constraints can be basically cleskiinto two groups: one is
markedness constraints, and the other is faithéslieenstraints. Markedness constraints
prohibit some particular structure along with umgsz markedness in human language.
Faithfulness constraints require identity betweea $tructures that are related in some
way, such as input to output, base to reduplicamd, a morphologically simple form to
a complex form. The role of faithfulness constrawill be illustrated at length in 1.3.2
and 1.3.3 within the concept of Correspondence iijheo

Output is the candidate that receives the highestuation among those generated by
GEN. It should be noted that a winning candidatesdoot need to be perfect. Rather,
the actual output almost always violates some caims$ that are ranked lower.

1.3.2 How to Select the Optimal Output

Let us demonstrate how input-output mappings ar@bkshed within the OT
framework. Consider a language in which every bj#lehas an onset, and consonant
epenthesis occurs to eliminate onsetless sylldbies the output level. Within the OT
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framework, this phonological phenomenon should béewstood as an interaction
between two constraints: one penalizes any onsetlghables and the other bans
segmental epenthesis in input-to-output mappingcBr& Smolensky (1993) stated the
former, a member of the markedness constraint jaasl follows:

(26)  ONsET: *[,V (‘Syllables must have an onset.")

This constraint requires that syllables must nagimevith vowels; it bases on the
relative unmarkedness of a syllable with an onseart onsetless syllable. The other
constraint, which is a member of the faithfulnessstraint family, is shown below:

(27)  Dep-10O: Every element of output structure has a correspmeen input
structure (McCarthy & Prince 1995).

This constraint prohibits segmental epenthesishatdutput level. Let us assume an
input is /e/; consider the following tableau, whidhstrates how these two constraints
are violated:

(28)

input /e/ ONSET DEP-10

A star indicates the violation of a constraint. 8ese this input lacks a consonant, its
fully-faithful output candidate (28a), which is geated by GEN, lacks an onset and
therefore violateSONSET. This candidate satisfieBEP-IO because the only output
segment [e] corresponds to the input segment N &so creates an output candidate
that has syllable onset, as shown in (28b). Whetleiascandidate satisfiEONSET, it
violatesDeP-1O for obtaining the onset segment [t], which doesawrespond to any
input segment. In this case, the output selectepedds on the hierarchy between the
two constraints. Because this language allows agwrgo epenthesis to eliminate
onsetless syllables at the output level, the optinsmdidate must be (28b). This
phonological situation suggests tkkaseT dominateDEer-10, as shown below:

(29)  ONseT >>DEP-10

18



The following tableau illustrates how this congttahierarchy correctly differentiates
the two candidates:

(30)

input /e/ ONSET DepP-10

b.~>te *

A solid line between two constraints indicates tihat left one dominates the right one.
The optimal output is marked by an arrow, and a stith an exclamation mark
indicates a fatal violation. It is shown that catede (30b) (=[28b]) gets a better
evaluation than the fully-faithful candidate (3@a)28a]), which fatally violate ©ONSET.
In other words, candidate (30b) is more harmoniantt{30a). Because no other
candidate is more harmonic than candidate (30hb}¥ #elected as the optimal output
from this input. Note that the winning candidat®iB does not perfectly satisfy the
constraints at issue; it still violat&epr-10. However, this violation is tolerated because
it is necessary to satisfPNsSET, which ranks abov®EeP-1O in the constraint ranking
(29).

Let us now assume that the input is /te/. Becausariput already has an onset
segment, no consonant epenthesis is necessary. sithaion is explained in the
following tableau:

(31)

input /te/ ONSET DeP-10
a—~>te

b. e *1

Whereas candidate (31a), a fully-faithful candid&t@m this input, satisfies both
constraints, candidate (31b) fatally violat®siseT, and therefore candidate (31a) is
chosen. In this case, the faithfulness constfair-10 is not violated by either of the
candidates, and therefore it does not affect thelref the output selection. In addition
to the violation ofONSET, candidate (31b) also incurs a violation of thighfalness
constraint, which bans consonant deletion; butdlgs does not affect the result. Note
that this output selection is wholly independentttté constraint hierarchy: candidate
(31a) is more harmonic than (31b) in any constrhiatarchy. This fact indicates that
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Itel > [e] mapping (i.e., onset deletion) never occurdeaurthis constraint set. This
relationship between the two candidates is cai@anonic boundingSamek-Lodovici
& Prince 1999): candidate (31b) is harmonically haed by (31a). As a consequence,
both inputs /e/ and /te/ are neutralized into thepot form [te], which has an onset
segment; furthermore, an onsetless syllable newerges at the output level under this
constraint hierarchy.

Now, let us examine another constraint hieraramyyhich the two constraints
are reversed, as shown below:

(32) DEP-IO >> ONSET

The result is a grammar that allows onsetlesslsgia The following tableau illustrates
the realization of an onsetless syllable underctrestraint hierarchy (32):

(33)

input /e/ Dep-10 ONSET
a—~>e *

b. te *1

Because the input underlyingly lacks an onset segntbe fully-faithful candidate
(33a) lacks an onset segment, and therefore irsnawiolation ofONSET. However,
this violation is tolerated because onset epergh@sikes the output structure violate
DepP-10, which is ranked abov®©NseT, as in candidate (33b). As a consequence,
candidate (33a) is chosen. Note that a syllablé w&it onset is still allowed in this
language. Like the evaluation in (31), an inputhvilie onset segment /te/ is faithfully
realized, as in the following tableau:

(34)

input /te/ DepP-10 ONSET

b.>te

Because candidate (34b) violates neither of the d¢amstraints, it receives a higher
evaluation than candidate (34a), which violates mh&kedness constraint. Again,
candidate (34a) is harmonically bounded by (34b).
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In this section, we have seen that the two com$sr®eP-10 andONSET can
correctly explain both a language that allows asetiess syllable and one that does not.
The important point here is that the ranking of tlve constraints predicts that there is
no language that allows onsetless syllables butipits syllables with an onset; in any
ranking with these two constraints, such a langueeyer emerges.

1.3.3 Correspondence Theory

Let us further investigate the workings of faitlmfeiss constraints. The original theory of
faithfulness constraints proposed in Prince & Smehg (1993), called Containment
Theory, assumes that output contains all structiarése input and that some structures
have surface phonological realization whereas sttiemot. Whether each structure has
phonological realization at the output level deead the interaction among universal
constraints, which are ranked differently amongglaages. This assumption was later
abandoned in Correspondence Theory (McCarthy &cBritf95, Benua 1997), which
formulates faithfulness constraints based on theespondence between two related
structures.

In Correspondence Theory, a faithfulness constisicalled “a correspondence
constraint.” A correspondence constraint requidesiity between two structures that
are linked by some correspondence relation. Mc@aghd Prince (1995) stated
correspondence as follows:

(35)  Correspondence:
Given two strings Sand $, correspondence is a relatiohfrom the elements
of S to elements of Sa (an element of $ andp (an element of § are
referred to as correspondents of one anotheRf.

Some pairs of structures are proposed to panfl $, such as input and output, and a
base form and its derived form. The requirementaotorrespondence constraint
sometimes conflicts with markedness constraingssburce structure contains a marked
structure or its cause. As we have seen in theiqusvsection, conflict between
markedness constraints and faithfulness constranise of the main concerns in OT
output selection. Such interaction among univemsahstraints, which are ranked
differently across languages, yields various phogichl and morphophonological
diversities.

In this dissertation, three types of correspondeareediscussed: input-output
(I0) correspondence, output-output (OO) correspnoeleand base-reduplicant (BR)
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correspondence. It will be shown that faithfulnessstraints based on these three types
of correspondence play a crucial role in the mopblomological variations of Japanese
compounding. In the following subsections, | witidfly examine each of these three
types of correspondence.

IO correspondenc@icCarthy & Prince 1995)

The first and most fundamental type of correspondesn that between an input form
(underlying representation) and its output couragrpThis correspondence plays a
crucial role in all input-to-output mapping; a fditlness constraint for this

correspondence relation requires that an outpuictstre be identical to its input.
Therefore, this type of correspondence constraintiolated if there is a discrepancy
between the input representation and its outpum fdxamples of this correspondence
are shown in (36), in which a double arrow indisaecorrespondence relation:

(36) IO correspondence:

/karasu/
INPUT 7 ‘\\

ouTPuT / NG

[karasu] [kawagarasul] [kawagarasu-sgafi]
“crow” “river crow” “search for river crows”

The input stem /karasu/ “crow” can be realized asrgple wordkarasy and there is an
IO correspondence relation between these two foriies stem can also be a
component of compounds, suchkasvagarasuandkawagarasu-sga/i. Again, the 10
correspondence links the input to each of thesgoomd components. In these cases, a
faithfulness constraint on obstruent voicing faistborrespondence relation is violated
because the stem undergoes rendag&quential voicing) through compounding.

OO correspondence (Benua 1997)

The second type of correspondence is that betweaoutputs that share an underlying
base morpheme. Benua (1997) originally proposesl tifpe of correspondence when
analyzing morphophonological phenomena in whichddarivational identity plays a

crucial role in various languages. She claimed tfaious types of word formation,

including compounding, involve the OO correspon@eratation, as quoted below:
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(37)All types of morphological derivation are mirrorethy transderivational
correspondence relation; affixation, truncationduplication, ablaut, consonant
mutation, mapping to template, compounding, or aiimer type of word formation
requires an OO-correspondence relation betweendérved word and an output
base.(Benua 1997: 28)

When two output structures share the same inpufplneone, they are considered
morphologically related and linked by an OO cormsfence relation. OO

correspondence in a compound basically has multgletions because compounding
involves two or more phonological realizations tdnss. The following shows IO and
OO correspondence relations for a normal compdamehgarasu“river crow”:

(38) 10 and OO correspondence:
IO correspondence: «——

OO correspondence------ >

lkawa/ /karasu/

INPUT NN NG
OUTPUT v N J N

[kawa] [kawagarasu] [karasu]

The compoundkawaygarasu“river crow” consists of two free stems, /kawakér” and
/karasu/ “crow,” which can appear as independempks words, as shown above.
Because each of these two simple words sharesipig with a component of the
compound, an OO correspondence relation is edtalibetween the simple word and
the compound. As with an IO correspondence comsirain OO correspondence
constraint requires identity between two structufres stand in OO correspondence.
This constraint is violated when two output struetustanding in correspondence differ
from each other. In (38), the rendaku applicationthe second component of the
compound causes a violation of this constraint.

OO correspondence is possible between compouncmfaiound that contains
another compound as its component has an OO comdspce relation with the
compound that shares an underlying representatittntihie embedded compound. The
following is an example:
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(39) 10 and OO Correspondence in a complex compoungi10 correspondence:<——>
OO correspondence& ----- >

{/kawa/, /karasu/} Isgefi/
INPUT A S~ N
OUTPUT v W N
[kawa-garasu] [kawagarasu-sgafi]
v 1

The simple compoundawagarasu and the non-head component of the complex
compoundkawagarasu-sga/i are related by OO correspondertecause they are
derived from the same morpheme set at the inpwl.l&he input structure and OO
correspondence in complex compounding will be frrégxamined in Chapter 3.

| claim that the majority of the morphophonologicalriations in Japanese
compounding are caused by interaction among madssdrconstraints and OO
correspondence constraints, which are relativingal two stem types. A more complete
discussion of relativization of OO correspondencastraints will be presented in
Chapters 3 and 4.

BR correspondence (McCarthy & Prince 1995)

BR correspondence is established through redupitatA reduplicated word
underlyingly consists of a base morpheme and aptedtive (RED) morpheme, which
is phonologically empty. The segmental structureaoRED morpheme copies the
structure of the base at the output level. The plomical identity between these two
morphemes is guaranteed by this type of correspmadeelation. This situation is best
described by the following example:

(40) 10 and BR correspondence in reduplication;
IO correspondence<——>

BR correspondences..—..>

RED  kito/
INPUT /t
OUTPUT &/
[¢cito - bito]
N A

The input of a reduplicated compougitb-bito “people” consists of a RED morpheme
and the base morphemgtd/ “person.” Because a RED morpheme lacks a ploginzal
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structure, no IO correspondence is established dstvihe RED morpheme and its
output counterpart. The segmental structure ofr¢ldeiplicant is supplied by the base
morpheme at the output level; a BR correspondeoanstraint requires identity between
the base morpheme and the reduplicant. BR correégpae constraints are violated
when the base and the reduplicant in reduplicat@disvare phonologically different.

It should be noted that two proposals have beenembmt the 10
correspondence relation in reduplication. The aagview, proposed by McCarthy &
Prince (1995), assumes that 10 correspondence tiksput of a base morpheme with
its output counterpart, as illustrated in (40) ahoS8paelti (1997) and Struijke (1997,
1998) proposed another view, whereby 10O correspareles established between a base
morpheme and the whole output structure of a rechteld word. In 4.2.3.4, it will be
shown that morphophonology in Japanese reduplitédieors the latter view.

1.4 Lexical Sratification in Japanese

1.4.1 Introduction

A large number of studies have suggested thatethiedn of human language is not
uniformly formed, but rather may comprise sevetasses that phonologically vary. In
such investigations, several kinds of classificatimve been argued as the sources of
this phonological variety, such as syntactic clagsanith 1997), morphological classes
(McCarthy & Prince 1995, Benua 1997), and etymalabclasses (English, Kiparsky
1982, Benua 1997; Korean, Lee 2003; Fox, Inkele&& 2003; Hebrew, Becker 2003;
Turkish, Inkelas, Orgun, & Zoll 1996, Inkelas & Z8D03, and many others).

In this dissertation, | will analyze the morphopbloyy of Japanese
compounding by focusing on the role of lexical slasation caused by the third source
noted above. It is well known that the phonologitaticon of this language is
considered a showcase example of stratified streictierived by the etymological
origin of words (McCawley 1968, Vance 1987, Ito &Mter 1995ab, 1999, and many
others).

Whereas the precise classification of the Japae&gmn varies across studies,
four major classes—Yamato (native), Sino-Japarissmwords, and Mimetics, which |
refer to as ER classes—are widely accepfed? The Japanese ER classes are

13 Several proposals have been made to justify further division of these four classes. For
example, Takayama (1999) and Ito & Mester (2003) claim that Sino-Japanese should be
divided into the normal class and the common class when analyzing the application of
rendaku; whereas this morphophonological operation is impossible in the normal class,
it occurs in the common class if other conditions are satisfied. In addition, Ito & Mester
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classified according to the synchronic phonologarad morphological characteristics of
each lexical item. It should be noted that etymimialgor diachronic information has
littte—and probably no direct—influence on the doustion of the Japanese
morphophonological lexicon, though with a few excaps the synchronic ER
classification is quite similar to the diachronlagsification. The surface similarities of
the ER classification to Japanese etymology arelgirfrelics” of the history of this
language. Therefore, having grammatical knowledgautathese ER classes does not
necessarily mean that speakers of Japanese umdkerta etymological origins of
Japanese words.

There are actually mismatches between the ER fitagin and the historical
background of a number of Japanese words. For drargruta “playing cards,”
which was originally borrowed from Portuguese dgrithe sixteenth century,
morphophonologically behaves as a Yamato stem;ndergoes rendaku, which is
prohibited in the Loanword class, when it appearshie head position of a normal
compound, as ifroha-garuta “poetry cards.” Even when the speaker knows that th
etymological origin of this word is not native Japae but a European language, this
knowledge produces no change in morphophonologipatation. The important point
here is that such etymologically incorrect classifions are not at all problematic to the
ER classes. Rather, this example shows that thel&sification is psychologically
real; whereas the historical origin of words is moportant in Japanese grammar,
knowledge of the ER classification of words is reseey for speakers to be able to
perform morphophonological operations correctly.

In this dissertation, | further propose that clfisation of the lexicon is
triggered not only by the (morpho)phonological @ueristics of words, but also by
morphological motivations. As | will illustrate itne following chapters, the formation
of Japanese compounds heavily depends on the ERifdation. Whereas normal
compounding (NC) is possible independently fromHEfeclasses, the other patterns of
compounding—dvandva compounding (DVD), intensivaral reduplication (IP-RDP),
and mimetic reduplication (M-RDP)—are blocked byistHexical property. The
following table shows a summary of this morpholagidiversity™°

(1995ab, 1999) classify Loanword items into two classes according to their degree of
assimilation into the native phonology.

14 Fukazawa et al. (1998) further argue that classification of the lexicon can be done
based on phonological alternation when analyzing the intra-language phonological
diversity of Japanese. They claim that classification of the lexicon is possible only when
it is motivated by a phonological alternation. In their view, stratification of the lexicon
can be quite different from an etymology-based classification.

15 T exclude the Mimetics class from this table because it is not appropriate for
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(41) formation of compounds among the ER classes

NC DVD IP-RDP M-RDP
Yamato Possible Possible Possible Possible
Sino-Japanese Possible Impossible Impossible Impossible
Loanwords Possible Impossible Impossible Possible

Normal compounding, which is one of the most fundatal word formation processes
in Japanese, is fully grammatical in all classesvaidlva compounding and
intensive/plural reduplication are possible onlythe Yamato class, but ungrammatical
in the Sino-Japanese and Loanword classes. Mimedigplication is possible in the
Yamato and Loanword classes but not in the Sinesdege class. | claim that this
diversity is part of the knowledge on which Japanspeakers depend to form a
stratified lexicon in addition to other synchroniinguistic data, including
(morpho)phonological characteristics and syntacéitegorizations. Without assuming
such stratification of the lexicon, it would seemnitg difficult, and likely impossible, to
sufficiently capture the intra-language diversityJapanese, which is widely related to
its phonology and morphology.

1.4.2 Japanese ER Classes

In this dissertation, | assume that the Japaneseole consists of four classes: Yamato
(native), Sino-Japanese, Loanwords, and Mimetiasun@-symbolic items). The
following is a brief introduction to the backgrouafithese ER classes.

Yamato (Native) class
The Yamato class mainly consists of native Japamesphemes. This class exhibits a
relatively simple phonological structure comparathwhe other classes. In other words,
this class is phonologically the most restrictegsslin Japanese, as we will see inl1.4.4.
The great majority of Yamato morphemes are trintocai shorter. This class includes
part of the noun vocabulary and almost all of tleebg and adjectives (or adverbs
depending on the context) of Japanese.

In Chapter 2, it will be shown that Yamato steme ba a component of all
four compounding patterns. This fact is interestiggause it means that this class is
morphologically the least restricted of the clasgheugh it is the most restricted in

comparison with the other classes because of its morphological and semantic
narrowness, as I will explain below.
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terms of phonology.

Sino-Japanese class

The Sino-Japanese class consists of morphemeswira mainly borrowed from

Chinese from around the sixth centlftyOne of the most interesting characteristics of

Sino-Japanese morphemes is their segmental sieucumorpheme in this class has

either a (C)V, (C)VV, (C)VN, or (C)VC(V) form, antthe phonological specification of

the second mora is heavily restricted (Tateishi0l$&wahara et al. 2003).
Sino-Japanese is also characterized by its unigud f@ermation process. The

great majority of Sino-Japanese morphemes are boworghemes (aka Sino-Japanese
roots); these are found only in bimorphemic wordmnfation, which | call “root
conjunction.®’” The following are examples:

(42)Sino-Japanese root conjunction
kaN + koo > kagkoo “sightseeing”

view scenery

fit + ka > fikka “accidental fire”
lose fire

Because Sino-Japanese root conjunction does nsfydhie conditions of compounding

in this dissertation, which | indicated in 1.1.8will be excluded from the main analysis.
I will, however, examine this kind of word formatiovhen a comparison among
compounding patterns is of particular interest.

Almost all Sino-Japanese words, the majority ofclhare derived from root
conjunction, are nouns. However, quite a few ofittean be used as verbs when they
are conjoined with a light verlsuru“do” or as adjectives with an adjectivizing pamicl
-na. The following are examples:

16 Some Sino-Japanese morphemes were coined in Japanese. For example, doo “work”
has no origin in Chinese. However, this fact seems to have no synchronic influence on
the phonology and morphology of this class.

17 This Sino-Japanese specific word formation is often called “root compounding.”
However, this conventional name is rather misleading because the morphological
process does not meet the general definition of “compounding,” which requires
underlying free morphemes.
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(43)  a. bgkloo + -suru > beykloo-suru  “study (v.)"
study (N.) do
fokoo + -suru > rokoo-suru “travel (v.)”
travel (N.) do

b. seeketsu + -na > seeketsu-na “sanitary”

sanitariness B\.

kooKuu + -na > kooKuu-na “exclusive”
high-grade  AJ.

In Chapter 2, it will be illustrated that this sfais heavily restricted in the
Japanese compounding system, though various stescéwe possible in bimorphemic
root conjunction, which is a specific morphologiogleration of this class.

Loanword class

The Loanword class consists of items that weredvweed relatively recently from other
languages. The great majority of these words comen fEnglish. This class is
phonologically the least restricted in Japanese: phonological structure that is
allowed in the other classes is also a possibletsire in the Loanword class, and some
structures are allowed only in this class. Unlikeméto and Sino-Japanese, this class
contains relatively long morphemes, suctkasipuutaa“computer” andintorodakyon
“introduction.” Whereas morphemes in this class #&asically nouns, as with
Sino-Japanese quite a few of them can be usedrbs we adjectives when the light
verb suruor the adjectivizing particlena are adjoined. The following are examples:

(44)  a. supootsu + -suru > supootsu-suru  “play sports”
sport do
doraibu + -suru > doraibu-suru “drive (a car)”
driving do
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b. kuriiN + -na -> kuriin-na “clean”

being clean AJ.

dengarasu + -na > dengarasu-na “dangerous”
being dangerous .

In the following chapter, it will be demonstratiidht this class is intermediate
between the Yamato and Sino-Japanese classesJafghaese compounding system. As
argued above, this fact is rather interesting beedlhis class forms the most peripheral
part of the phonological lexicon in Japanese.

Mimetic class
The Mimetic class consists of ideophones and onopoaic morphemes. One of the
most prominent characteristics of this class ispheme shape; somewhat similar to the
Sino-Japanese class, almost all mimetic morphenags be classified into three
segmental structures—CVV, CVN, and CVCV. Anothert fawish to focus on is that
almost all members of this class have reduplicateanterparts (see, e.g., Hamano
1998).

| will exclude the Mimetic class from the main facof this dissertation and
refer to this class when necessary in comparisatis twe other three classes. The
reason for this exclusion is that compared with dtieer three classes, this class is
narrow, not only in a morphological sense but als@ semantic sense; in principle,
morphemes in this class can indicate only aspectsonditions of something. This
narrowness in meaning semantically blocks many camging patterns, and it makes
it difficult to compare morphological and morphoplotogical phenomena of this class
with those of the others.

1.4.3 Relativized Faithfulness Approach

Within the OT framework, any systematic phenomeisooonsidered to be a result of
interaction among universal constraints, as wagated in 1.3.1. It has been argued
that intra-language phonological diversity is aésglained as an interaction between
markedness constraints and faithfulness constrayety roughly speaking, studies on
this topic can be classified into two approachhs: relativized ranking approach (i.e.,
the constraint re-ranking approach; Ito & MesteP3,9Tanaka 2002, Inkelas & Zoll
2003, and others), whereby a subgrammatical dleadanguage independently posits a
constraint ranking; and the relativized faithfulmenstraint approach (Ilto & Mester
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1995, 1999, 2003, Fukazawa et al. 1999, Smith 1R8Wahara et al 2003, and others),
which we will examine below.

In this dissertation, | will follow the relativigefaithfulness approach, which
was originally proposed by Fukazawa et al. (1998) #o & Mester (1999). In this
approach, it is proposed that a faithfulness camttris relativized according to the
classification of the phonological lexicon. EaclitHalness constraint derived in this
way is sandwiched between two markedness constyane of which dominates the
other, as illustrated below:

(45) ... M1>>FAITH-cLass1>> M2 >> FAITH-cLass2 >> M3 >> FAITH-cLass3 >> My ..

This approach is superior to the relativized ragkapproach because it is able to deal
with hybrid compounds in a simpler fashion (Fukazawal. 1998).

As we will see later, the Yamato class consiststtd most unmarked
phonological inventory, whereas the Loanword classsy have marked phonological
structures, and the Sino-Japanese class lies iatkate between the two. This
markedness hierarchy can be stated as follows:

(46) markedness hierarchy of Japanese phonology:
Loanword (L) > Sino-Japanese (SJ) > Yamato (Y)

Combining the two hierarchies above, we can ohttaénfollowing constraint ranking
scheme:

(47) ... M1>>FAITH-L >>M,>>FAITH-SI >>M3>>FAITH-Y >>My ...

Markedness constraints that come between theddulaiéss constraints will be given
in the following section.

1.4.4 Phonological Diversity among the ER Classes

Let us further examine the phonological diversityomg the Japanese ER classes under
the relativized faithfulness approach. In this eect | will consider the following
markedness constraints that conflict with the faitiess constraints in (47):
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(48)  *NT: Postnasal segments are voiced.
*PaLATAL: No palatalized consonants.
*SINGLE-P: No non-geminate [p].
No-D?y,: At most one voiced obstruent is allowed in a rherpe.
*DD: No voiced obstruent geminates.
SYLL(ABLE)-STR(UCTURE)
*CoMPLEXCODA: No complex onset.
*COMPLEXONSET: No complex coda.
*PLACELESS: A segment has a place.
AGREE (place): A consonant cluster shares the same pleaiculation.

SrLL-STR is a set of the four markedness constraints, agdlates the basic syllable

structure of Japanese. The detailed effects ofetltesistraints will be argued in the
following subsections. The following table summaszhe relationship between these
markedness constraints and the three ER classes:

(49)Japanese phonological diversity

*NT | *PALATAL | *SINGLE-P | No-D?%, *DD | SYLL-STR
Yamato \ \ \ \ \ \
Sino-Japanesg  * * \ \ \ \
Loanwords * * * * * \

*: violable, V: inviolable

Whereas the Yamato class must obey all of the mintt in (48), the Loanword class
can violate them except foBvLL-STR. Sino-Japanese words can violateT and
*PALATAL, but must follow the others. Following (47), thefsets suggest that these
markedness constraints are ranked as shown below:

(50) SYLL-STR>>FAITH-L >>*DD, No-D?, * SINGLE-P
>>FAITH-SJ >>*PaLATAL, *NT >>FAITH-Y

In the following subsections, | will illustrate thahis constraint ranking correctly

explains the phonological diversity among the JaparER classes while examining the
effects of the markedness constraints in (48) gnene.
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1.4.4.1 Postnasal Voicing

Let us first examine a markedness constraint tlaaises postnasal voicing. In the
Yamato class, a voiceless obstruent is not alloimedediately after a nasal segment,
though a voiced obstruent can be found in the gaosgion, as shown below:

(51) tombo, *tompo “dragonfly” dggo, *dagko  “dumpling”

The same restriction is also observed in the mastet suffix ta when it follows a verb
root that ends with a nasal segment. Consideraifefing examples:

(52) a. tabe +-ta > tabeta, *tabeda “eatBT’
eat RsT

b. kas+ -ta > kafita, *kafida  “lend-RAST”
lend RST

(B3) a. fin + -ta > finda, *inta “die-RAsT”

die RST
b. kam + -ta -> kanda, *kanta “biteA5T"
bite RsT

The Japanese past-tense suffixis faithfully realized when it follows a verb stethmt
does not end with a nasal segment, as in (52alig. STiffix gets voiced asla when it
conjuncts with a verb stem whose final segmentrssal, as in (53aB§. On the other
hand, a voiceless segment is possible in the petqepsition in Sino-Japanese and
Loanwords, as illustrated below:

(54) a. Sino-Japanese:
fintai  “body” kajkaku “sense”
sempai “one’s senior” kesai “genius”

18 A verb stem that ends with /g/ also exhibits similar voicing even though it does not
end with a nasal segment:
e.g., ojog + -ta = ojoida “swim-PAST”
swim  PAST
This exceptional case should be regarded as one of the relics of diachronic change in
Japanese.
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b. Loanwords:
minto “mint” sakluu “thank you”
comﬁu utaa “‘computer” msaa “answer”

These post-nasal voiceless obstruents do not undeiging™®
Within the OT framework, the following markednesmstraint is proposed for
postnasal voicing:

(55)  *NT: Postnasal segments are voiced (Prince & Smolelh888).

In the constraint hierarchy of Japanese, this nibmbgs dominates the faithfulness
constraint for the Yamato class and is dominatedthmt of the Loanword and
Sino-Japanese classes, as shown below:

(56)  FAITH-L >>FAITH-SI >>*NT >>FAITH-Y

The following tableau illustrates that this constraanking correctly accounts for the
postnasal voicing in Yamato and postnasal voiceksgments in Loanwords and
Sino-Japanese:

(57)

Input: /ftompo/ | FAITH-L | FAITH-SJ *NT FAITH-Y
Yamato a. tompo NA NA *1

->b. tombo NA NA *
Sino- ->cC. tompo NA * NA
Japanese d. tombo NA *1 NA
Loanwords | >e. tompo NA * NA

f. tombo *1 NA NA

In Yamato, the winning candidate is (57a), in whpmbstnasal voicing is applied to
satisfy*NT, which violatesthe faithfulness constraint for the Yamato classcdtise

this constraint is outranked by the markednesstrng the violation is tolerated in
this class. In Sino-Japanese and Loanwords, p@tnageless segments are faithfully

19 There are, however, a few exceptions, e.g., dsampaa-dzambaa‘jumper jacket.”
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realized, as in (57c¢) and (57e), thanks to thdnfidihess constraints for these classes,
which crucially dominat&NT.

1.4.4.2 Palatal Restriction

In the Yamato class, palatalized consonants ardilpted in most phonological
contexts; they are basically allowed only before falatal vowel [°. Consider the
following examples:

(58) a.cikari “light” klita “north”  mlise “shop”  fikai “close (adj.)”
b. *cekari *Kata *mose * fukai

Examples in (58a) are actual Yamato words with tphleonsonants followed by the
palatal vowel [i]. (58b) shows that these palaisonants cannot be followed by the
other vowels in this class. On the other hand,eth&mo such restriction in either the
Sino-Japanese or Loanword class, as shown below:

(59) a. Sino-Japanese:

rokoo “travel” maku “the pulse”
koka “permission” kigo “goldfish”
boo  “seconds” caku  “hundred”

b. Loanwords:

muuto “mute” kuuto “cute”
tfekku “check” kompuutaa “computer”
gararii “gallery” nuutoraru “neutral”

In these classes, palatal consonants can be éasilg immediately before non-palatal
vowels.

To capture this restriction on palatalized constmanthe Yamato class within
the OT framework, | tentatively assume a markedroessstraint that penalizes the
existence of palatalized consonants, as shown b&Igt

20 Palatal fricatives [{] and [3] are allowed before a non-palatal low vowel [al], such as in
Jaberu “speak,” and 3areru “fawn.” I ignore these cases as exceptional ones to simplify
the argument.

21 This tentative constraint should be understood as a set of markedness constraints,
each of which prohibits an individual palatal segment, such as *[ri], *[ki], and *[mi].

22 The realization of palatal consonants before palatal vowels, shown in (58a), is
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(60) *PALATAL: No palatalized consonants.

The faithfulness constraint for the Yamato classominated by this constraint, whereas
the reverse is true for the Loanword and Sino-Jagaclasses, as shown below:

(61) FAITH-L >>FAITH-S] >>*PALATAL >> FAITH-Y
The following tableau illustrates that constraianking (61) correctly predicts the

palatal restriction in the Yamato class and itslation in the Loanword and
Sino-Japanese classes:

(62)

Input: /mo/ FAITH-L | FAITH-SJ | *PALATAL | FAITH-Y
Yamato a. o NA NA *|

—->b. mo NA NA *
Sino- >c. mo NA * NA
Japanese d. mo NA *1 NA
Loanwords | >e. mo NA * NA

f. mo *1 NA NA

Whereas the realization of palatal consonants askield by* PALATAL in the Yamato
class, as shown in (62b), this constraint can lmated to satisfy the faithfulness
constraints in the other two classes, as show62n)(and (62e).

1.4.4.3 Single[p] Restriction

One of the unique characteristics of Japanese pbgyas found in the behavior of a
voiceless bilabial stop [p]. This consonant exBilatquasi-allophonic relationship with
a voiceless glottal fricative [h], and [p] is onppssible as a member of a consonant
geminate in the Yamato and Sino-Japanese claseasider the following examples:

motivated by a markedness constraint that prohibits non-palatal consonants before
palatal vowels.
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(63)  Yamato:

a. /pa/: ha, *pa “leaf”

b. nappa “leaf vegetable”
c. /pataku/: hataku, *pataku “whisk”

d. cippataku “slap”

In the Yamato class, an underlying /p/ cannot ladized as [p] but rather alternates to
[h] (or its allophonic variants depending on thiédi@wing vowel) when it is realized as a
single segment at the output level, as in (63a)(é8d). However, Yamato words may
have a surface [p] as a member of a geminate, é3ir) and (63d). The situation is
almost the same in Sino-Japanese, as shown in (64):

(64) Sino-Japanese:

a. /pat/: hattatsu, *pattatsu “development”
b. fuppatsu “departure”

c. /pail: haitatsu, *paitatsu “delivery”

d. fimpai “worry”

These example words are products of Sino-Japaneseanjunction. An underlying /p/
in Sino-Japanese roots alternates to [h] or itsamés when it is a single segment at the
output level, as in (64a) and (64c). However, gagment is faithfully realized as [p]
when it is a member of a geminate, as in (64bs mrember of a partial geminate (e.g.,
a nasal-obstruent cluster), as in (64d). On therdtland, there is no such restriction on
[p] in the Loanword class; [p] can be found in @it other than geminates in
Loanwords. A few examples are shown below:

(65) Loanwords:
pairotto “pilot” peepaa “paper” poteto “paiat
repooto “report” kopii “copy” puk  “pudding”

The alternation of /p/ to [h] or its variants netakes place in the Loanword class.

Ito & Mester (1995ab) assume a tentative condgtraimat prohibits
non-geminate [p] at the output level:
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(66)  *SINGLE-P: No non-geminate [p].

They propose that this constraint is sandwichedvéen FAITH-L and FAITH-SJ, as
shown below:

(67) FAITH-L >>*SINGLE-P>>FAITH-S] >> FAITH-Y

Tableau (68) shows that constraint ranking (67)emity derives the variation on single
[p] restriction among the ER classes:

(68)

Input: /pa/ FAITH-L | *SINGLE-P | FAITH-SJ] FAITH-Y
Yamato a. pa NA *1 NA

-2>b. ha NA NA *
Sino- C. pa NA *1 NA
Japanese | =>d. ha NA * NA
Loanwords | >e. pa * NA NA

f. ha *| NA NA

Whereas non-geminate [p] realization is blocked*®NGLE-P in the Yamato and

Sino-Japanese classes, as in (68b) and in (68shectvely, the violation of this

constraint is tolerated in the Loanword class, ms(68e). The following tableau
demonstrates that [p] can be faithfully realizecewlt is a member of a geminate in all
of the ER classes:

(69)
Input: /happa]l FAITH-L | *SINGLE-P | FAITH-SJ FAITH-Y

Yamato —>a. happa NA NA

b. hahha NA NA *1
Sino- —->c. happa NA NA
Japanese d. hahha NA *1 NA
Loanwords | >e. happa NA NA

f. hahha *1 NA NA

Because SINGLE-P only penalizes non-geminate [p], it never blocks tbalization of
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geminate [p] in any of the ER classes.

1.4.4.4 OCP Effect on Obstruent Voicing

In the Yamato and Sino-Japanese classes, moretteaxoiced obstruent is prohibited
within a morpheme: every morpheme in these clasges<ontain one voiced obstruent
at most. A few examples are shown below:

(70)  a. Yamato:
fuda  “label” buta  “pig” *buda
taguru  “pull” daku  “hug” *dagu

b. Sino-Japanese:

dzutsu  “skill” *dzuzu
batsu “punishment”  *bazu
goku “gem” *glogu

A morpheme with two (or more) voiced obstruentsurggrammatical in these two
classes. On the other hand, there is no restrictiothe number of voiced obstruents in
Loanword morphemes. Morphemes with two or more voiced obstruents awad in
this class. The following are a few examples:

(71) Loanwords:
gjagu gag” giruba “jitterbug” bgu  “computer bug”
doguma “dogma” buzaa “buzzer” dabide “King David”

It is generally accepted that a voiced obstruemhaked compared with its
voiceless counterpart. Within the framework of Qfiis universal markedness on
obstruent voicing is explained by the following staint:

(72)  No-D: An obstruent is voiceless.

It is clear that this constraint is violable in aflthe ER classes in which voicing on the
obstruent is distinctive. Ito & Mester (1998, 20Q8)int out that the self-conjoined

23 Optional devoicing is also found in a few Loanword morphemes, e.g., godiba~gotiba
“Godiva,” bagudaddo~bakudaddo “Baghdad,” and badomintoN~batomintoN
“badminton.”
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constraint of No-D plays a crucial role in the phonological structure Japanese
morpheme$? The conjoined constraint whose domain is a morghisnshown below:

(73)  No-D?,: At most one voiced obstruent is allowed in a rherpe.

When this constraint is dominant, the realizatiormore than one voiced obstruent is
prohibited within a single morpheme. This conjoinednstraint dominates the
faithfulness constraint for the Yamato and Sincad&se classes, but it is dominated by
the faithfulness constraint for the Loanword classshown below:

(74) FAITH-L >>No-D?,, >> FAITH-S] >> FAITH-Y
With this constraint ranking, the OCP effect on ciog in the Yamato and

Sino-Japanese classes and its invalidness in thieward class are illustrated in tableau
(75):

(75)
Input: /bagu/ || FAITH-L | No-D%, | FAITH-SJ | FAITH-Y No-D
Yamato a. bau NA *1 NA x
—>b. baku NA NA * *
Sino- c. bayu NA *1 NA *
Japanese | =>d. baku NA * NA *
Loanwords | >e. bau * NA NA *
f. baku *1 NA NA *

No-D?, correctly blocks the simultaneous realizationved toiced obstruents within a
single morpheme in the Yamato and Sino-Japanessedaas shown in (75b) and (75d),
respectively. The violation of this conjoined coasit is accepted in the Loanword
class as in (75e). As we will see in the followritapters, the OCP effect on obstruent
voicing is an important factor that blocks the aggiion of rendaku in compounding.

24 For the mechanism of local constraint conjunction, see Smolensky (1995, 1997).
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1.4.4.5 Voiced Geminate Restriction

Japanese allows obstruents to be geminated, agalied in 1.2.2 and 1.2.4, but there is
a restriction on their voicing. In the Yamato anddsJapanese classes, only voiceless
obstruents can be geminated, as shown below:

(76)  a. Yamato:
katta  “buy-PAST” jappari  “after all” tsukkiru “bek across”

*kadda *jabbari *tsggiru

b. Sino-Japanese:
hattatsu “development” fippai  “failure” ciffi  “inevitable”
*haddatsu fibbai *ciddzi

In both classes, whereas voiceless obstruent gé&sinare found, their voiced
counterparts are ungrammatical. Again, this resbrcis not effective in the Loanword
class® \oiced geminates are grammatical in this class:

(77) Loanwords:
eggu  “egg” uddo  “wood” edg “edge”
doggu “dog” beddo “bed” bgudaddo “Baghdad”

Ito & Mester (1995ab) propose a markedness constthat prohibits voice
obstruent geminates, as shown in (78):

(78)  *DD: No voiced obstruent geminates.

Like *SINGLE-PandNo-D?, this constraint is ranked betweBai TH-L andFAITH-SJ,
as shown below:

(79) FAITH-L >>*DD >> FAITH-SJ >> FAITH-Y

The following tableau illustrates how ranking (78)rrectly explains the voicing
variation on obstruent geminates among the ER e$ass

25 In this class, voiced obstruent geminates are optionally devoiced when a morpheme
contain another voiced obstruent, e.g., doggu~dokku “dog” (Nishimura 2003a, 2006,
Kawahara 2006, cf. Ito & Mester 1995ab).
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(80)

Input: /uddo/ || FAITH-L *DD FAITH-S] FAITH-Y
Yamato a. uddo NA *| NA
->b. utto NA NA *
Sino- c. uddo NA *| NA
Japanese | =d. utto NA * NA
Loanwords | >e. uddo * NA NA
f. utto *1 NA NA

*DD correctly eliminates a voiced obstruent geminatthe Yamato and Sino-Japanese
classes, as shown in (80b) and in (80d), respdgti@a the other hand, the violation of
this markedness constraint can occur in the Loadwiass, as shown in (80e).

1.4.4.6 Syllable Sructure

In addition to the constraints we have seen abaeealso need a set of markedness
constraints that governs the syllable structureJapanese. It should include the
following markedness constraints:

(81) a.*ComMPLEXCODA: No complex onset.
b.* CoMPLEXONSET: No complex coda.
c. *PLACELESS: A segment has a place.
d. AGREE (place): A consonant cluster shares the same plaagiculation.

Every syllable in Japanese follows all of thesekmdness constraints. For the sake of
descriptive simplicity, | will assume a tentativenstraintSyLL(ABLE)-STR(UCTURE),
which assumes the effect of each of these constrddecause all the constraints in (81)
are inviolable in Japanes8yLL-STR dominates all of the faithfulness constraints for
the three ER classes, as shown in (82):

(82)  SYLL-STR >>FAITH-L >>FAITH-S] >>FAITH-Y
This ranking guarantees the basic syllable straectiirJapanese, which | illustrated in

1.3: a syllable that violates any of the constsint(81) is excluded from the surface
representation of Japanese, independent from thedsRification.
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Chapter 2
Data: Compounding Patternsin Japanese

2.1 Introduction

This chapter presents morphological and morphopbgital data related to Japanese
compounding. As indicated in 1.1, | will chiefly @xine four compounding patterns
that form the main part of the Japanese compounsiysgem: normal compounding
(NC), dvandva compounding (DVD), intensive/pluraduplication (IP-RDP), and
mimetic reduplication (M-RDP). A few examples oke#e compounding patterns are
shown below:

(1) a. normal compounding:
sakura + matsuri »> sakura-matsuri  “cherry festival”

cherry festival

jama + nobori > jama-nobori “mountain climbing”

mountain climbing

b. dvandva compounding:

oja+ko > oja-ko “parent and child”
parent child

inu+neko > inu-neko “dog and cat”

dog cat

c. intensive/plural reduplication:

cito > cito-bito “people”
person

samu(i) -> samu-zamu “chilly”
cold
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d. mimetic reduplication:

pika -> pika-pika “sparkling”
flash

fiwa -> fiwa-fiwa “wrinkled”
wrinkle

Normal compounding in (1a) is an operation thatj@os two stems asymmetrically
and forms a right-headed structure. Dvandva comgiognon the other hand, conjoins
two stems evenly and forms a double-head strucageshown in (1b). Reduplication
repeats the phonological structure of a stem. &vevplural reduplication, as shown in
(1c), involves additional information, such as iy, plurality, and repetition to a base
word. Mimetic reduplication, as shown in (1d), des mimetic expression from a base
word. Further examples of these compounding pattert be illustrated in subsequent
sections.

These compounding patterns can be distinguished thgy headedness
specification and the position of the head compbmera compound. The following
illustrates the morphological structure derivedriraormal compounding and dvandva
compounding:

(2) a. normal compounding b. dvandva compounding
word word
COMP1 COMPQ COMP 13, COMP 24

COMP indicates a component that participates in pmmding. In simple
(bimorphemic) compounding, both components are stétowever, a compound may
contain another compound as its component in nogoalpounding. | will call such
word formation “complex compounding (CC).” When aonmponent has a
morphological head status, it is indicated by thkssript ‘4.” Japanese compounding
basically follows the right-hand head rule (Williani981, Kageyama 1982), which
requires that head components occupy the right-lpasdion of a compound. Normal
compounding in (2a) is representative of this rdlaziolation of this rule is, however,
tolerated in dvandva compounding, which involves tvead components, as in (2b).
Let us move on to the structures of the two redagilbn patterns, which are shown

below:
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(3) a. intensive/plural reduplication b. mimetic relilcgtion

word word
RED COMR COMP RER

Reduplication can be distinguished from normal coomgling and dvandva
compounding by its participants; in the two redcgiion patterns, a reduplicative
compound consists of a base component (COGMHF3a] and [3b]), which is the
phonological source of a compound, and a redugli¢RED) morpheme, which is
phonologically empty. The surface phonological ahdnetic specifications of a RED
morpheme are supplied by the base stem. The differbetween the two patterns can
be illustrated by the order of the morphemes ardchbadedness specification. Whereas
the right-hand component attains the head statbstim patterns, the component is the
base stem in intensive/plural reduplication and ®ED morpheme in mimetic
reduplication, as shown in (3). These morphologs@iictures will be justified in
subsequent sections, which analyze morphologicdl morphophonological variety
among the four compounding patterns.

It will also be revealed that the etymological exf(ER) classification plays a
significant role in these morphological operationthereas all ER classes are found in
normal compounding, Yamato is the only possibles<la dvandva compounding and
intensive/plural reduplication. In mimetic reduglion, Yamato and Loanword items
are possible participants.

The theoretical basis for the morphophonologicah geiesented in this chapter
will be given in Chapters 3 and 4 within the franoekv of Optimality Theory (OT;
Prince & Smolensky 1993). It will be shown that tietationship between a word and
the component of a compound that derived from antidal input representation causes
morphophonological variations in Japanese compagndi

2.2 Normal Compounding

2.2.1 Introduction

Let us first examine the morphology and morphoptmyoin normal compounding, in
which one of the components modifies the otherainfan endocentric structufe.

26 T ignore compounds with exocentric structure, e.g., asa-gao “morning face (the name
of a flower),” in the analysis of this dissertation. They should be considered lexicalized
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Because this pattern is the most frequent compaognakttern in Japanese morphology,
its products are usually simply callddkugoogo“compound” in Japanese. | will,
however, refer to this compounding pattern andpitsducts, respectively, as normal
compounding and normal compounds so as to disshguhem from other
compounding patterns and their products.

2.2.2 Sructure

Normal compounds are characterized by an endoceatymmetrical structure: the
lexical category of the right-hand component of doenpound is carried over to the
whole compound (the right-hand head rule; Willia®81, Kageyama 1982), and the
right-hand component also behaves as the morplualogead of the compound. The
structure of a compound word derived by this molphical operation is shown again
below:

(4) word
COMP1 COMRy2

This structure shows that the right-hand compon@®MP 2) is the head of a
compound, whereas the left-hand component (COMPB adt. The following example
illustrates the dominance of the head component:

(5) furu-heinoun “secondhand book”
furuap, hNNoun
old book

In (5), the two components of the compodarl andhoN are an adjective and a noun

respectively, and the whole compoufwilu-haon is a noun, which refers to a kind of

book. It is reasonable to consider that the comgdakes its lexical category from the

right-hand component. A few other examples of sught-hand headedness are shown
below:

exceptions.
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(6) a.adjective + noun= noun
kusa + kame> kusagame “stink turtle”
smelly turtle

jawaraka + keekt> jawaraka-keeki “soft cake”

soft cake

b.noun + adjective> adjective

hada + samu® hada-zamui “chilly”
skin cold
inaka + kusat> inaka-kusai “provincial”

country smelly

c.noun + verb> verh
tabi + tatsu> tabi-datsu “start off a trip”

travel depart

katafi + tsukuru—> katafi-zukuru “form”
shape make

In all examples in (6), a compound inherits itsidak category from the right-hand
component, which also behaves as the semantic bade facts support the structure
shown in (4).

2.2.3ER Classes

One of the significant characteristics of normampounding is its indifference to the
ER classification: a member of any ER class cawitieer of the two components. In
other words, none of the ER classes blocks thispoamding pattern in any position.
Consider a few examples below:
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(7) a.Yamato:
hana + kotob& hana-kotoba
flower word
fune + tsukuri> fune-zukuri
ship  making

b. Sino-Japanese:
gendai +{akai—> gendaifakai
modern society

tfooki + Kuuka-> tfooki- Kuuka

long term vacation

c. Loanwords:
biit{i + sakkaa> biitfi-sakkaa

beach  soccer

fiffu + karee> fiffu-karee

fish curry

“the language of flowers”

“making ships”

“modern society

“long vacation”

“beach soccer”

“fish curry”

In all of the ER classes, this morphological operatis possible as shown above.
Interestingly enough, normal compounding is they gualttern that lacks sensitiveness to
the ER classification in Japanese; every other camging pattern posits some
restrictions on the ER classification of its comeots, as we will see in the following

sections.

Another significant outcome of this feature is theture of the ER classes.
There is no restriction on the combination of thB Elasses, and all possible
combinations are commonly found, as shown below:
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(8) Y-SJ:  tombo + kek'uu > tombo-kek'uu “study of dragonflies”
dragonfly study

Y-L:  ebi + supaettii > ebi-supaettii “shrimp spaghetti”
shrimp spaghetti

SJ-Y:  bekloo + tsukue> beykloo-zukue “study desk”
study desk
SJ-L:  kookuu + hoter> kooKuu-hoteru “high-grade hotel”

high-grade hotel

L-Y: furawaa + matsur> furawaa-matsuri “flower festival”
flower festival
L-SJ: sakkaa + taikad sakkaa-taikai “soccer tournament”

soccer contest

Such hybrid ER structure is only possible in nornsampounding, but basically
impossible in other compounding patterns, as wese# later.

2.2.4 Rendaku

One of the most prominent morphophonological phesr@arnn normal compounding is
rendaku application. Rendaku, sometimes called usetipl voicing,” is a voicing
phenomenon on the first segment of the second coemdn a compound. A normal
compound provides one of the contexts that trigigerapplication of rendaku. Consider
the following example:

(9) jama + _sakura& jama-zakura, *jama-sakura “mountain cherry tree”

mountain  cherry tree

The first segment of the second comporsakura“cherry tree” is a voiceless alveolar
fricative /s/ in the underlying representation, ands faithfully realized as [s] if the

morpheme forms a simple word at the surface lévaiever, it undergoes voicing and
is realized as a voiced alveolar fricative [z] Ive thormal compound. This voicing is
possible for all voiceless consonants in Japanes®], some of them exhibit
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neutralization based on the allophonic relationgheflanguage. A few other examples

are shown below’

(10)  a /> [d]:

b. ts/> [z]:

c. Il > [3]):

e. Isl> [z]:

£ 15> [3]:

g. /k/=> [q]:

h. /h/=> [b]:

i 1t > [b]:

i Il > [b]:

ame + tama& ame-dama
candy ball

inotfi + tsuna—> inotfi-zuna
life rope

hana + fi > hanasgi
nose blood

natsu + sor& natsu-zora

summer sky

jama +{iro > jamasiro
mountain castle

umi + karasu> umi-garasu

sea crow

gomi + hako> gomi-bako
garbage box

te + fukuro—=> te-bukuro
hand bag

tabi +c¢ito - tabi-bito
travel person

“candy ball”

“lifeline”

“nosebleed”

“summer sky’

“hill castle”

“murre”

“garbage can”

“gloves”

“traveler”

Not only nouns, but also verbs and adjectives, bbtlhich categorically belong to the
Yamato class, are possible targets of this morpboplogical operation, as shown

below:

27 See Ito & Mester (2003) for a very extensive list of Japanese compounds that exhibit
rendaku. It should, however, be noted that the authors do not distinguish normal
compounding from intensive/plural reduplication in their list.
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(11) a.rendaku in verbs:
tema + toru> tema-doru, *tema-toru “delay”

trouble take

kami + kakaru> kami-gakaru, *kami-kakaru  “be amazing”
god be covered

b. rendaku in adjectives:

hada + samu> hada-zamui, *hada-samui “chilly”

skin cold

hara + kuro> haraguroi, *hara-kuroi “black hearted*
belly  black

It is, however, reported that the application ofdaku depends on the morphosyntactic
structure of a compound. In compounds whose headd&sverbal noun, the application
of rendaku tends to be blocked if the non-head amapt is an argument of the verb
(Kawakami 1953, Sugioka 1986, Yamaguchi 2G£1)f the non-head component is an
adjunct, rendaku is applied if the phonological ditan is satisfied. A few examples
are shown below:

(12) a. sakana + tsu> sakana-tsuri, *sakana-zuri “fishing”
fish fishing
b.iso +  tsurP> iso-zuri, *iso-tsuri “fishing at a rocky shore”

rocky shore fishing

It is also well known that the rendaku applicatisrblocked if the target word
contains an underlying voiced obstruent. This r&ndaocking effect is called Lyman’s
Law after Benjamin Lyman, who first reported thifepomenon to the Western
academic community (Lyman 1894, Ito & Mester 192803). The effect of Lyman’s
Law is best illustrated by the following examples:

28 There are, however, quite a few exceptions to this tendency:
e.g.,  ¢ito + kordfi - ¢ito-gorofi “murder”

person killing
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(13) Lyman’s Law effect:

a. futa: nabe + fut® nabe-buta, *nabe-futa “pot lid”
pot lid

b. fuda: nabe + fud® nabe-fuda, *nabe-buda “pot label”
pot labell

The two stemduta “lid” and fuda “label” form a minimal pair over the voicing of the
second obstruents. Whereas rendaku appliegdpas in (13a), it is blocked ifiuda as
in (13b), although they share the same stem-iniételess fricative /f/. Another few
examples of this phenomenon are shown in (14):

(14) Lyman’s Law effect:

umi + hebi=> umi-hebi, *umi-bebi “sea snake”
sea snake

tetsu + kabute> tetsu-kabuto, *tetsgabuto “steel helmet”
steel  helmet

kami + fibai > kamidibai, *kamisibai “picture show”
paper play
tori + tfigai > tori-tfigai, *tori-3igai “mistake”

take mistake

The application of rendaku to the second componen{d4), which already have a
voiced obstruent in their underlying representgtismngrammatical.

A large number of studies have pointed out tha& tendaku application
depends on the ER classification, and it is tru this morphophonological operation
is mainly observed when the target word belonghéoYamato class, as shown above.
However, the Yamato vocabulary is not the only ¢argf this morphophonological
operation; quite a few Sino-Japanese words undengdaku when they appear in the
second position in normal compounding. The folloyvis a list of some Sino-Japanese
words that undergo rendaku (some of these exampdesom Ito & Mester 2003):
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(15) rendaku application in Sino-Japanese:
a. It/ > [d]:
Kiri + taNsu—-> Kiri-dansu “paulownia drawers”

paulownia drawers

mizu + teppoo> mizu-deppoo “water gun”

water  gun

ju + toofu-> ju-doofu “boiled tofu”

hot water tofu

b. /Is/>[z]:
kaku + satoc> kaku-zatoo “lump sugar

angle  sugar

c. If/ 2> [3):

ao +{afiN > aozafiN “blueprint”

blue photograph

safimi + fooju > safimi-300ju “soy sauce for sashimi”
sashimi  soy sauce

d. i/ > [3]:
junomi + fawaN-> junomizawan “teacup”
drinking tea bowl

nobori + foofi > noborizoofi “improving condition”
rising condition
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e. /klI=>[g]:
ojako + keyka > ojakogepka “parent-child quarrel”
parent-child quarrel

kuruma + kdia->  kurumagaifa “car company”
car company

usu + kgoo > usugefoo “light makeup”
light makeup

hatsu + keeke> hatsugeeko “first training”

first  training

fuju + kefiki > fuju-gefiki “winter scenery”
winter scenery

denki + kotatsu=>  denkigotatsu “electric foot-warmer

electric foot-warmer

f. /h/-> [b]:
sdimi + hoofoo>  sgimi-bootfoo “carver for sashimi”

sashimi  carver

kawa + boofi > kawa- boofi “leather cover”
leather  cover

te + Hoofi > te-Boofi “pbeating time with the hafid
hand rhythm
g. /fl > [b]
fikiN + fusoku—>  fikim-busoku “lack of funds”
fund lack
dai + fukiN > dai-buki “table dustcloth”

table dustcloth
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h. /gl > [b]
taka +¢ifa—> taka-ba “high-handed manner
high  hisha (a Japanese chess piece)

It is difficult to assume that such rendaku-undergo Sino-Japanese words
synchronically belong to the Yamato class becaosgesof them contain phonological
structure that is impossible in the Yamato class.dxamplekeyka in (15e) contains a
postnasal voiceless obstruent, dfmbyi in (15f) begins with a palatal consonant which
is never found in Yamato morphemes. Thereforeaihtkthat these Sino-Japanese words
are lexically specified as possible targets of aduod

Whereas quite a few Sino-Japanese words undergiaka, as shown above,
some Yamato stems resist rendaku in normal compogn@®osen 2003, Nishimura
2007). Such stems should be termed “rendaku immur@snsider the following
examples:
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(16) rendaku immunes:

hadi:  kire + hdi >  kire-hasi, *kire-basi “cutting piece”
cut edge
saki:  tabi + saki>»  tabi-saki, *tabi-zaki “travel destination”

travel destination

fimo: kawa Himo > kawafimo, *kawaszimo “downstream”

river  lower

sumi: kata + sum> kata-sumi, *kata-zumi “obscure corner”

mate corner

kemuri: tufi + kemuri—> tutfi-kemuri, *tutfi-gemuri “cloud of dust”
dirt smoke

¢ime: uta +¢ime - utagime, *uta-bime “diva”
song princess
¢imo: kawa +¢imo - kawagimo, *kawa-bimo “leather string”

leather string

The application of rendaku in these stems througimal compounding is unattested
although the phonological and morphological coodsi of this morphophonological
operation are satisfied. It must be concluded,efloee, that these stems are lexically
specified to be inert to the rendaku phenomenoterdstingly, these morphemes
undergo rendaku in intensive/plural reduplicatiamwe will see in 2.4.3.3.

Let us move our attention to the Loanword classmiders of this class are
categorically excluded from the possible targethes morphophonological operation. A
few examples are shown below:
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(17) rendaku blocking in Loanwords:
kukkingu + peepaa&> kukkingu-peepaa, *kukkigu-beepaa“cooking paper”

cooking paper

suiseN + toire> suisen-toire, *suisen-doire “flush toilet”

flush toilet

boosui + suutst® boosui-suutsu, *boosui-zuutsu “waterproof suit”

waterproof suit

itfigo + keeki—> itfigo-keeki, *itfigo-geeki “strawberry cake”
strawberry cake

Although the phonological and morphological conseaxtte satisfied in every example in
(17), the application of rendaku is not attestetisToperation is not grammatical
because the second components in these compoutalsylde the Loanword class,
which is categorically immune to rendaku. It shoaldo be noted that unlike the
rendaku immunes in the Yamato class described alzogéem in the Loanword class
never undergoes rendaku in any morphological cocistn.

In sum, the rendaku application partially dependstlee ER classification.
Whereas the Loanword class is categorically exdudi®m the target of this
morphophonological operation, each of the Yamatb@ino-Japanese morphemes must
be lexically specified as to whether they undemyadeku. It should be noted that there
is no significant difference between the Yamato &mdo-Japanese classes over this
morphophonological operation. In Nishimura (2007008), | proposed the
morphological correspondence approach to the aipit of rendaku and explained
this partial dependence on the ER classificatialowing this line of argument, the
theoretical account for the rendaku applicatior &l analyzed within the framework of
OTin4.2.

2.2.5 Accentuation

A great deal of effort in the phonological study ddpanese has been devoted to
compound accentuation, especially in normal comgmgn (McCawley 1968, 1977,
Kubozono 1993, 1995; Poser 1990; Tsujimura & DA@87; Tanaka 2005; and many
others). These studies showed that accentuationonmal compounding is quite
complicated because several factors, such as mbragth, syllable structure, the
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original accent of the morphemes (the base accentompounding), syntactic
categories, and inflection can affect its realmatiBecause a more complete study of
Japanese compound accentuation would require ardifsertation, | will mainly focus
on the influence of the ER classification and theeébaccent in compounding.

As we will see below, Yamato nouns and Loanwordnsobehave in a similar
fashion in compound accentuation, whereas the &c@on in Sino-Japanese
compounds is quite different. This fact is inteirggtbecause, as we saw in 1.4,
segmental phonology suggests that Sino-Japaneéstimediate between Yamato and
Loanwords in the Japanese lexicon. | believe tiég tifference is due to the
morphological differences among them; whereas Yanzatd Loanword nouns are
morphologically simple unless they undergo compaumpdSino-Japanese words are
already morphologically complex in most cases: gheat majority of Sino-Japanese
words are derived through bimorphemic root conjmctwhich | illustrated in 1.4.2.
As we will see, the morphological complexity of quoments plays a very crucial role
in the morphophonology of compounding.

It will also be shown that the original accenstédms plays a significant role in
some normal compounds. The accent of some pantioubeds is retained through
compounding when they appear in the head comparfeatcompound and resist the
default compound accent rule, which ignores thgimai accent location of compound
components except for that of prosodically long porrents. | refer to this phenomenon
in compound accentuation as the “base-accent gffect

As argued in the previous studies noted aboventbst important factor in
Japanese compound accentuation is the moraic leofjtthe head component.
Depending on this fact, the default noun compouwueiat rule can be stated as follows:

(18)  default compound accent rule:
i) When the head component is bimoraic or shorterateent falls on the
final syllable of the first component;
i) When the head component is trimoraic or quadrineothie accent falls on
the first syllable of the second component;
iii) When the head component is quinquimoraic or lorfer|exical accent is
retained.

Generally speaking, the compound accent falls enpériphery of the morphological
boundary. The precise location is decided by thearndength of the head component
of a compound, as stated in (18i) and (18ii). Hosvelecause word accent in Japanese
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must be near the right edge of a prosodic word; thie is ignored when the head
component is longer than quadrimoraic and the le&sent of the head component
succeeds the accent of a whole compound, as im)(18i

Let us first examine Yamato and Loanword compoumndsose head
components are short. Consider the following exasfgl

(19) a. monomoraic head: Yamato

orendsi + su’ > orengi’-su “orange vinegar”
orange vinegar
nettai + ka > netta’i-ka “tropical mosquito”

tropical zone mosquito

b. bimoraic head: Yamato

kafimija + I'to > kafimija’-ito “cashmere thread”
cashmere thread

sakura + hana’ > sakura’-bana “cherry blossom”
cherry flower

c. bimoraic head: Loanwords

jawa’raka + paN -> jawaraka’-pa  “soft bread”
soft bread
rumu  +  Ki'i > ruumu’-Kii “room key”
room key

When the second component in normal compoundingdsomoraic, as in (19a), or
bimoraic, as in (19b) and (19c), the accent falts tbe last syllable of the first
component, as stated in (18i). Note that the aaigiaccent location of the head
components is not important in compound accentoati@ll of the above cases.

Let us turn our attention to compounds whose lwgdponents are trimoraic
or quadrimoraic. Consider the following exampi&s:

29 A monomoraic Loanword stem is very rare.
30 Almost all Yamato stems are shorter than four morae.
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(20)  a. trimoraic head: Yamato

onna’ + kokoro -  onnago’koro “woman’s mind”
woman heart

mura’ + musume’ -  mura-mu’sume “village qirl”
village girl

boro + kakdi >  boro-ka’kdi “ragged scarecrow”
rag scarecrow

b. trimoraic head: Loanwords

te'rebi + dorama > terebi-do’'rama “TV drama”

TV drama

jasai  + karee > jasai-ka'ree “vegetable curry”
vegetable curry

c. quadrimoraic head: Loanwords

irloo  + robotto >  irfoo-ro’botto “medical robot”
medical robot

miruku + Kogl'i - miruku-ko'cgii “milk coffee”

milk coffee

ki’ NseN +tora’buru >  kinsen-to’raburu “money trouble”
money trouble

minami + amerika = minami-a’'merika “South America”
south America

When the second component is trimoraic, as in (20d) (20b), or quadrimoraic, as in

(20c), the accent falls on the first syllable of second component, as stated in (18ii).
Again, the original location of the accent in tleatd component is ignored in compound
accentuatiori:

31 It should, however, be noted that quadrimoraic Loanword stems optionally exhibit
the base-accent effect. Consider the following compounds, which consist of pairs of
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Finally, (21) shows compound accentuation with anguimoraic or longer
head component:

(21)  quinquimoraic or longer head:
no'ogoo + salieisu >  noagoo-sa’ievsu  “agricultural science”

agriculture science

oogata + aake’edo> oogata-aake’edo “big arcade”

big arcade

nifi + rosange’rusu-> pifi-rosange’rusu  “West Los Angeles”
west Los Angeles

na'ma + kgkuriito > nama-kakuriito *“freshly mixed concrete

raw concrete
kita + amusute’rudamu = kita-amusute’rudamu  “North Amsterdam”
north Amsterdam

When the second component is quinquimoraic or Igregéo-rule (18iii) is applied. In
all of the above examples, the original accenhefsecond component is retained, and
it acts as the accent for the whole compound.

In addition to this general pattern, it should h#ed that there is a strong
tendency for a compound to lack accent when ituadgmoraic or shorter. In such
cases, the compound ignores the default compowwhacule (18) and follows the flat
pattern. Some examples are shown below:

morphemes identical to those in (20c¢):

1'rioo + robo’tto -  1irioo-robo’tto “medical robot”
medical robot

miruku + koogi’i -  miruku-koogi'i  “milk coffee”
milk cooffee

ki’'Nsen + tora’buru >  kiNsen-tora’buru “money trouble”
money trouble

In each of these compounds, the original accent location of the second component is
retained in the compound, and it acts as the accent for the whole compound. This
optionality is presumably caused by the influence of subrule (18iii), which is examined
below.
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(22)  a. trimoraic:

tara + ko - tara-ko “cod roe”

cod child

tana + ta 2> tana-da “terraced rice field”
shelf rice field

ko + ka'me -> ko-game “baby turtle”

child turtle

te + kami’ > te-gami “letter”

hand paper

ne + sake > ne-zake “nightcap”

sleep alcohol

b. quadrimoraic:

sakura + ki > sakuragi “cherry tree”
cherry tree

kusa’ + kama - kusagama “scythe”
grass sickle

nora + inu > nora-inu “stray dog”
outdoor dog

tabi’ + cito > tabi-bito “traveler”
travel person

ki'so + we'bu > kiso-webu “basic Web (site)”
basic Web

kome’ + paN - kome-pa “rice bread”
rice bread

Like the compounds in (19) and (20), which folldve tdefault rule (18i) and (18ii), the
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original accent location of the head componengim®red in these compounds.

Thus far, we have seen that normal compoundswalle default accent rule
(18) unless they lack an accent, as shown in @#2],that the base accent is ignored
unless the head component of a compound is loihger quadrimoraic. It is, however,
reported that some particular words resist the uliefale (18) and preserve the base
accent of the head component through compounditimugh they are quadrimoraic or
shorter. A few Loanword examples are shown beloub@&ono 1995, Tanaka 2005):

(23)  base-accent effect: Loanwords:

ka'fe + ba'a -> kafe-ba’'a “café bar”

café bar

tezu’kuri  + hamu = tezukuri-ha’mu “handmade ham”
handmade ham

ha'da + kuriimu =  hada-kuri'imu “skin cream”

skin cream

citsujoo + bitamiN >  ¢itsujoo-bita’mi “necessary vitamin”
necessity vitamin

In (23), the head morphemes originally have an r¢cand this is maintained in
compounds that violate the default compound aceget(18). Some Yamato stems also
exhibit the same phenomenon. A few examples arersthelow:
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(24) base-accent effect: Yamato

pe’rufa + ne'ko > perya-ne’ko “Persian cat”
Persia cat

niwaka + ame - niwaka-a’'me “shower”

sudden rain

derfo + hato -> derfo-ba’'to “carrier pigeon”
message pigeon

ta’nuki +  fi'ru > tanukisi’ru “raccoon dog soup”
raccoon dog soup

usu + mura’sakt> usu- mura’saki “light purple”
light purple

| claim that such words that exhibit the base-ate#fect in compounding are lexically
specified as an exception to the default compowwtra rule (18). The theoretical
account for this phenomenon will be given in 4.8 the framework of OT.

Let us turn to compound accentuation in Sino-JapanFree stems in this class
follow the default compound accent rule (18) whesytappear in the head position of a
normal compound, unless they follow the flat patté few examples are shown below:

(25) a. monoomoraic head:

jooro’ppa +fu’ > jooroppa’ju “European species”
Europe species

sepgklo +  ku' > saklo’-ku “electoral ward”
election ward

b. binomoraic head:
fuufu + ai > fuufu’-ai “conjugal affection”

married couple love

nuuzoo +  ke’'N-> NuUU30’0-keN “entrance ticket”

entrance ticket
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Because Sino-Japanese morphemes are monomordimarale, the compound accent
falls on the final syllable of the first componeant these cases. On the other hand,
bimorphemic Sino-Japanese words exhibit the baseraceffect. Consider the
following examples:

(26)  a. bimoraic head:

¢imitsu + kit -> cimitsu-ki'tfi “secret base”
secret base

Koodoo + bofi > Koodoo-bo'fi “cemetery”
fellowship graveyard

b. trimoraic head:

ge'ndai + fakai > gendaifa’kai “modern society”
modern society
3uujaku  + ka'gi > 3uujaku-ka’igi “executive meeting”
executive meeting

c. quadrimoraic head:
nihooN  + bungaku - pihom-bungaku “Japanese literature”

Japan literature
te'suto + ko'okai > tesuto-ko’okai “test voyage”
test voyage

d. quadrimoraic head (final accent):

kindai + tenno’o > kindai-tenno’o “modern emperors”
modern emperor

kookuu + kooto'o >  kooKuu-koofo'o  “high-grade perfume”
high-grade perfume

Most Sino-Japanese words have an initial accemtssrthey follow the flat pattern, and
their accent locations are maintained in normal paumnding, as in (26a), (26b), and
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(26¢). Some Sino-Japanese words that end with @ Vomwel may have a word-final
accent, and such words also exhibit the base-aedfeat, as in (25d}?

Simple Sino-Japanese words, the great majoritwloth are derived through
bimorphemic root conjunction, are quadrimoraic astnand, as argued above, such
short words in Japanese often exhibit the flatgpaitSuch accentless Sino-Japanese
words follow the default accent rule (18) in norrsampounding. A few examples are
shown below:

(27)  a. trimoraic head:
gurv'upu + kikaku > guruupu-ki'’kaku “group project”

group project

jaku’butsu + izoN > jakubutsu-i'zaw  “substance dependerice

substance dependence

b. quadrimoraic head:

kurabu + katsudoo >  kurabu-ka'tsudoo “club activity”

club activity

ka'ku +  kaihatsu >  kaku-ka'ihatsu “nuclear development”
nuclear development

The accent falls on the first mora of the head comept as stated in the default rule
(18).

Unlike noun compounding, the accentuation of vedmpounds is quite
uniform. Japanese verbs can be classified into dvemps according to their accent
patterns: they exhibit either the flat pattern loe {penultimate pattern, in which the
penultimate mora has an accent. In normal compognaill verb compounds have the
penultimate pattern. The following are exampleseyb compounds:

32 Some Sino-Japanese words with a final accent exhibit an optionality on the locations
of compound accents, as shown below:

terebi + koozo’'o - terebi-koozo’o~terebi-ko’ozo0 “TV factory”
TV factory
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(28)

a. bimoraic verb head:

nusu'm(u) + kiku >
steal listen

kar(uy + to'ru >

cut take

. trimoraic verb head:

os(u) + akeru >
push open

katgi +  tsuku'ru >
shape make

. quadrimoraic verb head:

tat(u) + hataraku >
stand work

cik(u) + torae’ru>
pull catch

nusumigi’ku “eavesdrop”
kari-to’ru ‘reap”

ofi-ake’ru “push open”
katgi-zuku’ru “form”
tatfi-hatara’ku “work diligently”
cit-torae’ru “seize”

It is not clear whether a verb with a penultimateemt shows the base-accent effect in
compounding, because both accentual patterns ie foass are neutralized into the
penultimate pattern in compounds.

Finally, let us briefly examine the accentuatidrcompounds whose heads are

adjectives. The accentuation of adjectives is \&myilar to that of verbs; their accent
pattern in simple words can follow either the ftattern or the penultimate pattern, and
these two patterns are neutralized into the penatg pattern in normal compounding.
The following serve as examples:
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(29) a. trimoraic adjective head:

ha'da + samu’i > hada-zamu’i “chilly”
skin cold

usu(i) + akai > usu-aka’i “light red”
light red

b. quadrimoraic adjective head:

¢cito + koifi'i > cito-koifi'i “lonely”
person lonely

ki'soku + tad@i'i -> kisoku-taddi’i “regular”
discipline right

Again, it is not clear whether some adjectives biththe base-accent effect because
both patterns are neutralized into the penultimpatéern through compounding.

2.3 Dvandva Compounding

2.3.1 Introduction

Dvandva compounding, also known as coordinative pmmmding or copulative
compounding, is a specific type of compounding ol each of the two participants
shares the status of morphological head, andendfas the form of “x and y” or “x or
y.”33 This type of compounding is found in Sanskrit, Mann, Viethamese, Tibetan,
Indian English, Era Mordvin, and many other languages (Walchli 2@@&uyer 2008,
2009, and others).

It is well known that part of the Japanese vocatyuis also the target of this
compounding pattern. This section offers data ore tmorphological and
morphophonological behavior of Japanese dvandvgoanding and its relationship to
the ER classification. It will be shown that the nplwological characteristics of this
compounding pattern also involve several morphoplomical characteristics, which
should be distinguished from those in normal conmging reviewed in the previous
section (see also Kageyama 1982, Ueda 1985, KR@8E, and Labrune 2006).

Whereas normal compounding has few morphologicdllarical restrictions,

33 The precise classification and definition of dvandva compounding varies across
studies (Scalise & Bisetto 2009).
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as argued in the previous section, dvandva compogmdquires similarity between its
participating components in several aspects. Famgie, this compounding pattern is
impossible when the two components do not sharsadhee syntactic category: though
noun-noun, verb-verb, and adjective-adjective asssiple combinations in dvandva
compounding, these categories cannot be mixed,asudoun-verb, adjective-noun, and
noun-adjective. As Kageyama (1982) argued, bothasyic category and semantic
relationship are important in dvandva compoundihgt is, this type of compounding is
impossible unless the two components are semdwtidake, such asda-ha“branches
and leaves” anthu-neko“dog and cat,” or are in some way opposite, suEbjako
“parent and child” ande+ita “up and down.”

The ER classification is also an important factordvandva compounding.
Unlike normal compounding, in which any of the ERRsses can participate, dvandva
compounding is basically possible only when botimgonents belong to the Yamato
class in a morphologically simple context, as wk examine in 2.3.3.

Dvandva compounding can take place in normal comg®u Interestingly,
some of the above morphological restrictions camibkated by dvandva compounds in
morphologically complex contexts. This issue wél &xamined in 2.5.

Dvandva compounds should not be confused with coatel expressions in
which two words coincidentally adjoin in a sentenbe such cases, unlike dvandva
compounding, the concatenation of prosodic strectioes not take place, and therefore
each of the two words independently posits its gwosodic structure and accent
pattern. The following examples exhibit prosodic ncatenation in dvandva
compounding:

(30) a./inu'l + /ne’ko/> [inu-neko] “dog and cat”
LH HL LHHH

b. Tarooga [inu-neko-o0] konomu.
LHHHH
Taro-Nom  dog cat-®@J like-PRES
“Taro likes dogs and cats.”

(30a) is a dvandva compound that consisiawf'dog” andneko“cat.” This compound

forms a single prosodic word and exhibits the #latent pattern even though each of
the two components independently has an originedratc (30b) shows a sentence that
contains this dvandva compound. Conversely, a doat@l construction does not form a
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single prosodic word. Consider the following exaespl

(31) a. Tarooga [inu’] [ne’ko-0] konomu.
LH HLL
Taro-Nom  dog cat-@J like-PrRES

“Taro likes dogs and cats.”

b. Tarooga [ooki'i] [inu’] [t fiisa’i] [ne’ko-0] konomu.
LHHL LH LHHL HLL
Taro-Nom  big dog small cat®) like-PrRES
“Taro likes big dogs and small cats.”

c. *Tatooga [ookii inu fiisai ne’ko-o0] konomu.
LHHHHHHHHHHL
Taro-Nom  bigdog  small cat#) like-PRES
“Taro keeps big dogs and small cats.”

d. Tarooga [inu’-to] [ne’ko-0] konomu.
LHL  HLL
Taro-Nom  dog-and  cat-8y like-PRES

“Taro likes dogs and cats.”

(31a) shows two wordsnu andnekq which are arranged parallel in a sentence. Note
that each of the two words independently has aardc@he grammatical independency
of the two words is also justified by the fact thiase two words can be independently
modified by adjectives, as shown in (31b). Such iffcation is impossible within a
dvandva compound that forms a single prosodic weas,shown in (31c). The
coordinate construction in (31a) is quite similarthe construction in (31d), in which
the two words are conjoined by the coordinativetipler -to “and.” These two
constructions are almost identical both semanticalhd prosodically. Therefore |
conclude that a coordinative expression like (3&aerived from (31d) by deleting the
conjunction particle. A dvandva compound and sucbadinative construction cannot
be outwardly distinguished when the first componlasks an accent and the second
component begins with a high pitch. The followimgve as examples:
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(32) a. [kitsune-ta'nuki] “fox and raccoon dog”
LHH  HLL

b. [kitsune(-to)][ta'nuki] “fox and raccoon dog”
LHH(H) HLL

(32a) is a dvandva compound that consistkitstine“fox” and tanuki “raccoon dog.”
This compound is prosodically very similar to a mhoative construction in which
these two words coincide, as in (32b). As showwetsuch a misleading construction
is often found in constructions with two Sino-Jagseawords:

(33) a. [sesgi][keeza’l] “politics and economy”
LHH HHHL
b. [nemmatsu][neifi] “the end of the year and the new year”
LHHH  HLL

As we will see below, Sino-Japanese words cannot # dvandva compound, which
involves prosodic concatenation. These word seqgesbould be analyzed carefully
and should not be confused with dvandva compounds.

2.3.2 Structure

Unlike the asymmetrical structure derived throughrnmal compounding, which was
presented in 2.1.2, dvandva compounding involvesymmetrical morphological
structure because the components share the satug, $&., the morphological head of
a compound. This structure and a concrete exam@ldastrated below:

(34) a. structure in dvandva compounding
word

N

COMP1 COMP 2

b. inu-nekQoun “dog and cat”
inUNOUN nek(p\IOUN
dog cat

71



Both components in a dvandva compound have the $igdds, as in (34a), and their
lexical categories agree with that of the whole pouond, as in (34b). It is interesting
that dvandva compounding does not follow the riggutd head rule, which other
compounding patterns in Japanese appear to stiadkbyv. This violation is, of course,
caused by the fact that a dvandva compound hasiéads, and they cannot occupy the
right-hand position at the same time. As Kageyait@82: 236) pointed out, this
double-head structure is justified by that factttbach of the head components can
independently posit its reference. For exampja;ko “parent and child” denotes two
individuals, andebi-kai “shrimp and crab” denotes two kinds of shellfish.

2.3.3ER Classes

Another difference between normal compounding améndva compounding is

sensitivity to the ER classification; dvandva compding is possible in Yamato but
basically impossible in Sino-Japanese and Loanwdrds restriction causes dvandva
compounds to be relatively small word groups comgavith normal compounds. The
following illustrates dvandva compounding involviigmato nouns:

(35) a.trimoraic

oja+ko > oja-ko “parent and child”

eda+ha > eda-ha “branch and leave”

kusa+ ki >  kusa-ki “plant and tree”

ta+ hata > ta-hata “rice field and vegetable field”
te+di > te-di “hand and leg”

me + hana - me-hana “eye and nose”

b. quadrimoraic:

ame + kaze> ame-kaze “rain and wind”

inu + neko>  inu-neko “dog and cat”

umi + jama> umi-jama “sea and mountain”
¢izi +¢iza>  c¢izi-¢giza “elbow and knee”

¢iru + joru—>  ciru-joru “day and night”

tsufi + suna> tsufi-suna “dirt and sand”

ebi + kai >  ebi-kai “shrimp and crab”

ika + tako> ika-tako “squid and octopus”
tema +¢cima—-> temagima “effort and time”

haru + natst> haru-natsu “spring and summer”
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C. quingquimoraic:

migi + ¢idari > migi-¢idari “right and left”
nifi +¢igafi > nifi-cigafi “west and east”
mae + (firo > mae-iiro “forth and back”

Dvandva compounding is also possible for verbsedaljes, and their nominal forms
that categorically belong to the Yamato class. fbtlewing are some examples of these
types of dvandva compounds:

(36) a.verbs:
asobi-aruku “have fun and walk, gad about”
kai-ataeru “buy and give”

kaki-aratameru
tsukai-suteru

“write and change, correct”
“use and throw away”

mi-kiku “see and hear, know”

mi-firu “see and know, come to know”
ciroi-atsumeru “pick up and gather”
hori-ateru “dig and find, strike”
motfi-hakobu “hold and transport, carry”

mafi-nozomu

b. verbal nouns:

“wait and hope, look forward to”

nomi-tabe “drinking and eating”

iki- fini “alive or dead”

mi-kiki “seeing and hearing, experience”
hafiri-aruki “running and walking”

uri-kai “selling and buying, trade”
jomi-kaki “reading and writing, literacy”
tatfi-furumai “standing and behaving, behavior”
tatfi-ciki “addition and subtraction”
age(ru)-sge(ru) “raising and lowering”
ake(ru)fime(ru) “opening and closing”
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(37) a. adjectives:

ama-karai “sweet and hot”
ama-zuppai “sweet and sour”
ita-kajui~itagajui “sore and itchy”
heta-umai “poor and good”

b. adjectival noungt

ama(i)-kara(i) “sweet and hot”
taka(i)¢iku(i) “high or low, height”
sema(i)eiro(i) “narrow or wide, extent”
atsu(i)-samu(i) “hot or cold”
ita(i)-kaju(i) “itch and pain”
urefi(i)-kanafi(i) “happy and unhappy”
ii-warui “good or bad”
ookii-tfiisai “big or small”
umai-mazui “tasty or tasteless”
umai-heta “good or poor”

jofi-afi “good or bad; quality”
suki-kirai “like and dislike, liking”
kiree-kitanai “clean or dirty”

Conversely, dvandva compounding is impossible moSiapanese. Two Sino-Japanese
words cannot be coordinately conjoined to formraglel prosodic word, as illustrated
below:

34 An adjectival suffix -7in some compounds can be optionally omitted.
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(38)  Sino-Japanese dvandva compounds (ungrammaticat):37

Kooiku + kegkluu > *[klooiku-kegkluu] “education and research”
koziN + fakai > *[koziN-fakai] “individuals and society”
kaki + tooki > *[kaki-tooki] “summer and winter”
kookoo + dagjaku >  *[kookoo-dagaku] “high schools and universities”
segi + keezai > *[seesi-keezali] “politics and economy”

Note that these pairs of Sino-Japanese words agam #coordinative construction in
which each of the two words independently consigud prosodic word, as shown
below:

(39)  Sino-Japanese coordinative construction:

[klooiku][kepkiuu] “education and research”
[ka’ki][to’oki] “summer and winter”
[kookoo][dagaku] “universities and high schools”
[sesi][ke’ezal] “politics and economy”

As argued in 2.3.1, it should be noted that thisstwction is sometimes indistinct from
dvandva compounds at the surface level. For exantpée ungrammatical dvandva
compound *Begi-keeza] is almost phonetically identical to the coordimat
construction $eei][keezg). Unlike the ungrammatical compounds in (37), #hes
coordinative constructions are often found in secds. The following illustrates this
contrast:

35 Some pairs of Sino-Japanese bimorphemic words that share a second morpheme
sometimes form dvandva compounds, such as zepki-kooki “the first semester and second
semester” and jotoojatoo “the ruling party and the opposition.” I wish to keep such
morphologically exceptional cases beyond the scope of this discussion.

% A large number of Sino-Japanese words exhibit coordinative structure, which is very
similar to dvandva compounds. A few examples are shown below:

seN + haku> sempaku “boats and ships”
fuu +{i > fudfi “income and expenditure”
fiN + riN = finriN “woods and forests”

As argued in 1.4.2, I exclude such bimorphemic root conjunction from the compounding
patterns of Japanese.

37 Some Japanese speakers accept “short” Sino-Japanese dvandva compounds, such as
dofasari “dirt and gravel” (Hideki Zamma, personal communication).
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40 a. *Tarooga [Kooiku-ke'nk'uu]-o okonatta.
9 I
LHHHHLLL
Taro-Nom education researche® do-RAST

“Taro did education and research.”

b. Tarooga [Kooiku][kegkluu]-o okonatta.
LHHH  LHHH

Taro-Nom education researchB® do-RAST

“Taro did education and research.”

Whereas dvandva compounding, which involves pra@sodncatenation, is impossible
as in (40a), coordinate constructions, which dorequire prosodic concatenation, are
fully grammatical, as in (40b). These two typeswadrd sequences should not be
confused.

Similarly, the Loanword class is not a possiblgéaof dvandva compounding;
Loanword stems cannot be coordinately conjoinetbtm a single prosodic word. A
few examples are shown below:

(41)  Loanword dvandva compounds (ungrammatical):

raisu +pa > *[raisu-pav] “rice and bread”
tii + koogii > *[tea-kogii] “tea and coffee”
regio + terebi > *[ragio-terebi] “radio and TV”
raketto + booru -> *[raketto-boorul] “racket and ball”

Again, these pairs of Loanword stems are founddardinate constructions, which
must be distinguished from dvandva compounds, asvshbelow, where the accent
location of each word is indicated by an apostrophe

(42) Loanword coordinative constructions:

[ra’isu][pa’N] “rice and bread”
[ti'i][koo ¢i'i] “tea and coffee”
[ra’zio][te’rebi] “radio and TV”
[rake’tto][booru] “racket and ball”

38 These words are grammatical as normal compounds:
e.g., [razio-terebi]  “TV with a radio”
[raketto-booru] “racquetball”
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In these constructions, each of the two Loanwoedhstindependently forms a prosodic
word, and they cannot be prosodically concatenaititidl each other, which dvandva
compounding requires. The contrast between dvamdwapounds and coordinative
constructions is illustrated in (43):

(43) a. *Tarooga [raisu’-pa]-0 tfuuman-fita.
LHHHL
Taro-Nom rice bread-8 order do-RsT
“Taro ordered rice and bread.”

b. Tarooga [ra’isu][paN]-0 tfuuman-fita.
LHH HL

Taro-Nom  rice bread-@vu order  do-RsST

“Taro ordered rice and bread.”

As with the Sino-Japanese cases shown above, daaraiwpounding in Loanwords,
which requires forming a single prosodic word, igyammatical, as in (43a). On the
other hand, coordinate construction, which doesregtiire prosodic concatenation, is
grammatical, as in (43b).

2.3.4 Morpheme Order

As a morphological operation, dvandva compoundimmgsdnot restrict the order
between the two morphemes; they are basically séMer However, despite the equal
morphological status, there seems to be a tendiemgyrd particular orders of the two
components. As Kageyama (1982) reported, some demafations, such as positive
and negative, male and female, older and younget, @her social and cultural
priorities between the two components tend to “fitkie morpheme order inside
compounds. Some of Kageyama’s examples are shoaw:Be 40

39 In Kageyama’s analysis, Sino-Japanese root conjunction, which I exclude from the
patterns of Japanese compounding, as argued in 1.4.2, is included in Japanese
compounding patterns. He also points out that quite a few exceptions to his
generalization are found in Sino-Japanese words, such as nan- “difficulty and easiness”
and son-toku “loss and gain.” This fact can be regarded as evidence that Sino-Japanese
root conjunction is quite different from the compounding patterns of Japanese.

40 Kageyama also provides several counter-examples for these tendencies.
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(44) a. positive-negative:

aru-ngi “existence or nonexistence”
jofi-afi “good or bad, quality”
katfi-make “win or lose”

b. older-younger:
oja-ko “parent and child”

c. male-female:
oSsu-mesu “male and female”

The reversed version of these dvandva compounds, @&snafi-aru “nonexistence or
existence”andko-oja“child and parent” are not found.

Acknowledging Kageyama’'s generalization, Labrug00g) further pointed
out that the phonological structure of morphemes afiect the morpheme order in
Japanese dvandva compoundihgShe statistically revealed that the initial segtman
constituents plays an important role in deciding thorpheme order; morphemes
starting with vowels (i.e., morphemes that lacktiahi consonants) and /j/ are
significantly preferred in the first position, wieass morphemes with an initial /k/ and
/n/ are preferred in the second position. Convgrsebrphemes that start with /k/, /h/,
and /s/ are relatively rare in the first positiomhereas morphemes that lack initial
consonants are relatively rare in the second posititabrune gavare-kore“that and
this” andachira-kochira“in that direction and in this direction” as typlcexamples of
her findings.

However, | would claim that these tendencies arased by subsidiary
elements and not a morphological rule of dvandvapmunding. There are quite a few
dvandva compounds in which the morpheme order\vsrséle. Some examples are
shown below:

41 Tn addition to dvandva compounds, Labrune also examined compounds of
abbreviated loanword items, such as poke-mon “Pocket Monsters,” and ideophonic echo
words, such as mecha-kucha “messy.” She called dvandva compounds and these special
types of compounds “non-headed Japanese binary compounds.”
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(45) a. noun dvandva compounds:

ebi-kani, kani-ebi “shrimp and crab”
¢cizi-ciza, ciza<izi “elbow and knee”
migi-¢idari, ¢idari-migi “right and left”
firo-kuro, kurofiro “white and black”
tsuki-hdi, hofi-tsuki “the moon and stars”

b. verb (verbal noun) dvandva compounds:
aruki-hdiru, hgiri-aruku “walk and run”
nomi-tabe, tabe-nomi “drinking and eating”

c. adjectival noun dvandva compounds:

atsu(i)-samu(i), samu(i)-atsu(i) “hot and cool”
taka(i)¢iku(i), ¢ciku(i)-taka(i) “high and low, height”
umai-mazui, mazui-umai “tasty or tasteless”

The existence of such reversible compounds sugtjestshe morpheme order within
dvandva compounding is not morphologically decided is basically flexible. The
inflexibility of some dvandva compounds is probabbused by lexical blocking; for
example,aru-ngfi in (44a) and its reversed formgfi-aru are both morphologically
grammatical and share an identical meaning, butsthmsidiary tendency favors and
lexicalizes the former. Consequently, the realoratf the latter is suppressed by this
lexicalized dvandva compound.

2.3.5 Rendaku

One of the most significant morphophonological elteristics of Japanese dvandva
compounding is found in the application of rendakis ungrammatical in this type of
compounding. A few examples are shown below:

(46) a. noun dvandva compound::

ebi + kai > ebi-kani, *ebi-gani “shrimp and crab”
eda + ha> eda-ha, *eda-ba “branches and leaves”
oja + ko> oja-ko, *ojago “parent and child”
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b. verb (verbal noun) dvandva compounds:

miru + kiku - mi-kiku, *mi-giku “see and hear”

tsukau + sutert®> tsukai-suteru, *tsukai-zuteru “use and throw away”
iki+ fini > iki-fipi, *iki- 3ini “alive and dead”

uri + kai > uri-kai, *uri-gai “selling and buying”

c. adjectival noun dvandva compourids:
atsu(i) + samu(iy atsu(i)-samu(i), *atsu(i)-zamu(i) “hot or cold”
ookii + tfiisai > ookii-tfiisai, *ookii-ziisai “big or small”

This morphophonological phenomenon is interestiegabse these Yamato words
undergo rendaku in normal compounding, as we hege m; 2.2.4. A few examples are
shown below:

(47) rendaku in normal compounds:

sawa + kai > sawagani, *sawa-kai “freshwater crab”
stream crab

inu +fini > inu=3ini, *inu-fini, “death in vain”
dog death

hada + samup hada-zamui~hada-samui “chilly”

skin cold

Because phonological contexts in (46) are essenthilar to those in (47), it is
plausible to think that some morphological facttocks the application of rendaku in
dvandva compounding. | will provide a theoreticad@unt of this issue in 4.2.

2.3.6 Accentuation

Let us turn our attention to accentuation dvandeenmounding. In noun dvandva
compounding, the first component often plays aiBaant role in accentuation; the
accent of the first component is preserved in meages. Interestingly enough, the
accentuation in the second component, which is 8oms crucial in normal

42 Some adjective dvandva compounds exceptionally undergo rendaku:
e.g., amai + suppai > ama-zuppai “sweet and sour”
itai + kajui 2> ita-kajui~ita-gajui  “sore and itchy”
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compounding, as illustrated in 2.2.5, is totallseievant to the accentuation in noun
dvandva compounding. Consider the following examsple

(48) noun dvandva compounds:

firo+kuro > fi'ro-kuro “white and black”
ha’ru + natsu’ > ha’ru-natsu “spring and summer”
umi+jama’ > u'mi-jama “sea and mountain”
me’+ hana -> me’-hana “eyes and a nose”
jama’ + kawa’ > jama’-kawa “mountain and river”
kusa'+ ki’ > kusa’-ki “plant and tree”

Take the first compound in (4@jyo-kuro for an example. The original accent of both
components is on the first mora. In the dvandvapmmd, the original accent of the
first component is preserved, whereas that of dwrsd component is deleted. When
the first component lacks an accent, the compoondrd falls on the last syllable of the
second component, as shown in (49):

(49) noun dvandva compounds:

ebi +kai > ebi’-kani “shrimp and crab”
ue tfita > ue'Jita “up and down”
migi + ¢idari > migi’- ¢idari “right and left”
nifi +cigafi > nifi’-cigafi “west and east”

As in normal compounding in (22), quadrimoraic boider compounds tend to lack an
accent in this type of compounding. Here are adgamples:

(50) noun dvandva compounds (the flat pattern):

inu+ne’ko > inu-neko “dog and cat”
cizi’+ ¢iza > cizi-ciza “elbow and knee”
kabe + juka > kabe-juka “wall and floor”

Owing to this tendency, many dvandva compoundsjiadese do not have an accent.
Accentuation in verb dvandva compounding is qdiféeerent from that in the

above noun dvandva compounding, but it is simdardrb normal compounding, which

exhibits the penultimate pattern, as illustrate(2i®). Consider the following examples:

81



(51) verb dvandva compounds:

ka'’ku + aratame’ru >  kaki-aratame’ru “write and change, correct”
mo’tsu + hako’bu > motfi-hako’bu “hold and bring, carry”

tsukau + sute’ru > tsukai-sute’ru “use and throw away”

mi'ru + firu’ > mi-{i'ru “see and know, come to know”

In this type of dvandva compounding, the accentgbnfalls on the penultimate mora,
following the general verb accent rule. Differerdrh noun dvandva compounding, the
original accent of the first component is insigrdgint. Conversely, verbal nouns exhibit
a different accent pattern, as shown below:

(52) verbal noun dvandva compounds:

uri’ + kai’ > uri’-kai “selling and buying”
jomi’ + kaki’ > jomi’-kaki “reading and writing, literacy”
asobi + aruki’ > asobi-a’ruki “having fun and walking, gadding”

This type of compound seems to follow the defaoihpound accent rule (18).
Accentuation in adjective and adjectival nounraixea compounds generally
follows the normal adjective accentuation patt€ansider the following examples:

(53) a. adjective dvandva compounds:
ama’i + kara’i 2> ama-kara’i “sweet and hot”

ita’i + kaju'i > ita-kaju’i “sore and itchy”

b. adjectival noun dvandva compounds:

ama’i + kara’i > amai-kara’i “sweet and hot”
taka'i + hikui > takai-hiku’i “high and low, height”
ooki'i + tfiisa’i > ookii-tfiisa’i “big or small”

In these dvandva compounds, accent falls on theli{p@ate mora just as in normal
compounds whose head component is an adjectivegshwiki illustrated in (29). As
illustrated in (37b), the deletion of the adjectivauffix -i is possible in several
adjectival noun dvandva compounds. In such cadses|as to the noun dvandva
compounds in (50), the flat pattern often emergégnwthey are quadrimoraic. The
following serve as examples:
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(54) adjective noun dvandva compounds (the flat pattern)

ama’i + kara'i 2> ama-kara “sweet and hot”
sema’i +¢iro'i > semagiro “narrow and wide”
atsu’i + samu'i 2> atsu-samu “hot and cold”

2.4. Reduplication

2.4.1 Introduction

This section surveys the morphophonological vase®f reduplication in Japanese.
Although Japanese has a rich system of reduplitati@oretical investigations into this
type of word formation have been heavily biasedsinmorphophonological studies on
Japanese reduplication have focused on its ocaeri@amimetics (Hamano 1998; Nasu
1999, 2002; Mester & Ito 1989; and many othersyy fetudies have dealt with
reduplication in other classes (Kurafuji 2002; Niistra 2004, 2007; Kurisu 2005;
Vance 2006). In this section, | will examine redogtion in all Japanese ER classes and
demonstrate that the ER classification cruciallje@t the grammaticality of this
morphological operation.

2.4.2 Classification
First, | wish to point out that reduplication inpdmese can be classified into two
sub-patterns, which | will call intensive/pluraldiglication (IP-RDP) and mimetic
reduplication (M-RDP). Because these two patterad@al reduplication, in which the
whole segmental structure of the base is fully edpn the reduplicant at the surface
level, they look superficially very similar. Howayehey can be distinguished by their
morphosemantic characteristics.

Intensive/plural reduplication is operated to egsr plurality in nouns,
intensity in adjectives, and repetition or durationverbs. Some examples appear
below:

(55) intensive/plural reduplication:

a. houns:
cito “man” cito-bito “people”
mura “village mura-mura “villages”
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b. adjectives:

haja(i) “early” haja-baja “earlier than expsat’
samu(i) “cold” samu-zamu “very cold”

C. verbs:
kasane(ru) “pile” kasangsane ‘“repeatedly”
aruk(u) “walk” aruki-aruki “while walking”

Note that in all of the above cases, this redupboaadds only some trivial information
to the base word without changing the semanticentgf the base itself. Reduplicated
nouns still have the semantic properties of thgimal nouns, and likewise with verbs
and adjectives. They obtain only plurality, intépsirepetition, and duration when
undergoing this type of reduplication.
On the other hand, mimetic reduplication derivesnetic expression. The

primal target of this operation is mimetic (ononpaieic/sound symbolic) items. A few
examples are shown below:

(56)  mimetic reduplication: Mimetics

pika(ri) “flashing” pika-pika “glittering”
beto(ri) “sticky” beto-beto “sticky”
goso(ri) “squirming” g0s0goso “squirming”

As argued in 1.4.2, one of the prominent charagtiesi of the mimetic class is its
relative uniformity in phonology, morphology, anensantics. This uniformity can also
be found in reduplication; the great majority ofnrmetic items can be a target of this
reduplication patterrf®> Mimetic items lexically contain onomatopoeic orusd
symbolic meaning, and their reduplicated versia@tain such meaning. In other words,
there is no conspicuous change in meaning betwesgmple mimetic word and its
reduplicated form, which is different from mimeteduplication in the other ER classes,
which | will illustrate below.

Whereas a great deal of effort has been made withpmephonological
investigations into reduplication in mimetic itenas noted above, little attention has
been given to that in other classes. However, timetic class is not the only class that
undergoes mimetic reduplication; Yamato and Loanvatems are also possible targets
of this morphological operation. A few examples stiewn in (57):

43 See comprehensive lists of Japanese Mimetic itarkamano (1989).
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(57) a.Yamato:
fiwa  “wrinkle” fiwa-fiwa “wrinkled”
ibo  “knot” ibo-ibo “knotted”

b. Loanwords:
garu “flashy girl” garugaru “flashy”
rabu “love” rabu-rabu “lovey-dovey”

As with mimetic items, the products of mimetic rptication in these classes have
adjectival or adverbial meanings, even though theebstems are nouns. Thus, unlike
intensive/plural reduplication in (55), mimetic gdication involves a substantial
change in lexical category when the base stemyasnaato or Loanword stem; the base
of this reduplication pattern can be either a nouma verb, and its product is an
adjective, an adverb, or their nominal forms. Tgke-fiwa in (57a) as an example.
Though the base of this reduplicated compoundasyimato nougiwa “wrinkle,” the
reduplicated formfiwa-fiwa is not a noun, but rather behaves as an adjective o
adjectival noun. Additionally, the base word is titg semantic head of the reduplicated
form; the reduplicated form is not a kind of wriakbut a state caused by wrinkles. This
lexical and semantic change holds true in Loanweddiplication. For exampleabu in
(57b) is a noun that means “love,” but its redugikd formrabu-rabuis not a noun but
an adjective, adverb, or their nominal forms, a@ndbes not represent a kind of love but
a harmonious atmosphere between lovers.

In the following sections, it will be demonstratéitat these two types of
reduplication also exhibit different morphophonatad behavior both with respect to
each other and with respect to the other compognpatterns that we saw in the two
previous sections.

2.4.3 Structure

The difference between intensive/plural and mimegduplication can be explained as a
difference between their morphological structudepropose the following structure
with headedness specification for these two redaptin patterns:
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(58) a. |IP-RDP b. M-RDP
word word

RED BASE; BASE RER

Both types of reduplication exhibit the head-fisaucture, which is the basic structure
of word formation in Japanese (Kageyama 1982). “RHtidicates a reduplicative
morpheme that lacks any phonological specificatt8@ASE” is a base stem that is the
phonological source of the whole reduplicated coamglo This stem supplies
phonological information to the RED morpheme atghdace level. Note that the base
in these structures is the phonological sourceretlaplicated word, and this should not
be confused with the morphological head. Therefdhe, phonological source of
reduplication is not necessarily the morphologisalirce. This discrepancy actually
occurs in mimetic reduplication, as illustrated®@b), in which the morphological head
of the whole word is not BASE but RED, which is pbtogically null and provides
adjectival (or adverbial) status in this type afuplication.

Let us examine these two different structures withcrete examples. Consider
the following examples:

(59) a. IP-RDP: b. M-RDP:
¢ito-bitonoun fiwa-fiwaap;
RED ¢itonoun Jiwanoun  REDhps

As argued above, the lexical category of a redafgid word derived by intensive/plural
reduplication is taken over from the base stems Tduit is explained by structure (58a);
as illustrated in (59a), the lexical category & tiead stemito, which is also the base
in this compounding, is carried over to the wholempound, and therefore the
reduplicated wordgito-bito obtains the noun status. On the other hand, tlse®
substantial lexical difference between a redupdidatord and its base stem in mimetic
reduplication. This disagreement is also explaimgdtructure (58b), in which the head
is not the base stem but a RED morpheme; as sho(@9b), the lexical category of the
whole compoundiwa-fiwa is provided by the RED morpheme, which has ancésipd
status, but not by the nominal bgisea. This adjectival RED morpheme guarantees the
adjectival status of reduplicated words derivedtigh mimetic reduplication.
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In Chapter 3, it will be shown that this structudéference between the two
patterns is derived from the morphological headssirspecification and a constraint
that requires the right-headed structure.

2.4.4 Intensive/Plural Reduplication

Let us further examine morphology and morphophagpldn intensive/plural
reduplication. In this section, it will be shownaththis reduplication pattern provides
interesting data on the morphology and morphoplhamgyobf Japanese compounding.

2.4.4.1 ER Classes
One of the most prominent characteristics of thisrphological operation is its
dependency on the ER classification; whereas ¥ipis bf reduplication is possible for
Yamato stems, it is impossible in the Sino-Japaaesd_oanword classes.

Yamato nouns, adjectives, and verbs are possibtgettaf intensive/plural
reduplication. When this reduplication patternsl@obto Yamato nouns, it represents
plurality. Consider the following examples:

(60)  Yamato noun reduplication
a. monomoraic base:
ci “day” ¢ci-bi  “every day”
ki “tree” ki-gi  “many trees”

b. bimoraic base:

jama “mountain” jama-jama “many mountains”
cito “person” cito-bito “people”

mura “village” mura-mura “many villages”

afi “foot” afi-afi “many feet

kami “god” kamigami “many god$

kata “persori katagata “everyoné

sore “it” sore-zore “each of thern

fima “island” fima=ima “islands”

tsuki “monthH’ tsuki-zuki “per monthA

ware “1” ware-ware “we’
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c. trimoraic base:

tokoro “placé tokoro-dokoro “some places
kokoro “heart kokorogokoro “each heaft
konomi “liking” konomigonomi “various liking$

Take the first pair ofamaandjama-jamaas an example. Since Japanese grammar lacks
differences in grammatical numbgggma can mean both a single mountain and plural
mountains. The number of mountains may be undeatst@on the context. This word
can be reduplicated gmma-jamaand obtain plurality.

It should, however, be noted that plurality in ghereduplicated words is
somewhat different from grammatical plurality foum many languages, such as
English, French, Tahitian, and Hebrew. In many saskis type of reduplication is
unable to indicate two items, even though its s@feepresentation consists of two
phonological realizations of the base stem; it modicate more than two items, as
shown below:

(61) a. *futatsu-no jama-jama “two mountains”
cf. ooku-no jama-jama “many mountains”
b. *futatsu-ngfima-3zima “two islands”
cf. itsutsu-ngima-3ima “five islands”
c. *futari-nogito-bito “two people”
cf. ikygrin-no ¢ito-bito “some people”

Not only nouns but also adjectives, which categdly belong to the Yamato
class, are also possible targets of intensive/pheduplication. Unlike the plurality in
noun reduplication shown above, adjectives becomghasized through reduplication
and are often used as adverbs, as shown below:
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(62)  Yamato adjective reduplicatidfi:

ao(i) “blue” ao-ao “clear blue”

samu(i) “cold” samu-zamu “very cold”

kuro(i) “black” kuroguro “thin black”

karu(i) “light” karu-garu “very lightly”

haja(i) “early” haja-baja “earlier than expected”

When the base of reduplication is a verb, the rkcafed form represents repetition,
duration, or simultaneity of the action, as illaséd below:

(63)  Yamato verb reduplication:

kawaru “change” kawargawaru “alternately”
hanare(ru) “leave” hanare-banaré‘’being separatéd
jasum(u) “rest” jasumi-jasumi  “often having at'e

Poser (1990) pointed out that when the base stenmoimoraic, vowel augmentation
makes both the base and reduplicant bimoraic irrddaplicated form. The following
serve as examples:

(64)  Yamato verb reduplication (monomoraic base):

mi(ru) “look” mii-mii, *mi-mi “while looking”
ne(ru) “sleep” nee-nee, *ne-ne “oversleeping”
s(uru) “do” fii- fii, * fi-fi “while doing”

Whereas intensive/plural reduplication makes thmat@ vocabulary rich, as
illustrated above, items in the other ER classegeemendergo this morphological
operation. Let us examine the Loanword class fifee following examples show the
ungrammaticality of intensive/plural reduplicationthis class?

44 Japanese has a similar word formation, which involves an adjectivizing suffix -fii:

e.g., karu(i) “light” karugaru{ii  “thoughtlessly”
samu(i) “cold” samu-zamfir “bleak”
jowa(i) “weak” jowa-jowafii “weak looking”

45 Some of these examples are possible in child language (Haruka Fukazawa, personal
communication).
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(65) Loanword reduplication (ungrammatical)
a. bimoraic base:

paN “bread” *pam-pa “pieces of bread”
peN “pen” *pem-pr “pens”

piN “pin” *pim-piN “pins”

tabu “tab” *tabu-tabu “tabs”

Kii “key” *Kii-Kii “keys”

webu “web” *webu-webu “webs”

faN “fan” *faN-faN” “fans”

tagu “tag” *tagu-tagu “tags”

baa “bar” *baa-baa “bars”

gumi “‘gummy” *gumi-gumi “gummies”

b. trimoraic base:

terebi “TV” *terebi-terebi  “TVs”

baggu “bag” * bgggu-baggu  “bags”

keeki “piece of cake” *keeki-keeki “pieces of cake
geemu ‘game” geemugeemu “games”

booru “ball” *booru-booru  “balls”

kurasu “class” *kurasu-kurasu “classes”

c. quadrimoraic or longer base:

repooto ‘report” *repooto-repooto “reports”
pureijaa “player” *pureijaa-pureijaa “players”
supootsu “sport” *Supootsu-supootsu “sports”

kompuutaa “computer”  *kompuutaa-komjuutaa “computers”

In all examples in (65), intensive/plural reduplioa is ungrammatical. They show that
the moraic length of a base word is completelylerrant to this ungrammaticality. It
must be concluded that Loanword stems are categjgriexcluded from this
morphological operation.

As with the Loanword class, intensive/plural redcggion is impossible in the
Sino-Japanese clads. Examples in (65) below show that Sino-Japanese fre
morphemes cannot have a reduplicated form thateisvetl by intensive/plural

46 There are a few lexical exceptions, e.g., fuu “various kinds,” dai-dar “for
generations,”and [771-soN-soN “descendants.”
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reduplication:

(66)

sa “difference”

ha  “group”
fi “teacher”
fo  “book”

. bimoraic base

(i) CVi morpheme:

ai “love”

kai “party”

gai  “harm”

tai  “body”

dai ‘“title, theme”
hai  “lung”

(i) CVV morpheme:
see “family name”

zee ‘tax”
ree ‘“example”
ree “spirit”

*sa-sa
*ha-ha
gi-fi
*fo-fo

*ai-ai
*kai-kai
*gai-gai
*tai-tai
*dai-dai
*hai-hai

*see-see
*zee-zee
*ree-ree
*ree-ree
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Sino-Japanese reduplication (monomorphemic; ungaioat):
a. monomoraic base:

“differences

“groups”
“teachers”
“books”

“loves”
“parties”
“much harm”
“bodies”

“titles, themes”
“lungs”

“family names
“taxes”
“examples”
“spirits”



(i) CVN morpheme:

kiN  “money” *Kkin-kiN “much money”
keN “sword” *ke)-keN “swords”

kaN “can” *kay-kaN “cans”

gaN “cancer” ag-gan “cancers”

haN “group” *hav-han “groups”

fuN “piece of dung” *fun-fuN “pieces of dung”
buN “sentence” *bum-bu “sentences”

biN  “bottle” *bum-bw “bottles”

beN “excrement” *bem-be “pieces of excrement”
hoN “book” *han-hon “books”

waN “bowl” *waN-waN “bowls”

(iv) CVCV morpheme:

eki “station” *eki-eki “stations”

seki “seat” *seki-seki “seats”

saku “plan” *saku-saku “plans”

setsu “section” *setsu-setsu “sections”
tetsu “iron” *tetsu-tetsu “pieces of iron”
retsu “queue” *retsu-retsu “‘gueues”

Neither the moraic length nor the segmental strecthas any effect on the
ungrammaticality of intensive/plural reduplicatiom this class. Sino-Japanese
bimorphemic words, which are derived through ramtjonction of bound morphemes,
are also excluded from the possible targets ofnsite/plural reduplication. Some
examples appear in (67):

(67)  Sino-Japanese reduplication (bimorphemic base;ammgratical)
a. bimoraic base:

Kiki “crisis” *kiki-kiki “crises”
dziko “accident” *tkiko-3iko “accidents”
katfi “value” *katfi-katfi “values”
Kizi “article” * ki 3i-Ki 3 “articles”
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b. trimoraic base:

Koofi “teacher” *Koofi-Kloofi ~ “teachers”
booki “illness” *Hooki- Hooki  “ilinesses”
kaigi “meeting” *kaigi-kaigi “meetings”
kekka “result” *kekka-kekka  “results”

c. quadrimoraic base:

kookoo “high school” *kookoo-kookoo “high schebdl
juuziN “friend” *Juu3iN-juuziN “friends”
gaikoku ‘foreign countryy  * gaikoku-gaikoku ‘foreign countrie’s

This pattern of reduplication is not allowed insthilass with any moraic length. We
reach the same conclusion as with the Loanword absee; the Sino-Japanese class is
categorically excluded as a possible target famsive/plural reduplication.

2.4.4.2 Rendaku

| previously pointed out that the application ofideku in intensive/plural reduplication
is different from that in normal compounding (Nishira 2007). In intensive/plural
reduplication, rendaku is obligatorily applied wsdeblocked by the phonological
context. The following serve as examples:

(68) a. Yamato noun reduplication:

kami “god” kamigami, *kami-kami “many gods”
cito “person” cito-bito, *¢ito-¢ito “people”
fima “island” fima=ima, *fima-{ima “islands”
tsuki “month tsuki-zuki, * tsuki-tsuki “per month
tokoro “place” tokoro-dokoro, *tokoro-tokoro  “sanplaces”

b. Yamato adjective and verb reduplication:

kuro(i) “black” kuroguro, *kuro-kuro  “thin black
karu(i) “light” karu-garu, *karu-karu  “very lightly”
hanare(ru) “leave” hanare-banare, *hanare-hanare

“being separatéd

The Lyman’s Law effect, which blocks the rendakplagation in normal compounding,
as illustrated in (13) and (14) in 2.2.4, is stitiserved in intensive/plural reduplication.

93



Consider the following examples:

(69) Lyman’s Law effect:
kazu “number” kazu-kazu, *kazyazu “numerous”
tsugi  “next” tsugi-tsugi, *tsugi-zugi “alternately”

Rendaku in these compounds is impossible becaeseattes originally contain voiced
obstruents.

When the base of intensive/plural reduplication ifegwith a voiceless
obstruent and does not originally have any voicbdtroent, rendaku almost always
takes place as shown in (68). | have found onlgehexceptions to this generalization,
which are shown below:

(70)  a. kore “ this” kore-kore, *korgeore  “thus and thus”
b. kaku “like this ” kaku-kaku, *kakgaku “thus and thus”
C. tsu “port” tsu-tsu~tsu-zu “‘every port”

Example (70a) should be compared with a similaresgionsore-zore‘each of them,”

in which rendaku is applied. (70b) often accompsnamother reduplicated word
Jika-sika as in kaku-kaku fika-sika “thus and thus.” This idiomatic expression is
interesting because rendaku is applied only indtter reduplicated word. In (70c), the
application of rendaku is optional. This word isifial only in the idiomatic expression
tsu-tsu ura-ura~tsu-zu ura-urdeverywhere.” These examples do not seem to be
problematic for the above generalization when wearg them as lexicalized
expressions.

Another interesting fact about rendaku in intengilteal reduplication is that
the rendaku immunes, which resist rendaku in nooatpounding, undergo voicing
through this compounding pattern (Rosen 2003, Nisha 2004, 2007). The following
examples show the rendaku blocking effect in norroatpounding:
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(71)  Yamato rendaku immunes in normal compounding:

hafi: kire + hdi > kire-hdi, *kire-bafi “cutting piece”
cut edge
saki: tabi + sak> tabi-saki, *tabi-zaki “travel destination”

travel destination

fimo: kawa Himo - kawafimo, *kawasimo “downstream”

river  lower

sumi: kata + sum®> kata-sumi, *kata-zumi “obscure corner”

side  corner

However, they obligatorily undergo rendaku in irsiee/plural reduplication, as shown
below:

(72)  rendaku immunes in intensive/plural reduplication

hali “edge” hdi-bafi, *hafi-hafi “every edge”

saki “destination”  saki-zaki, *saki-saki “evergstination”
fimo “lower” fimo-zimo, *fimo-fimo  “the lower classes”
sumi “corner” sumi-zumi, *sumi-sumi  “every corie

It appears reasonable that this discrepancy irrehdaku application between normal
compounding and intensive/plural reduplication asised by the structural differences
between them.

2.4.4.3 Accentuation

Unlike normal compounding and dvandva compoundinggccentuation in
intensive/plural reduplication is quite simple amdform. It almost always follows the
default compound accent rule (18) in 2.2.5. ThioWwihg serve as examples:
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(73)  a. bimoraic base:

ka’'mi kami’-gami “gods”

mura’ mura’-mura “villages”

cito ¢cito’-bito “people”

a'o ao’-ao “clear blue”
samu’(i) samu’-zamu “chilly”
tabe’(ru) tabe’-tabe “while eating”

b. trimoraic base:

koko'ro kokorogo’koro “in each mind”

tokoro’ tokoro-do’koro “some places”
aru’k(u) aruki-a’ruki “while walking”
kasane'(ru) kasanga’'sane “repeatedly”

c. quadrimoraic base:
koroga's(u)  korgasi-ko’rogasi “while rolling something”
tobikoe’(ru) tobikoe-to’bikoe “while jumping over”

When the base has fewer than four morae, the ataénbn the antepenultimate mora
of a compound, as in (73a) and (73b). If the basguadrimoraic or longer, the accent
falls on the first mora of the second componeningd3c). In all the above cases, the
location of the base accent does not interferempound accentuation. | conclude that
the location of the accent in intensive/plural ngdiation is fully dependent on the
surface moraic structure and that there is no basent effect as can be observed in
normal and dvandva compounding.

Another interesting aspect with respect to this phophonological
phenomenon is that the flat pattern, which laclsudace accent, is never allowed in
this compounding pattern. As discussed in 2.2 &etls a tendency for a quadrimoraic
or shorter compound to have the flat pattern iradape. However, as indicated in (73a),
intensive/plural reduplication never produces tla¢ pattern even if the reduplicated
word is quadrimoraic. This characteristic of inigafplural reduplication must be
compared with the accentuation of mimetic redupibice which almost always results
in the flat pattern when the reduplicated word usdrimoraic, as we will examine in
2.4.4.3.
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2.4.5 Mimetic Reduplication

Let us move now to mimetic reduplication, which ides adjectives (or adverbs
depending on the context) from a base stem. Astéchabove, previous studies on
Japanese reduplication have mainly focused on fiedtipn of items in the Mimetic
class; it is probably true that the canonical tafemimetic reduplication is mimetic
items and that reduplication in the other classes derivative operation. However, this
section mainly analyzes mimetic reduplication imd) non-mimetic items, as argued
in 1.4.2. The morphology and morphophonology of etimreduplication is interesting
when we compare it with the other compounding pasteén Japanese, as will be
examined in this section.

2.45.1 ER Classes
Compared with intensive/plural reduplication, mirneeduplication is relatively open
to the ER classes. In addition to the mimetic ¢ldss morphological operation is
possible in the Yamato and Loanword classes. Th&igh-Japanese words are not a
target of this compounding pattern, a very simiteorphological operation is found in
the root conjunction of Sino-Japanese morphemes.

First, let us examine mimetic reduplication in tfemato class. Nouns, verbs,
and adjectives in this class are all possible targé this type of compounding. The
following shows mimetic reduplication in which thase component is a Yamato noun:

(74)  Yamato noun§’

ami “net” ami-ami “net-like”

aho “fool” aho-aho “foolish”

iro “color” iro-iro “various kinds”
utfi “inside” utfi-utfi “unofficial”

fiwa “wrinkle” fiwa-fiwa “wrinkled”

tsubu “grain” tsubu-tsubu “grainy”

tsuja “gloss” tsuja-tsuja “glossy”

fima “stripes” fima{ima “striped

moja “mist” moja-moja “misty”

motfi “rice cake” mofi-motfi “soft and elastic”

47 Japanese has a similar word formation, which involves an adjectivizing suffix ir.

e.g., baka “fool” baka-baka-fii “foolish”
mizu “water” mizu-mizu-fii  “fresh”
doku “poison” doku-doku-fii “flashy, virulent”
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mitfi “road” mitfi-mitfi “on the way”

kobu “bump” kobu-kobu “bumpy”

kona “powder” kona-kona “powdery”

komi “inclusiveness” komi-komi “inclusive”

nami “wave” nami-nami “wavy”’

notfi “after” notfi-notfi “ever after”

koke “moss” koke-koke “mossy”

ketfi “cheapskate”  kdi-ketfi “stingy”

gomi “garbage” gomi-gomi “full of garbage”

hone “bone” hone-hone “containing small bones”

As argued in 2.4.1, this type of reduplication lu@cterized by lexical and semantic
differences between the base stem and its redtgdicacounterpart. Unlike
intensive/plural reduplication, in which the ledi@ad semantic properties of the base
stem are fully inherited by the reduplicated fothe base stem does not behave as the
lexical head of the compound in mimetic redupl@ati Consider the following
examples:

(75) a.iwa-ni kokega  haeru. “Moss grows on the rock.”
rock-LOCATIVE mossNom  grow

b. *iwa-ni koke-kokega  haeru. “Moss grows on the rock.”
rock-LOCATIVE  moss-RED-M  grow

c.iwaga koke-koke-da. “The rock is mossy.”
rock-NoM moss-RED-ASERTIVE

d. koke-koke-na iwa “a mossy rock”
moss-RED-AJ  rock

A Yamato stemkoke is a noun that signifies moss, as in (75a). Howevtee
reduplicated wordkoke-kokds not a noun and does not signify a kind of asnas in
(75b), but is rather used as an adjective thatifsgna state of something caused by
moss, followed by an assertive or adjectivizingtipkr, as in (75c) and (75d),
respectively. Such disagreement is found in athefexamples in (74).

A Japanese verb (and its nominal form) is alsamssible target of mimetic
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reduplication. Almost all verbs in Japanese beltmthe Yamato class, and they may
also have a reduplicated form that is differentfrone derived through intensive/plural
reduplication, as argued above. Some examplesavensin (76):

(76)  Yamato verb®
a. bimoraic base:

age(ru) “raise” ge-ge “uplifting”

os(u) “push” 0se-ose “overwhelming”
suke(ru) “show through” suke-suke “transparent”
suk(u) “be free” suki-suki “be free”
sube(ru) “slip” sube-sube “smooth”
kam(u) “stutter” kami-kami “stuttering”
kom(u) “be crowded” komi-komi “crowded”
tob(u) “jlump” tobi-tobi “skipping”
kire(ru) “move quickly” kire-kire “agile”

nige(ru) “escape” nigeqige “escapist” (ad].)
maze(ru)  “mix” maze-maze “mixed”
mote(ru) ‘popular with the other séx mote-mote popular with the other séx
nobi(ru) “delay” nobi-nobi “delayed”
nure(ru) “get wet” nure-nure “wet”

jore(ru) “wear out” jore-jore “shabby”
jase(ru) “get thin” jase-jase “thin”

cie(ru) “get cold” ciecie “cold”

cijas(u) “cool” cija-cgija “cold”

hage(ru) “bald” hge-haje “bald”

48 Again, similar word formation with an adjectivizing suffix iris also possible:

« ”» _ (o« I K]
e.g., nare(ru) “accustom nare-nare-fii “too familiar
hare(ru) “clear” hare-bare-fii “bright”
take(ru) “be excited”  take-dake-fii “ferocious”
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b. trimoraic base:

kozire(ru) “get complicated” kgire-kazire  “complicated”
togire(ru)  “pause” tgire-togire “pausingly”
kasure(ru) “crack” kasure-kasure  “cracked”
osore(ru)  “fear” 0SOru-osoru “fearfully”
wakare(ru) “divide” wakare-wakare “divided”

Again, unlike intensive/plural reduplication withenbs, a reduplicated form in this
pattern loses its verbal property and behaves aslj@ctive or adverb depending on the
context. Takesuke(ru)“show through” as an example. Though this wordriginally a

verb, the reduplicated forsuke-suke&annot be used as a verb in a sentence, as shown
in (77):

(77) a.gurasuga suke-ru. “The glass shows through.”
glass-NoM  show through

b.*gurasuga suke-suke-ru. “The glass shows through.”
glass-NoM  show through

Instead, this reduplicated word can be used agigtteve followed by an assertive or
adjectivizing particle, as shown in (78):

(78) a.gurasuga suke-suke-da. “The glass is transparent.”
glass-NoM  transparent-ASERTIVE

b. suke-suke-nagurasu “a transparent glass”
transparent-BJ  glass

Such a substantial lexical and semantic differebeaveen the base word and the
reduplicated form is found in all verb reduplicatio (76).

Japanese adjectives (or their nominal forms), wihilso categorically belong
to the Yamato class, are possible targets of mametduplication. Some examples
appear in (79):
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(79)  Yamato adjectives

a. -i adjectives:
atsu(i) “hot” atsu-atsu “very hot”
usu(i) “thin” usu-usu “vaguely”
samu(i) “cold” samu-samu “cold”
kowal(i) “scary” kowa-kowa “scary”
jowa(i) “weak” jowa-jowa “weak”
ama(i) “indulgent” ama-ama “indulgent”
kitsu(i) “tight” kitsu-kitsu “tight”
nuku(i) “warm” nuku-nuku “warm”
seko(i) “stingy” seko-seko “stingy”
juru(i) “loose” juru-juru “loose”
jasu(i) “easy” jasu-jasu “easily”
noro(i) “slow” Noro-noro “slow”
hoso(i) “slender” hoso-hoso “slender”

b. -naadjective:
ija(na) “disgusting” ija-ija “unwillingly”

Since mimetic reduplication derives reduplicateddsowith the adjectival property, as
shown in the noun and verb reduplication examplesv@, no significant change in
meaning takes place in the reduplicated formsn &9)*°

(80) ama-i.

a. Tarooga kodomagpi “Taro is indulgent to his child.”

Taro-Nom  child-Dar indulgent

ama-ama-da. “Taro is indulgent to his child.”

indulgent-ASERTIVE

b. Tarooga kodomoni
Taro-Nom  child-DaT

Another source of mimetic reduplication is the hward class. Stems in this
class, the great majority of which are nouns, cageugo this morphological operation
and obtain an adjectival or adverbial meaning. Seranples are shown below:

49 This fact sometimes makes it difficult to distinguish mimetic reduplication from
intensive/plural reduplication, because in both cases adjectives do not undergo
substantial change; for example, jowa-jowa “weak, weakly,” can be derived from both
patterns.
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(81)  Loanword nouns’
a. bimoraic base:

rabu “love” rabu-rabu “lovey-dovey”
ero* “eroticism” ero-ero “erotic”

garu “flashy girl” garug'aru “flashy”

debu? “fat” debu-debu “fat”

rori “pedophilia” rori-rori “girlish”

meka “machine” meka-meka “mechanical”

b. trimoraic base:

pinku “pink” pinku-pinku “pink”

dorama “TV drama” dorama-dorama “drama-like”
riaru “realistic” riaru-riaru “very realistic”
Kuuto “cute” kuuto-Kuuto  “cute”

hebii “heavy” hebii-hebii “heavy”

c. quadrimoraic base:

raburii “lovely” raburii-raburii ~ “lovely”
toraburu “trouble” toraburu-toraburu “troublesein
herdii “healthy” herdii-herufii  “healthy”

Similar to Yamato noun dvandva compounds, as ittt in (74) and (75), Loanword
reduplicated words are not nouns but adjectivemdeerbs even though their base stems
are nouns. Consider the following examples:

50 Some Japanese speakers accept 7fil adjectives with Loanword reduplication:
e.g., daru “girl darudarudfii  “flashy”
meka “machine” meka-mel@- “mechanical’
51 Exceptional as a Loanword item, this stem can form a non-reduplicated adjective
ero-i “erotic.”
52 This word does not have any foreign etymological origin. However, considering its

phonological structure, which contains two voiced obstruents, I place it in the Loanword
class.
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(82) a. Tarooga gjaru-o konomu. “Taro likes flashy girls.
Taro-Nom  flashy girl-oBJ like

b. *Tarooga garug'aru-o konomu. “Taro likes flashy girls.”
Taro-Nom  flashy girl-oBJ like

c. Keitoga darug'aru-da. “Kate is flashy.”
Kate-Nom  flashy girl-RED-ASSERTIVE

d.darugaru-na  fuku “flashy clothes”
flashy girl-RED-ADJ clothes

A Loanword sterryjaru is a noun, as in (82a), but its reduplicated foemnot be used
as a noun, as in (82b). Instead, the reduplicated ¥8 used as an adjective followed by
an assertive or adjectivizing particle, as in (82wl (82d), respectively.

Whereas mimetic reduplication is very productivehe Yamato and Loanword
classes, as shown above, this compounding patseimpossible in Sino-Japanese.
Interestingly, however, a similar word formation feund in bimorphemic root
conjunction. Let us first examine Sino-Japanesedsomhe following indicates that
mimetic reduplication is impossible when the basengonent is a Sino-Japanese
bimorphemic word:

(83)  Sino-Japanese bimorphemic base (ungrammatical)
a. bimoraic base:

kiso “basic” *kiso-kiso “basic”
Kogi “falseness” *kogi-klogi “false”
taki “variety” *taki-taki “various”
fii “arbitrary” * fii- fii “arbitrary”

b. trimoraic base:

kooka “expensive” *kooka-kooka “expensive
jojuu “margin” *jojuu-jojuu “easy”

tafoo “a little” *tafoo-tgdoo “a little”

Kooi “threat” *Kooi- Kooi “amazing”

103



c. quadrimoraic base:

konnaN “difficulty”
findzitsu “truth”
kettee “decision”
hopgkaku “legitimate”

*konnag-konnav

*findzitsu-findzitsu
*kettee-kettee
*haykaku-haykaku

“difficult”

“true”
“decisive”

“legitimate”

Every base word in (83) consists of two Sino-Japaimund morphemes and is derived

through bimorphemic root conjunction.

However, a morphological operation very similarnbtametic reduplication is
often found in Sino-Japanese root conjunction, tvhicexclude from the Japanese
compounding patterns. Some examples are shown below

(84)

a. CVroot:
tfi “late”
ta “many”
ko “each”

b. CVV root:
koo “horrible”
roo ‘resonant”
3uu “pile”
juu “gentle”

c. CVN root:
eN “extend”
taN “pale”
JiN “deep”
moN “writhe”
3UN “order”

d. CVCV root:
fuku “moderate”
moku “silence”
setsu “earnest”
futsu “bubble”

reduplication in Sino-Japanese root conjunction

tfi-tfi
ta-ta
ko-ko

Koo-Koo
ro0-roo

dzuu-zuu
juu-juu

@l-eN
tan-ta
JiN-fiN
mom-mo\
3un-csuN

fuku-uku
moku-moku
setsu-setsu
futsu-futsu
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“tardily”
‘many
“each of them”

“fearfully”

“resonantly”
“(understand) well
“easily”

“draggingly”
“indifferently”
“silently”
“writhingly”
“in turn”

“solemnly”
“silently”
“earnestly
“bubbling”



Through this reduplication pattern, these redupdidaforms obtain adjectival or
adverbial meanings in the same manner as mimetlaptieation in Yamato and
Loanwords.

2.4.5.2 Rendaku

One of the prominent morphophonological differenbesween intensive/plural and

mimetic reduplication is found in the applicationf oendaku. Whereas this

morphophonological operation may occur in the farrae argued in 2.4.3.3, it does not
take place in the latt&f. Consider the following examples:

(85)  a.fiwa “wrinkle”
NC: kaosiwa, *kaoiwa “face wrinkle”
IP-RED:  fiwa-ziwa, *fiwa-fiwa  “wrinkles”
M-RED: fiwa-fiwa, *fiwa-ziwa  “wrinkled”

b. koke “moss”
NC: mizugoke, *mizu-koke “water moss”
IP-RED: kokegoke, *koke-koke “mosses”
M-RED: koke-koke, *kokegoke “mossy”

The Yamato stems in (85) undergo rendaku in noomadpounding and intensive/plural
reduplication, but this is impossible in mimeticduplication. | claim that this
morphophonological variation is caused by diffeendn morphological structure,
discussed in 2.4.2; the second component, whithegarget of rendaku, is the base
stem in normal compounding and intensive/plurabptidation, whereas it is the RED
morpheme in mimetic reduplication. The theoretmatount for this phenomenon will
be presented in 4.2.3.4 within the framework of OT.

2.4.5.3 Accentuation
Let us turn our attention to accentuation in mimegiduplication. Like accentuation in
intensive/plural reduplication, that in mimetic uvgdication ignores the base accent, but
it depends on the moraic length of compounds. Hewethe types of accentuation in
the two reduplication patterns are different.

As with normal compounding and intensive/pluraluglétation, accentuation

53 There are a few exceptions to this generalization, such as kona-gona “powdery.”
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in this compounding pattern is sensitive to theaiolength of the base stem. When the
base word is bimoraic, a reduplicated word exhithits flat pattern independent of the
original accent location of the base words. ThioWihg serve as examples:

(86)  bimoraic base:

ami’ “net” ami-ami “net like”

ra’bu “love” rabu-rabu “lovey-dovey”
Jiwa “wrinkle” Jiwa-[i wa “wrinkled”
Kire’(ru) “move quickly” kire-kire “agile”

jowa’(i) “weak” jowa-jowa “weak”

As | argued in 2.2.5, there is a tendency in Jag@arier quadrimoraic words to lack
accents. It seems reasonable to consider thatethd®ency is also effective in mimetic

reduplication.
When the base word is trimoraic, the accent failisthe initial mora of the
second component in this type of reduplication. fiflewing serve as examples:

(87)  trimoraic base:

ri'aru “realistic” riaru-ri'aru “realistic”
do’rama “drama” dorama-do’rama “drama-like”
kozire’(ru)  “get complicated” kgire-ko'zire  “complicated”
kasure’(ru)  “crack” kasure-ka'sure “cracked”

It should be noted that these cases follow the ullefale of Japanese compound
accentuation (18), which we saw in 2.2.5. It appdhat the base accent is probably
ignored in this pattern, while some words retaieirtibase accent in the reduplicated
form as a result.

The base-accent effect in mimetic reduplicationfasnd in longer words.
When the base word is quadrimoraic, the base adsemtained in the reduplicated
word, as illustrated below:

(88) quadrimoraic base:

tora’buru “trouble” toraburu-tora’buru “troubles@h
he’rufii “healthy” herdii-he’rufii “healthy”
ra’burii “lovely” raburii-ra’burii “lovely”
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This base-accent effect is similar to that in ndrosenpounds with a quadrimoraic base,
which 1 illustrated in 2.2.5. The difference betweble two patterns is that whereas the
base-accent effect on a quadrimoraic base is adtionnormal compounding, it is
obligatory in mimetic reduplication.

2.5 Complex Compounding

2.5.1 Introduction

In the Japanese compounding system, a compound haag a morphologically

complex structure whose constituent is also a camgoln other words, a compound
may be embedded as a component within another asmapointerestingly, some
structures that are blocked by the ER classificateye found within complex

compounds, and some morphophonological operatidmst toccur in simple

compounding do not occur in complex compounds dgipgnon the morphological

context, as we will see in this section. The thgcak account for these data will be
given in Chapters 3 and 4.

In this section, | will consider normal compoundiag an operation applied to
morphologically complex structures, and | wish &ef the other three compounding
patterns—dvandva compounding, intensive/plural pédation, and mimetic
reduplication—beyond the scope of the discussibig is because whereas normal
compounding has strong productivity even with motpgically complex components,
the other patterns cannot have such complex conmp@righe following examples show
this contrast:

(89) a.NC: kawa-usg-muka(i-bandi “old story of a river hare”

river hare ancient story cf. usagi-bandi “story of a hare”

b. DVD: *oja-inu-ko-neko “parent dogs and yourads?
parent dog child cat cf. inu-neko “dog and cat”

c. IP-RDP: *tabi-bito-tabi-bito “many travelers”
travel person travel person cf.cito-bito  “people”

d. M-RDP: *tateziwa-tatesiwa “wrinkled with vertical lines”
vertical wrinkle vertical wrinkle cf. fiwa-fiwa “wrinkled”
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In (89a), the two compoundsawa-usgi andmukgi-bangfi, are combined and form a
single prosodic word by normal compounding. Thigetyf complex compound can be
easily produced by native speakers of Japanese arficetn found in their actual speech.
However, as illustrated in (89b-d), the other thcempounding patterns cannot contain
a compound as one of their components. (89b) shieevengrammaticality of dvandva
compounding in which the components are compoutigs;two compoundspja-inu
“parent dog” andko-neko“young cat,” cannot be conjoined by this compougdin
pattern. (89c) shows that intensive/plural red@giion is also unable to contain
compounds as its components; the compdabdbito “traveler” is not a possible target
of intensive/plural reduplication. The same is triae mimetic reduplication. The
compoundtatesiwa “vertical wrinkle” cannot be embedded in mimeteduplication,
as in (86d). As | will illustrate below, it shoulie noted that except for intensive/plural
reduplication, the products of these compoundirttepas can be components of normal
compounds.

2.5.2 Normal Compounding

As we saw in section 2.1, normal compounding is ri@st frequent compounding
pattern in Japanese, and this holds true in moogincdlly complex contexts; a normal
compound often contains another normal compouniisasonstituent. The following
serve as examples:

(90) a PN

kawa  usgi “river hare”
river hare

b. right-branching compound

midori  kawa usg “green river hare”
green river hare
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c. left-branching compound

kawa usegi bandi “story of a river hare”
river hare story

(90a) is a simplex normal compoukdwa-usgi “river hare.” This compound can be
both the head component of a compound, as in (20id),the non-head component, as
in (90c). The morphological structure of (90b) aled right-branching structure and
that of (90c) left-branching structure.

A more complex structure is also possible in normampounding. The
following example (91) shows that both constituentsriormal compounding can be
normal compounds:

(91)

kawa usgi mukdi bandi “old story of a river hare”
river hare ancient story

Complex compounds can be a component of a more leangompound, as shown

below:

(92) a.
mukdi  midori kawa  us# “ancient green river hare”
ancient green river hare
b.
midori  kawa usg  bandi “story of a green river hare”
green river hare story

The structure of normal compounding can be moreptexn as shown below, where
curly brackets indicate morphological constituents:
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(93)

a. {mukdi -{midori-{kawa- usaji}}}-bana {i
ancient  green river  hare story

“story of an ancient green river hare”

b. {{mukali -{midori-{kawa-usagi}}}-banaji}-kegkjuu
ancient green river hare story wtud

“study of stories of an ancient green river hare”

c. gendai-{{{mukafi-{midori-{kawa-usagi}}}-bana | i}-kegkjuu}
modern ancient green river  hare rysto study

“modern study of stories of an ancient green rhaxe”

A native speaker of Japanese can produce and taagrsormal compounds with a
more complex structure than (93a-c). | concludet tteere is no morphological
restriction on complexity in normal compounding.

2.5.3 Dvandva Compounding

In addition to normal compounding, dvandva compaumds also possible inside a
normal compound. A dvandva compound can be the leeatbonent of a normal
compound. The following serve as examples:

(94)

a.

/N

oja ko “parent and child”
parent  child

> ﬁ\
usgi oja ko “parent hare and young hare”
hare parent  child
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kindzoku-te-A
metal arm leg
dzetsumetsu-kusa-ki

extinction herb tree

Klodai-inu-neko

giant dog cat

“metal arm and leg”

“extinct herb and tree”

“giant dog and cat”

(94a) is a simplex dvandva compound, and it cathbehead component of a normal
compound, as in (94b). This complex compound fomght-branching structure.

Complex compounds in (94c) have the

same rightdbiag structure as (94b).

A dvandva compound can also occupy the non-heatpopnent of a normal
compound. Consider the following examples:

(95) a.
oja ko kakee
parent  child relation
b. inu-neko-zHi
dog cat magazine

¢izi-giza-kuriimu
elbow knee cream

natsu-fuju-kaisai

summer winter opening

“relation between a parent and a child”

“magazine about dogs and cats”

“cream for elbows and knees”

“opening in summer and winter”

The complex compound in (95a) forms left-branchstigicture, and it subcategorizes
the dvandva compoungja-ko as its non-head component. Examples in (95b) ghare
same structure as (95a). It is also possible fth bomponents in normal compounding
to be dvandva compounds. Consider the followingrgxe:
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(96)

oja ko inu neko  “parent-baby pairs of dogs and’cat
parent  child dog cat

In (96), two dvandva compoundga-ko“parent and child” anihu-neko“dog and cat”
are combined through normal compounding.

An interesting point | wish to note here is thaaddva constructions, which
are ungrammatical as simplex compounds, can bealfaarihe non-head components of
normal compounds. As illustrated in 2.3.3, this poomding pattern is quite sensitive
to the ER classification. | give some examples\elo

(97) a. Yamato dvandva compound:

cizi-ciza “elbow and knee”
elbow knee

migi-cidari “right and left”

right left

tsukai-suteru “use and throw away”

use throw away

jomi-kaki “reading and writing, literacy

reading writing

ama-karai “sweet and hot”

sweet hot
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b. Sino-Japanese dvandva compound (ungrammatical):
*fakai-kggiN “society and individual”

society individual

*kaki-tooki “summer and winter”

summer winter

*Kkis0-00jo0 “basic and applied”

basic application

*kookoo-dagaku “high school and university”

high school university

*nihon-fokoku “Japan and other countries

Japan countries

c. Loanword dvandva compounds (ungrammatical):

*razio-terebi “radio and TV~
radio TV

*raisu-pav “rice and bread”
rice  bread

*raketto-booru “racket and ball”
racket  ball

*kompuutaa-kamera  “computer and camera

computer camera
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d. hybrid dvandva compounds (ungrammatical):

*kuruma-denfa “car and train” (Y-SJ)
car train

*tfuugoku-amerika  “China and the U.S.” (SJ-L)
China the U.S.

*sakesuusu “alcohol and juice” (Y-L)
alcohol juice

Dvandva compounding is possible in Yamato, as #a)9but it is ungrammatical for
Sino-Japanese and Loanwords, as in (97b) and (8&spectively. Because dvandva
compounding requires similarity between the two ponents, hybrid dvandva
compounds, whose components do not share the sRnetags, are also ungrammatical,
as in (97d).

This restriction holds true for the head compongntompounds that form
right-branching structure. As argued in (94) ab@a/&amato dvandva compound, which
can be an independent dvandva compound, can aldeeldeead component of normal
compounds. Conversely, neither a Sino-Japanese ddaacrompound, Loanword
dvandva compound, nor hybrid compound, all of whach ungrammatical as simple
compounds, can occupy this position. ConsideraHheviing examples:

(98)  a. *juumee-kookoo-dgaku *“famous high school and university”

N

*juumee kookoo dgaku
famous high school university

b. *risoofakai-kaiN “ideal society and individual”
ideal society individual

*kindai-nihoN-fokoku “modern Japan and other countries”
modern Japan countries
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C. *fingata-raio-terebi “new type radio and TV”
new type radio TV

*tepisu-raketto-booru “racket and ball for tennis”
tennis racket ball

d. *kooHuu-sake3uusu “high grade alcohol and juice”

high grade alcohol juice

*Ikuufiki- kuruma-devfa “old type car and train”
old type car train

The ungrammaticality of simplex compounding is tak&er in complex compounding
when it appears in the head component positiomother words, the head position
requires a component to be grammatical as a singaepound.

However, the restriction on the ER classificationdvandva compounding is
ignored when it occurs in the non-head componenmtoofmal compounding. Consider
the following examples:

(99) a.fakai-kggim-mondai  “problem between a society and an indisld

AN

fakai kgim  mondai
society individual problem

b. kaki-tooki-kaisai “opening in summer and winter”

summer winter opening

kiso-oojoo-kgkjuu “basic and applied studies”
basic application study

nihoN-fokoku-doomee “alliance between Japan and othertgesh
Japan countries alliance

In (99a), a normal compound subcategorizes a Sipankse dvandva as its non-head
component. Compounds in (99b) share the same mlogbal structure with (99a).
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Loanword dvandva compounds and hybrid dvandva comg® can also be the
non-head components of normal compounds. Congiddotlowing examples:

(100) a. ragio-terebi-kogoo “factory of radios and TVs”

A

ragio  terebi  kogoo
radio TV factory

b. raisu-pa-setto “set of rice and bread”

rice bread set

raketto-booru-meekaa “manufacturer of racketstaild”

racket ball manufacture

komﬂuutaa—kamerzﬁeppu “shop of computers and cameras”
computer camera shop

c. sakesuusu-hambai “selling alcohol and juice”

alcohol juice selling

kuruma-deifa-tsuukn “commuting by car and train”

car train  commuting

tfuugoku-amerika-kgkee “relation between the U.S. and China”
China the U.S. relation

In (100a) and (100b), the non-head component obrapound forms a Loanword

dvandva compound, which is ungrammatical as a sxnpbmpound, as shown in (97c).
Examples in (100c) are complex compounds whose heat component forms a
hybrid dvandva compound. These compounds shardt-aréaching morphological

structure with (100a}*

54 As Shibatani (1990:245) reported, this type of morphological structure is also allowed
in English, e.g., mother-child interaction, employer-employee relationship, although
English basically prohibits simple dvandva structure.
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2.5.4 Reduplication
Interestingly, the two patterns of Japanese redaftin behave quite differently from
each other in morphologically complex contexts;uiffio intensive/plural reduplication
never occurs in such contexts, products of minretitiplication can be a component of
normal compounding.

Let us examine intensive/plural reduplication firfhis compounding pattern
cannot be a component of compounding. Consideiotimaving examples:

(101) a.
*¢ito bito saafi “search for people”
RED person  search
cf. ¢ito-bito “people”
cito-sagafi “search for a person”
b. *mura-mura-hoomo “visiting many villages”

RED village visiting
*kupi-gupi-mondai “problem involving many countries”

RED country problem
*kuro-guro-bata “deep-black flag”

RED black flag

A compound in (101a) subcategorizes the reduplicatard ¢ito-bito “people.” Though
the embedded reduplicated compound occurs as aesiogmpound, the complex
compound is ungrammatical. Complex compounds irll§,Owhich share the same
structure as (101a), are ungrammatical even thtuglembedded dvandva compounds
are found as simple compounds.

It is also impossible for intensive/plural reduplion to appear in the head
component of a compound. The following serve asmges:
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(102) a.

*tabi cito bito “traveling people”
travel RED person
cf.¢ito-bito “people”
tabi-bito “traveler”

b. *inaka-mura-mura “countryside villages”
countryside RED village

*jama-kuni-guni “mountainous countries”
mountain RED country

*mukdfi-kami-gami “ancient gods”
ancient RED god

As illustrated in (102a), a complex compound whiosad component is a reduplicated
compound, ¢ito-bito, which can be an independent simplex compoundnas
grammatical. (102b) provides further examples.

The ungrammaticality of intensive/plural reduptioa in morphologically
complex contexts shows that this morphological apen is different from normal
compounding in which the two components are actadignidentical, but rather
constitutes one of the independent compounding et As argued above, there is no
restriction on normal compounding occurring instdenplex compounds.

Let us move now to mimetic reduplication in a marolgically complex
context. Unlike intensive/plural reduplication, teeis no restriction on this type of
reduplication in a morphologically complex contekhe following examples show that
this type of compound can be the non-head compafenhormal compound:

(103) a.

fiwa fiwa  kaapetto “wrinkled carpet”
wrinkle  RED carpet
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b. kire-kire-doriburu “agile dribbling (soccér)
cut RED dribble

ama-ama-tesuto “easy examination”

easy RED examination

rabu-rabu-kgkee “lovey-dovey relationship”
love RED relation

Because a reduplicated word derived through mimetiltiplication has an adjectival

meaning, adjective-noun compounds like the abovangkes are found often, as in

(103). Also, this type of reduplicated compound barthe head component of a normal
compound. A few examples are shown below:

(104) a.
suupaa rabu rabu “very lovey-dovey”
super love RED
b. genkai-komi-komi “crowded to the limit”

limit crowded RED

kandzen-suke-suke “completely transparent”
complete show through RED

2.5.5 Rendaku and Branching Structure

It is well known that the application of rendaku sensitive to the morphological
structure of compounds (Otsu 1980, Ito & Mester 6,98003). When the second
component in normal compounding is morphologicalbmplex, the application of
rendaku is blocked. The following illustrates rekwldlocking in a complex compound
with right-branching structure:
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(105)

rendaku blocking in a right-branching compound:
midori-{karasu-kgo} “green cage for crows”
green crow  cage

/midori  karasu kgo/
a. [midori karasu k]
b. *[midori garasu kgo]

In (105), a simplex normal compoukdrasu-kgo “cage for crows” is embedded in the
complex compound. In this structure, rendaku da¢gake place in the first segment of
the embedded compound, as in (105a). Although ithés head component of the
compound, the application of rendaku is ungramrahtes in (105b). Further examples
that share the same structure are provided in (106)

(106)

mukdi-{kawa-inu}, *mukafi-{ gawa-inu} “ancient river dog”
ancient river dog

nuri-{hafi-ire}, *nuri-{ba fi-ire} “painted case for chopsticks”
paint chopstick put

kaori-{kusa-ki}, *kaori-{gusa-ki} “aromatic herbs and trees”

scent herb tree

However, having left-branching structure does niteéch the application of

rendaku. In a complex compound with left-branchstigucture, the head component
undergoes rendaku if its conditions are satistsd|lustrated in (107):

(107)

{aka-me}garasu “red-eyed crow”
red eye crow

AN

/aka me  karasu
a. *[aka me  karagu
b. [aka me garasy
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In (107), a normal compouraka-me‘red eye” is embedded in a complex compound as
its non-head component. This structure does nakitloe application of rendaku, as in
(107a) and (107b). Further examples of the samatsin are provided in (108):

(108) {kawa-usagi}-banafi, * {kawa-usagi}-hanafi “story of river hares”
river hare  story

{nuri-bafi}-bako, *{nuri-bafi}-hako “painted chopstick case”
paint chopstick box

{oja-ko}- gepka, *{oja-ko}-kepka “parent-child quarrel”
parent child quarrel

2.5.6 Branching Structure and Prosodic Structure

Kubozono (1995) points out an interesting asymméttween right-branching and
left-branching structures with regard to the presamncatenation of compounds. He
reports that some complex compounds can be praabdaivided into two and thus
have two accents when they possess right-brandtingture. This phenomenon often
occurs when a compounds consists of Sino-Japanasis \wr Loanwords. Consider the
following example:

(109)

doitsu bugaku Kookai ‘“literature association in Germany”
Germany literature association

a. [doitsu-bugaku-Kookai]

b. [doitsu][buygaku-Kookai]

This right-branching complex compound can be proced as a single prosodic word,
as in (109a), or as two prosodic words, as in (10Bbis prosodic division is wholly
optional and yields no semantic difference. Furtbgamples that share the same
morphological structure with (109) are shown inQ)t1
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(110) [Kooto-mofi-matsuri] ~[Klooto][ moffi-matsuri]
Kyoto rice cake festival

“rice cake festival in Kyoto”

[kokusai-kajk'oo-mondai] ~ [kokusai][kak'00-mondai]
international environment problem

“international environmental problem”

[bosuton-reddo-sokkusu] ~ [bosuton][reddo-sokkusu]
Boston red SOX

“Boston Red Sox”

Conversely, left-branching structure does not alltvis optionality for prosodic
structure, as illustrated below:

(111)

doitsu bugaku Kookai  “German-literature association”
Germany literature association

a. [doitsu-bygaku-Kookai]

b. *[doitsu][buggaku-Kookai]

This complex compound can be pronounced as a simgsodic word, as in (111a), but

not as two prosodic words, as in (111b). Kubozagoies that this asymmetry is caused
by the markedness of right-branching structuretHemrexamples of this asymmetry are
shown below:
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(112) [jawaraka-madfi-matsuri], *[jawaraka][mofi-matsuri]
soft rice cake festival

“festival of soft rice cake”

[joo3zi-k!ooiku-sekoo], *[joosi][k ‘ooiku-sejkoo]
infant education major

“infant education major”

[biit fi-sakkaa-fiimu], *[biit {i][sakkaa-fiimul]
beach soccer team

“beach soccer team”

Interestingly, as Kubozono also pointed out, in sooomplex compounds
whose non-head component is a dvandva compoundpdlim division occurs even
though the compound has the same structure as @af¥ider the following example:

(113) /(\

rooma pari doomee “Rome-Paris alliance”
Rome Paris alliance

a. [rooma-pari-doomee]

b. [rooma][pari-doomee]

This complex compound can be pronounced either sisgle prosodic word, as in

(113a), or as two prosodic words, as in (113b)tHeurexamples of this optionality are
shown below:
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(114) [K'ooiku-keykluu-kaigi] ~ [k'ooiku][kegk'uu-kaigi]
education research meeting

“meeting on education and research”

[koogii-kootfa-foppu] ~ [kogii][koot fa-foppu]
coffee tea shop

“coffee and tea shop”

[indo-jooroppagozoku] ~ [indo][jooroppagozokul]
Indo Europe language family

“the Indo-European language family”

These complex compounds share the same structthig14i3) and exhibit optionality
in forming prosodic structure. | claim that thisopodic difference between (111) and
(113), which share the same branching structureaused by the structural difference
between a normal compound and a dvandva compouwtid olb which are embedded in
complex compounds. A theoretical account of thisphophonological variation will be
given in 3.4.

2.5.7 Accentuation
Finally, let us examine accentuation in complex poonding. To this end, complex
compounds should first be classified into two tydepending on the structure of their
head component; one type has a head componertdahsists of a single stem, and the
other has a head component that forms an embeduedotind. The former behaves
similarly to simple compounding, which shows botie tdefault pattern and the
base-accent effect, as examined in 2.2.5, whereasldtter always exhibits the
base-accent effect.

When the head component of a complex compound sgnple stem, the
default accent pattern emerges in most cases; dbentfalls following the default
compound accentuation rule (18) in 2.2.5. A fewnegkes are shown below:
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(115) kariforupia-ore’ndi + su’ -> kariforupia-orendg;i’-su

California orange vinegar “California orange vinegar”
epka-bipii'rru  + i'to > egka-biniiru’-ito
vinyl chloride thread “vinyl chloride thread”

oja-koo’koo + musume’ > oja-kookoo-mu’sume
filial piety daughter “dutiful daughter”

3igkoo-ffi'noo  + robo’tto > 3igkoo-tfinoo-ro’botto
artificial intelligence  robot artificial intelligence robot”

In each of these cases, the accent of the headdsiesanot appear at the surface level
and the accent location of the complex compoundiatermined by the default
compound accent rule (18). The structure and acterdtion of the non-head
component have no significance whatsoever.

However, it is not the case that every complex aoumpl follows the default
rule (18); as in the case of simple compoundingctviwe examined in 2.2.5, some
particular stems exhibit the base-accent effectrwthey occupy the head position in
this type of compounding. Consider the followingeples:

(116) cigafi-a’furika + ne’ko > cigafi-afurika-ne’ko
East Africa cat “East African cat”
natsu-asa + ame-> natsu-asa-a’'me
summer morning  rain “rain in a summer morning”
ramu’'yiku + ha'mu > ramusniku-ha’mu
lamb meat ham “lamb ham”
¢izi-giza + kurirmu > ¢cizi-giza-kurimu
elbow and knee cream “cream for elbows and knees”

In each of these examples, the original accentimtaf the head stem is retained in the
complex compound, violating the default compouncdeatuation rule (18). Again, the
accent location of non-head components is not fsgmit in such complex compounds.
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The accentuation of complex compounds whose headnisembedded
compound is much simpler; the accent of the headponent is always retained in a
complex compound. In other words, they always shibvw base-accent effect.
Interestingly, the variety of the compounding pattes not at all significant; all of the
compounding patterns behave similarly in accemwnatf complex compounding.
Consider the following examples:

(117) a. normal compound head
kawa’ + te-bu’kuro > kawa-te-bu’kuro
leather gloves “leather gloves”

mi'dori + kawa-u'sgi > midori-kawa-u’'sgi
green river hare “green river hare”

oja° + perja-ne’ko > oja-perga-ne’ko
parent Persian cat “parent Persian cat”

b. dvandva compound head
dzetsumetsu + kusa’-ki-> dzetsumetsu-kusa’-ki
extinction herbs and trees  “extinct herb and tree”
ki'ndzoku + te’-di >  kindzoku-te’-§i
metal arms and legs  “metal arms and legs”

In (117a), normal compounds occupy the head positiocompounds, and in (117b),
the head components are dvandva compounds. Howvibigestructural difference does
not yield any difference in accentuation; the baseent effect emerges in all of the
cases above.

As we have seen in 2.5.2, complex compounds cdhebbead component of a
further complex compound. The accentuation in stages is the same as we have seen
so far. Consider the following examples:

126



(118) perufa + midori-kawa-u'sgi > perda-midori-kawa-u’'sgi

Persia green river hare “Persian green river hare”
kookuu + kawa-te-bu'kuro > kooKuu-kawa-te-bu’kuro
high-grade leather gloves “high-grade leather gloves”

The accent location of the head component, whica mplex compound, is taken
over through further compounding.

When the head compound originally has the flatgpattwhich lacks an accent,
the compound accent falls following the default ponnd accentuation rule (18). A
few examples are shown below:

(119) fio’+tara-ko > fio-ta’ra-ko
salt cod roe “salt cod roe”
pe’rufa + kuro-neko > perda-ku’ro-neko
Persia black cat “Persian black cat”
kooKuu + inu-neko > kooKuu-i'nu-neko
high grade dog cat “high grade dog and cat”
kandzeN + suke-suke > kandze&-su’ke-suke
complete transparent “completely transparent”

This default accent realization is, of course, bseathe embedded compound does not
have an original accent, and therefore the basenaadfect is cancelled. Again, the
accent location of the non-head component is itfsigimt.
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Chapter 3
Japanese Compound Formation in OT

3.1 Introduction
This chapter investigates the mechanism governeygardese compound formation
within the framework of Optimality Theory (OT; Pda & Smolensky 1993). As noted
in 1.3.1, one of the main claims of OT is that aygtematic variation—both among
languages and within a language—is derived froraragtion among constraints that
are common to all human languages, but not fromatihgr factors in the grammar. In
this and the following chapter, it will be demomséd that morphophonological
varieties among Japanese compounding patternsisrederived from the interaction
among universal constraints.

In particular, | claim that the surface phonologisaucture of compounds is
governed by the output-output (OO) correspondemaeng morphologically related
words (Benua 1997), which is illustrated in 1.Z2nsider the following illustration:

(1) OO correspondence:

A A
[kawa] [usgl]

As indicated in (1a), a component of a compound®@scorrespondence relations with
another independently existing word that sharesstmme underlying representation
with the component. A concrete example appearsli): (a simple (bimorphemic)
compoundkawa-usgi “river hare” has OO correspondence relations it simple
(monomorphemic) wordkawa “river” and usayi “hare” because they share the same
underlying stems. OO correspondence relationslaoef@und in complex compounding,
as shown in (1c): a trimorphemic complex compountlori-kawa-usgi “green river
hare,” relates not only to the three simple wamddori “green,” kawa andusaji, but
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also with a simple compounkawa-usgi. It will be demonstrated that such relations at
the output level are crucial to the morphophonaali variety in Japanese
compounding.

3.2. Prosodic Concatenation

As examined in Chapters 1 and 2, one of the magtifsiant morphophonological
characteristics of Japanese compounding is corataenof prosodic structure. When
two free stems, each of which can independently farprosodic structure as a simple
word, are concatenated in compounding, they fosimgle prosodic structure and share
a single accent. In this section, | will argue hdolwe prosodic concatenation in
compounding proceeds under the framework of OT.

First, the compounding mechanism needs a strdatorsstraint that induces
concatenation in the prosodic structure. Ito & Me$2003) proposed that the following
structural constraint, which favors less prosodituctures, induces prosodic
concatenation in compounding:

(2) *StrRuc|o]: A prosodic word is prohibited.

This constraint, which simply penalizes any prososliructure at the output level,
should be considered one of the family constrawifts*StrRuc, which proscribes
realizing any structure at the output level (Pridc&molensky 1993); this constraint
specializes its target in prosodic structure. HOSTRuUC[w] is violated by prosodic
structure at the output level is shown in quasigab (3), where a prosodic word is
indicated by square brackets ([ ... ]) and componehsscompound by X, Y, and Z:

3

Input: {/X/, IYI], IZ]} *STRUC[ 0]
a. XYZ

b. [XYZ] *

c. [X][YZ] *

d. [X][Y][Z] i

Candidate (3a) is an output without any prosodigcstire. If this candidate is selected
as the optimal output, the input does not possegsphonological realization at the
output level. Since this candidate likewise lackgrasodic word, it fully satisfies
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*STRUC[w]. On the other hand, candidate (3b) consistsshgle prosodic word, and it
violates* STRUC[®] once. Gen, which can create an infinite set of wutandidates,
also provides a candidate that consists of mone dn& prosodic word, as (3c) and (3d);
however, such candidates incur violations accordinthe number of prosodic words
they form. Since*STRucC[w] favors fewer prosodic words, the prosodically null
candidate (3a) succeeds when this markedness awmnstutranks any other rival
constraint.

Of course,*STRuUC[®w] must be outranked by some other constraints & th
constraint hierarchy of Japanese (and all otheuraktlanguages); otherwise, no
prosodic word would appear at the surface levahf language. Therefore, we need
another constraint that guarantees the realizaboinput morphemes in prosodic
structure.L Ex<PRWD, which was proposed by Prince & Smolensky (1993kuish a
constraint:

(4) LEx=PRWD: Every lexical word corresponds to a prosodic word.
This constraint requires that a lexical word (aidak morpheme) form prosodic

structure at the output level. When this constrdorhinates STRUC[®], output without
prosodic structure is eliminated from the surfaoeel, as illustrated in tableau (5):

5)

Input: {/X/, IY]} L EX=PRWD *STRUC[ 0]
a. Xy *|

2>b. [XY] *
c. [X][Y] **|

Candidate (5a) lacks any prosodic structure ancttiee exhibits neither a pitch pattern
nor accent. In Japanese (and any other languagg),ssructure is never allowed at the
output level. This fact is accounted for by theafatiolation of LEX=PRWD. The
winning candidate is (5b), which satisfieex~PRWD and forms a minimal prosodic
structure. Although this structure contraveh8sRuUC[ ], this violation is subsequently
tolerated to satisf Ex~PRWD. Candidate (5c¢), which consists of two prosodicdso
also satisfies this constraint because both wardisgendently correspond to a prosodic
word. However, this candidate incurs excessive atiohs of *STRuUC[w] and is
therefore defeated by (5b).

A compound sometimes divides into two prosodic wdia various reasons.

130



This phenomenon can be explained if some other ti@ns preventing prosodic
concatenation dominate$STrRuC[w], as shown in tableau (6), where a dummy
constraintC;, intervenes in the prosodic concatenation:

(6)

Input: {/X/, IY1} LEX~PRWD | C; * STRUC[ 0]
a. XY *| j
b. [XV] g 1 :

>c. [XI[Y] *

One possible constraint f@; in (6) is a markedness constraint that to somengxt
restricts the length of a prosodic word. A long @vaonsisting of three or more stems
tends to divide its prosodic structure into twoasagued in 2.4.7 (Kubozono 1995). For
example, a complex compoudditsu-daisu-yiimu “dance team from Germany” can be
pronounced either as a single prosodic word [daisisu-ffiimu] or as two prosodic
words [doitsu][dasu-ffiimu]. This optional pronunciation can be explainetien a
constraint prohibiting a long prosodic word domes#tSTRUC[w], as demonstrated in
the following tableau:

(7) CC:doitsu-daisu-fiimu “dance team from Germany”

Input: {/doitsu/, /daisu/, /fiimu/} L EX=PRWD PW<7n *STRUC[ 0]

*|

a. doitsu-dasu-fiiimu

b. [doitsu-daisu-fiimu] *1 *
—>c. [doitsu][daisu-ffiimu] *
d. [doitsu][daisu][tfiimu] bl

PW<7un is a constraint that requires a prosodic word shnothan seven morae.
Candidate (7b) fatally violates this constraint] &induces division of a prosodic word,
as the winning candidate (7c) exhibits. Anotheorggr candidate in this selection is
*[doitsu-dansu][tfiimu], which also satisfie®W<7p, dividing the prosodic structure in
two. This candidate is excluded by the OO corredpane constraint, which requires
identity among prosodic structures of morpholodycatlated words. We will examine
this line of argument in 3.4.
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3.3 Headedness and Input Structure

As argued in Chapter 2, morphological headedneagspa significant role in the
formation of phonological structure in compoundigs Kageyama (1986) argued,
Japanese morphology generally obeys the right-heaad rule (Williams 1981). Within

the framework of OT, such a rule can be interpredsdan effect of an alignment
constraint (McCarthy & Prince 1993). | propose that alignment constraint,
HEAD-RIGHT, which was originally proposed in syntactic ansy&rimshaw 1995;

McCarthy 2002), should be introduced to morpholtmynotivate right-headedness in
word formation®>

(8) HEAD-RIGHT:
The right edge of a morphological head coincidethwine right edge of the
prosodic word.

This alignment constraint requires that the headpmnent of a compound be realized
in the right-most position of a prosodic word. Withis constraint, the input of any
compounding pattern does not need to contain a mobdypgical linear structure (i.e.,
order of morphemes); rather, such structures areetkefrom the effect of the alignment
constraint and headedness specification in thet irgpuesentation.

3.3.1 Simple Compounding

This section demonstrates how constraint rankingh wihe alignment constraint
HEAD-RIGHT works in deriving the correct output structure tbe compounding
patterns of Japanese. First, | will compare theutirgnd output structure of normal
compounding with those of dvandva compounding. Agied in 2.2.2 and 2.3.2, a
normal compound consists of a head component anehead component, whereas a
dvandva compound consists of two head componetis. difference and concrete

examples are presented below, where the head campisnindicated byy":

55 Grimshaw proposed a similar HEAD-LEFT constraint, which favors the left-headed
over the right-headed structure. The interaction between these two alignment
constraints explains the effect of the head parameter. In right-headed (head-final)
languages, including Japanese, this constraint is dominated by HEAD-RIGHT.
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(9) NC:

word kawa-usa “river hare”
COMP 1 COMP g kawa ussi
river hare
(10) DVD:
word ebi-kai “shrimp and crab”
COMP 34 COMP 2 ebi kani

shrimp  crab

These branching structures are conventionally commoanalyses of compounding.
However, it will be shown that the branching stuietof a compound is not essential at
any level of morphophonological analysis of Japanesmpounding within the OT
framework.

Let us first examine normal compounding. The foilogvserves as an example
of input-to-output mapping in this compounding patt which forms the right-headed
structure:

(11)}{/usagi/y, /kawa/} > [kawa-usagi] “river hare”

The input of a normal compound is a set, which s of the head
component—indicated byy"—and the non-head component, and there is norlinea
order between them. Conversely, the output formdeebe linear order to form a
phonological structure. Constraint ranking wWHEAD-RIGHT is able to derive the
correct output form without morpheme order at thput level. This constraint is
dominated by the two constraints that we examifed@, as indicated below:

(12)LEX=PRWD >>*STRUC[®] >> HEAD-RIGHT

The following tableau (13) shows how this constraianking selects the correct
right-hand head structure in normal compounding:
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(13) NC: kawa-usgi “river hare”

Input: {{usayi/y, /kawa/} L EX=PRWD *STRUC[ 0] HEAD-RIGHT
a. kawa-usgi *|
b. [usai-kawa] * *1
—>c. [kawa-usgi] *
d. [usai] [kawa] **]
e. [kawa] [ussi] **]

Candidate (13a), which lacks prosodic structuregliminated byL Ex<PRWD in the
same manner as argued abd9eBoth the left-headed (13b) and right-headed
candidates (13c) satisfy this structural constrainforming prosodic structure. The
latter is selected as the winner by the alignmenstraintHEAD-RIGHT, which requires
that the head component realize the right-mosttipasof a prosodic word. Candidates
(13d) and (13e), in which each of the two compani@miependently forms a prosodic
word, also satisffHEAD-RIGHT, but they fatally violaté STRuc[w].>”’

Let us turn our attention to the structure of dlkamcompounds. As illustrated
above, the difference between the input of a nomonaipound and that of a dvandva
compound is the number of head components: thet inpia dvandva compound
consists of two head components, whereas a norporapeund contains one head
component. The following serves as an example ef itiput-output mapping in
dvandva compounding.

(14){/ebily, Ikanily} > [ebi-kani], [kani-ebi] “shrimp and crab”

Since the morpheme order in dvandva compoundibgsgcally reversible, as observed
in 2.3.4, two different outputs are derived fromsiagle input set® The following
tableau shows how the pair of double-head strustisederived under constraint
ranking (12):

56 As argued above, candidates without prosodic structure never appear at the surface
level. In the rest of this section, I omit such candidates from the tableaux.

57 These candidates also fatally violate REALIZE-MORPHEME, as we will examine in 3.4.
58 T ignore the tendencies of morpheme order in dvandva compounds caused by the
subsidiary elements and lexical blocking, which I illustrated in 2.3.4, to simplify the
argument.
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(15) DVD: ebi-kaui, kgni-ebi ‘Shrimp and crab”

Input: {/ebily, /kani/n} *STRUC[ 0] HEAD-RIGHT
—>a. [ebi-kai] * *
->b. [kani-ebi] * *

c. [ebi] [kani] **]

d. [keni] [ebi] **]

Since both input components are morphological he#@ds impossible to satisfy

HEAD-RIGHT if the output forms a single prosodic word, as amndidates (15a) and

(15b). However, forming a prosodic word for bothatiecomponents fatally violates
*STRUC[w], as in (15c) and (15d). As a result, realizat@intwo head components
within a single prosodic word is tolerated despitdation of the alignment constraint.
This constraint hierarchy cannot distinguish theedir order between two head
components in dvandva compounding. As argued iM2iBis not necessary for the
morpheme order in dvandva compounding to be gramatigtdetermined—at least not
in terms of morphophonological grammar.

Let us turn to the structure of reduplicative conmpas. It is not easy to judge
which of the two morphemes in a reduplicated waosdthe morphological head
component, because reduplication in Japaneseaisréatuplication, whereby the whole
segmental structure of the base stem is copiedhaoréduplicant (RED) morpheme.
Since there appears to be no evidence in the pbgical structure, | will depend on
morphosemantic evidence, as argued in 2.4.2: whdrgansive/plural reduplication
adds only slight semantic information to the bassans mimetic reduplication may
cause a substantial change in meaning and synteategory. The morphological
structures that explain this difference are shoelo, with examples:

(16) intensive/plural reduplication:

word mura-mura “villages”
RED COMP(BASE) mura mura
RED village
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(17) mimetic reduplication:

word Jiwa-[iwa “wrinkled”
COMP(BASE) RER Jiwa  Jiwa
wrinkle RED

Note that both types of reduplication satisfy tight-hand head rule (Williams 1982;
Kageyama 1982), which is one of the fundamentaidggules of Japanese morphology.
In intensive/plural reduplication, the morphologib@ad component is the base stem,
which is also the phonological head of this patténe surface segmental structure of
the RED morpheme is supplied by this morpheme. €maly, there is a discrepancy
between phonology and morphology in mimetic redigtion: the morphological head
in this pattern is not the base but the RED morghewhich lacks phonological
structure. The surface phonetic representatiohisfrhorpheme is supplied by the base,
which morphologically forms the non-head component.

As in normal compounding and dvandva compoundingar order between
two components in these reduplication patterns ot @ssential in OT analysis.
Examples of input-output mappings are shown below:

(18) a.IP-RDP: {/murg, RED} > [mura-mura] “villages”
b. M-RDP: {REDy, /fiwal} = [[iwa-[iway] “wrinkled”

The right-headed structure of these reduplicatiattepns is derived from interaction of
the constraints in (12).

The following tableau shows the output selectiam intensive/plural
reduplication:

(19) IP-RDP:mura-mura‘villages”

Input: {{muraly, RED} *STRUC[0] HEAD-RIGHT
a. [murg-mura] * *1

->b. [mura-mura] *
c. [murgy] [mura] **]
d. [mura] [mura] **]

Candidates (19a) and (19b), which differ in themrpheme order, are phonologically
identical. HEAD-RIGHT favors (19b), which forms the right-headed struetwver (19a),
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which forms the left-headed structure; (19c) an€éldjl in each of which the two
morphemes independently form a prosodic word, ackided by excessive violation of
*STRUC[®].

The structure in mimetic reduplication is also daetieed by constraint ranking
(12). The selection of surface structure derivetbugh mimetic reduplication is
illustrated in tableau (20):

(20) M-RDP: jiwa-/iwa “wrinkled”

Input: {REDy, /fiwa/} *STRUC[ 0] HEAD-RIGHT
a. [[iway-Jiwa] * *1

->b. [[iwa-fiway] *
c. [Jiway][ Jiwa] x|
c. [Jiwa][Jiwan] x|

Again, the phonological structure of candidatesaj2@nd (20b) is identical, and the
alignment constraint for the morphological headodes (20b) as the actual structure.
The output segmental representation of the RED hene is filled by the effect of a
base-reduplicant (BR) correspondence constrainichmequires phonological identity
between the base and reduplicant (McCarthy & Prit2@5). This point will be more
closely examined in Chapter 4.

3.3.2 Relativization of the Head Alignment Constraint

As we have seen above, the alignment constrainhdad componentd EAD-RIGHT
plays a key role in the morpheme order selectidhebutput level. This constraint also
governs the formation of dvandva compounds, whielavily depends on the ER
classification. To give an account of this morplyidal variation, | assert that
HEAD-RIGHT should be relativized along with the ER classtima and ranked
differently in the constraint ranking of Japanese.

As reviewed in 2.3.3, while dvandva compoundingassible when the two
components are Yamato stems, Loanword and Singidapatems cannot participate in
this compounding pattern. | contend that this molpgical variation should be
understood as a difference in the phonologicalizatibn of head components. Since
dvandva compounding involves two head componehtss impossible for them to
simultaneously occupy the right-most position, hie the appropriate head position in
Japanese compounding. Therefore, one of the twd keamponents of a dvandva
compound is forced to occupy another position. WHhilis situation is tolerable for
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Yamato head words, this is not the case with Loadsvand Sino-Japanese head words.

Within the OT framework, this difference is captlirby relativization of a
constraint, which | illustrated in 1.4.3; | clairhat HEAD-RIGHT should be relativized
to each of the three classes, and ranked diffgrastshown in (21):

(21) LEX~PRWD >>HEAD-RIGHT-L, HEAD-RIGHT-SJ
>>*STRUC[®] >>HEAD-RIGHT-Y

While HEAD-RIGHT for Yamato words retains the same ranking as teeiqus version,
that for Sino-Japanese and Loanwords domirtgeruc|w], which motivates prosodic
concatenation in compounding. As | will claim irB3, a constraint for the Loanword
class also behaves as a default constraint; if rgruti does not have ER class
specification, the highest-ranked constraint amorgativized constraints is
automatically applied.

As noted above, Yamato morphemes can form a dvacaivgound. This new
constraint ranking (21) can still provide a corractount for this fact, as demonstrated
in the following tableau:

(22) DVD: ebi-kai, kgni-ebi “shrimp and crab”

Input: {/ebily, /kani/n} HEAD-RIGHT *STRUC[®] HEAD-RIGHT

-SJ/L -Y
—a. [ebi-kai] NA * *
->b. [kani-ebi] NA * *
c. [ebi][kani] NA x|
d. [keni][ebi] NA x|

This output selection for Yamato dvandva compougdsmpractically identical to that in
(15). The violation oHEAD-RIGHT for the Yamato class is tolerated in forming a Eng
prosodic word from the two head components. Simtk iImput stems are Yamato items,
theHEAD-RIGHT constraints for the Sino-Japanese and Loanwordesaare inactive in
this case.

The two alignment constraints ranked higher in @® significant when the
input components are Sino-Japanese words or Loahgtems. The following tableau
shows the ungrammaticality of Sino-Japanese dvaoorgounding:
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(23) DVD: *kookoo-dagak , * daigaku-kookodhigh school and university”

Input: {{kookooly, /daigakuiy} HEAD-RIGHT | *STRUC[®] HEAD-RIGHT
-SJ -Y
a. [kookoo-dajaku] *1 * NA
b. [daigaku-kookoo] *1 * NA
—>c. [kookoo][dagaku] o NA
—>d. [dagaku][kookoo] o NA

Both candidates (23a) and (23b), which form dvandwampounds, violate
HEAD-RIGHT-SJ because one of the two head components is nabtanright-most
position of the output form. These candidates afeated by (23c) and (23d), which
satisfy the head alignment constraint forming aspdic word for each of the two head
components. This result demonstrates that a Siparése dvandva compound is never
realized at the output level.

In Loanword dvandva compounding, the same resultoligained, as

demonstrated below:

(24) DVD: *pan-raisy *raisu-paN “bread and rice”

Input: {/paN4, /raisul} || HEAD-RIGHT | *STRuC[®] HEAD-RIGHT
-L Y
a. [pan-raisu] *1 * NA
b. [raisu-pal] *1 * NA
—>C. [pan][raisu] ** NA
—>d. [raisu][pai] ** NA

The input consists of two Loanword stems, each loiclv has the head specification.
Again, dvandva compounds (24a) and (24b) are delday (24c) and (24d), in which
each of the head components independently fornnesag@ic word. As a result, dvandva
compounding in this class is likewise not realizéd.

3.3.3 Complex Compounding
Let us turn our attention to structure derived tiglo complex compounding. As

59 A hybrid dvandva compound whose first component is a Yamato stem, such as
*sakesuusu “alcohol and juice,” is excluded because dvandva @amging requires
the two components be identical in several aspechsding ER class specification.
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illustrated in 2.5, a compound may contain anottmenpound as its component. In this
section, | will illustrate that morpheme order it@nplex compound is determined by
correspondence relations between morphologicallateeé words. As in simple
compounding examined above, the input of a commlempound lacks a linear
morpheme order. The difference between simple antbtex compounding lies in the
structure of the input; whereas the input of a $nqg@gmpound consists of two stems (or
a stem and a RED morpheme in reduplication), that @mplex compound may have
an input set of another compound as its component.

Let us first examine complex compounding involvie§-branching structure,
with kawa-usgi-saga/i “search for river hares” as an example. This comptampound
consists of three stems, and the first two formearbedded compound, which can be
independently realized as a simple normal compokada-usgi “river hare.” Input
and output structures of this complex compoundshaavn below:

(25)0{/sagafi/n, {/kawa/, /usgi/y}} - [kawa-usgi-sagali]

kawa usgi saafi “search for river hares”
river hare search

Note that | provide the branching structure abaw& for the sake of clarity and, as
argued above, it is not essential at any level ofpiophonological derivation. Let us
examine how the surface structure is derived asm@imal output under constraint
ranking (21). Consider the following tableau:

(26) CC:kawa-usgi-saga/i “search for river hares”

Input: {/sagafi/y, {/usagi/y, /kawa/}} *STRUC[®] HEAD-RIGHT
-Y
a. [sagafi-usaji-kawa] * *|
2 b. [usagi-kawa-sgali] *
—>c. [kawa-usgi-sagali] *
d. [kawa-usai], [saga(i] *Ix
e. [kawa], [usai], [sagafi] FrIx

In (26), there is a problem with this output satatt Constraint ranking (21) cannot
distinguish the intended winner (26c¢) from canded@6b), which is not an appropriate
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output from this input (a wrong winner is indicatied £). It should be noted that the
alignment constrainHeEAD-RIGHT is unable to evaluate the internal structure of a
compound: it simply examines whether the head caorapbof a compound coincides
with the right edge of a prosodic word, and it & sensitive to the position of the head
component of an embedded compound. In the casgbpftheHEAD-RIGHT constraint
is satisfied if the head componesgya/i, is on the right edge of the candidates at the
surface level. Therefore, both candidates sattyD-RIGHT. The problem lies in the
fact that the difference between candidates (26d) (@6d) is the linear order of the
morphemes. No markedness constraint is able tmgiissh one from the other because
the morpheme order itself does not yield any masdtedgcture here. Input-output (10)
correspondence constraints are also ineffectivéhierproblem because the linear order
of the stems is not specified at the input lev€. dorrespondence constraints can
penalize candidates only when there is some diaopbetween the input and output.
An O correspondence constraint is never sensitivieformation that does not appear
at the input level.

| assert that in addition tBIEAD-RIGHT, morpheme order in a complex
compound is governed by the morpheme order of anottompound that is
morphologically related to the complex compoundt us consider (25) again. The
embedded compound of (25) shares its input withnmgplse compoundkawa-usgi
“river hare,” which independently exists from comwlcompounding, as examined in
the previous section. The input and structure & dompound, which | will call the
“base compound,” are shown below:

(27Y{/usagi/y, Ikawa/} > [kawa-usagi]

kawa usgi ‘“river hare”

river hare

I will show in the following paragraphs that there@t morpheme order of (25) is
guaranteed by the fact that the morpheme orddreobase compound (27) is taken over
by (25).

Within the OT framework, the relationship betweemo t morphologically
related outputs is called OO correspondence (B4®998). The following (28) shows
an OO correspondence relation betwkawa-usagi-saga/i andkawa-usgi: *°

60 T omit several insignificant OO correspondences here. For example, the head
component of the complex compound sagaf7 also has an OO correspondence relation
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(28)  a. {/sadfiln, {lusagi/n, [kawal}} > kawa-usgi-sagafi
search hare river “search for river hares

b. {{usaji/y, /kawa/} > kawa-usgi “river hare”

kawa  usgi . kawa usg/i) sagafi

At the input level, the underlying representatioh the simple base compound
kawa-usgi is identical to that of the embedded compounch&ndomplex compound,
kawa-usgi-sagalfi, i.e., {/usai/y, /kawal/}, as shown in (28a) and (28b). When two
outputs or constituents of outputs share an idantimderlying structure, an OO
correspondence is established between them. Theyefothe present case, there is a
correspondence between the two output structurss,skown in (28c), where
correspondence is indicated by the bidirectionabvar Note again that branching
structures are shown here just for the sake oitgldhey are not essential at any level
of morphophonological mapping.

| propose that the linear order of morphemes inompmex compound is
governed by a faithfulness constraibtNEARITY, whichis one of the correspondence
constraints originally proposed by McCarthy & Peng¢1995). They state this
correspondence constraint as follows:

(29)LINEARITY:
‘S; is consistent with the precedence structure,péfd vice versa.’
Letx,y € SSandx’,y € S,
If x R x"and yR y’, then
X<yiff = (y <X)

As explained in 1.3.2,:Sand $ are structures that stand in correspondence with e

with a monomorphemic base word, sagaf7 “search.” However, such a correspondence
does not play an important role in the selection of the correct morpheme order because
it never provides crucial information on the morpheme order in a compound. For the
same reason, I omit such insignificant OO correspondence relations in subsequent
illustrations.
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other. This constraint is violated when some segateeversal occurs between two
correspondent structures. | claim that the OO warsf this constraint, INEARITY-OO,

in which § and $ are morphologically related words or componenta wford, plays a
crucial role in determining the linear morphemeeoroh complex compounding. This
constraint favors a candidate that shares therlioeder of the embedded compound
with the base compound over a candidate that doedtrshould be noted that while
this correspondence constraint is wholly phonolalgiit can control the morpheme
order of a compound at the output level by relattp OO correspondence. Adding
this constraint to the ranking (12), we obtainfibieowing constraint ranking:

(30)LEX=PRWD >>HEAD-RIGHT-L/SJ >>*STRUC[ 0] >>
HEAD-RIGHT-Y, LINEARITY-OO

The following tableau shows how this correspondesmrestraint works in selecting the
correct morpheme order:

(31) CC:kawa-usgi-saga/i “a search for river hares”

Input: {/sagafi/n, {/usagi/y, /kawa/}} * STRUC[ 0] HEAD-RIGHTE LINEARITY

O-Basejkawa-usai] ** Y ; -00
a. [sayafi-usayi-kawa] * *1 *
b. [usai-kawa-s@afi] * *1

—>c. [kawa-usgi-sagali] *

Candidates (31a), (31b), and (31c) are identiealpectively, to (26a), (26b), and (26c).
The difference between tableaux (26) and (31)asttiee simple compouricawa-usai,
which shares the underlying representation withetimdedded compound, participates
in the output selection as an O(utput)-base. lukhbe noted that the morpheme order
of this base compound is independently decidedgetaled in the previous section. The
correspondence constraibiNEARITY-OO penalizes disagreement in the segmental
order between the embedded compound and base cothp@andidates (31a) and
(31b) incur a violation of this OO correspondenomstraint because the segmental
order of the embedded compound does not agreethétbase compound. The optimal
candidate is (31c), which satisfiesNEARITY-OO, sharing its segmental order with the

61 In this chapter, I omit monomorphemic base words in OT tableaux because they are
in no way significant in deciding the morpheme order of the complex compound, as
argued in footnote 61.
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base compound. The ranking betwéaneaRITY-OO and the other constraints is not
crucial in this evaluation because the two candslahare identical violations except
for the OO correspondence constraint.

As illustrated in 2.5, an embedded compound cathbehead component in
complex compounding. The following shows inputusture, and a significant OO
correspondence relation in a right-branching commempound,midori-kawa-usai
“green river hare,” and a simple compoukawa-usgi “river hare”:

(32)  a. {{/lusagi/n, /kawa/}, /midori/} > midori-kawa-usgi  “green river hare”

hare river green

b. {{lusai/n, /kawa/} > kawa-usgi “river hare”

.
’

midori ‘._kawa usg.- kawa  usagi

~

In the complex compound (32a), the embedded conthdawa-usgi is the head
component, and it shares input structure with théependent simple compound,
kawa-usai, in (32b). Therefore, they are linked to each othyean OO correspondence
relation, as in (32c). The following tableau shola®w the constraint ranking (30)
evaluates this complex compounding:

(33) CC:midori-kawa-usgi “green river hare”

Input: {{/{usagi/y, /kawa/}y, /midori/} HEAD-RIGHT LINEARITY-OO
O-Base: [kawa-usg| -L

*| *

a. [usgi-kawa-midori]

*|

b. [kawa-usgi-midori]

*|

C. [usai-midori-kawa]

*|

d. [midori-usgi-kawa]

2 e. [kawa-midori-usgi]

—>f. [midori-kawa-usagi]

SinceHEAD-RIGHT examines the head component of a compound, asdehove, the
target of this constraint in the present case & ¢mbedded compound. Since a
compound is not a lexical entry but a derived wdind,head component of this complex
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compound lacks any ER class specification. | cldiat in such a case, the component
obtains the specification whose correspondenceti@ins is ranked in the highest
position to keep the structure of an unfamiliar &vas much as possibie.Therefore, in
this case,HEAD-RIGHT-L is selected for the default constraifitin this output
selection, we have again a problem with morpherderoCandidates (33a) and (33b),
whose right-most morpheme midori, which is not the head component of this
compound, violat&lEAD-RIGHT-L. Candidates (33c) and (33d) viol&teneARITY-OO
because they do not share morpheme order withake bompound. These violations
are fatal, and these ungrammatical candidatesarefore correctly ruled out. However,
this constraint ranking cannot distinguish canddé@3e), which must be ruled out,
from the correct output candidate (33f) becausd I{88f) and (33e) satisfy the two
constraints: their right-most component is onehef tnorphemes, which form the head
component, and their morpheme orders agree witthéise compound. The difference
between these two candidates is the morpheme ofdigre embedded compound. It
should be noted th&dEAD-RIGHT-L is unable to discriminate between the candidates,
because this constraint concerns only the positiothe head component of a whole
compound.

Now, we need another constraint that controls tleepireme order within an
embedded compound. In addition tONEARITY above, McCarthy & Prince (1995)
proposed the following constraifit:

(34) CONTIGUITY:
The portion of $standing in correspondence forms a contiguousgstas does
the correspondent portion 0f.S

This constraint requires that two related strucigieare the same segmental contiguous
relationship, and it is violated when some intrasior deletion occurs within the
contiguous string. | maintain that the OO versidntlos correspondence constraint,
CONTIGUITY-OO, is crucial in output selection in complex compdung. With this
new constraint, constraint ranking (30) shoulddased as follows:

62 T will further argue for this default specification of the ER classification in 4.1.1.1.
63 Of course, it does not mean that derived words belong to the Loanword class. They
can not have ER class specification unless they are lexicalized.

64 They further classified this correspondence constraint into I-CONTIGUITY, which
prohibits deletion of input elements, and O-CONTIGUITY, which prohibits intrusion in
these elements.
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(35) LEX=PRWD >>HEAD-RIGHT-L/SJ >>* STRUC[®] >>
HEAD-RIGHT-Y, LINEARITY-OO, CONTIGUITY-OO

This constraint ranking can correctly distinguishe tintended output from the
ungrammatical output candidate. Consider the fahgwableau:

(36) CC:midori-kawa-usai “green river hare”

Input: {{/{usagi/y, /kawa/}, /midori/} HEAD-RIGHT LINEARITY CONTIGUITY
O-Base: [kawa-usg -L -00 i -00

a. [kawa-midori-usgi] -
->b. [midori-kawa-usgi] I

In candidate (36a), which is identical to candid&®e), an embedded head compound,
kawa-usgi, is intruded by a morphemenidori; therefore, this candidate incurs a
violation of CONTIGUITY-OO because the segmental contiguous relationship en th
embedded compound is not identical to that of @eelcompound. On the other hand,
candidate (36b), which is identical to (33f), d&tis this constraint because there is no
intrusion within the embedded compound. This caatgids consequently selected as
the optimal output.

As Iillustrated in 2.5.2 and 2.5.3, a compound &a&nfurther complex in
Japanese. The constraint ranking (35), into whiehhave introduced INEARITY-OO
and ConTIGUITY-OO, identifies the correct structure in such comptexnpounding.
Let us first examine a complex compound that cesmisiEtwo normal compounds. The
following illustrates OO correspondence relations a complex compound,
kawa-usgi-e-hon “picture book of river hares”:
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(37)  a. {{{hoN/y, /el}n, {lusagil/y, [kawa/}} > kawa-usgi-e-hon
book picture  hare river “picture book of river hares”

b. {/{hoNk, /el} > e-hav “picture book”

c.{/lusagi/y, /kawa/} > kawa- usgi “river hare”

" A
{kawa usgiy (e hov ;< ),

kawa ussi e hov
river hare picture  book

In a complex compound (37a), two simple compoundsembedded; i.ekawa-usai
“river hare” ande-hav “picture book.” These two can independently forrmsie
compounds, as shown in (37b) and (37c). Each sktpairs shares input structure, and
two OO correspondence relations are therefore waebin the output selection. The
following tableau shows that constraint ranking)(8&ccessfully singles out the correct
output for this double-branching complex compound:

(38)CC: kawa-usgi-e-han “picture book of river hares”

Input: {{ /hoN/y, lel}, {lusagily, /kawa/}} || HEAD-RIGHT LINEARITY CONTIGUITY
O-Base: [kawa-us#, [e-hoN] -L -00 -0O0

a. [hav-e-usgi-kawa] *1 *

b. [e-ha)-kawa-usgi] *|

c. [usai-kawa-e-ho] *1
—>d. [kawa-usgi-e-hav] .

e. [kawa-e-usgi-hon] *I*

Similar to (33), the head component in this compuiog is the embedded compound
e-hay, which lacks ER class specification. Therefé#eAD-RIGHT-L requires that this
head component be realized in the right-most mosifihe optimal candidate is (38d),
which shares morpheme order with its base compouaisdidate (38e) also satisfies
LINEARITY-OO because the morpheme orders in the base compouadseserved.
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However, this candidate fatally violat€SONTIGUITY-OO because the contiguous
relations in the base compounds are severed icdndidate.

A complex compound can be a component of anothempoand. Again, the
order of morphemes is determined under constraanking (35). The following
illustrates how correct morpheme order is deterdhimea complex compound whose
head component is also a complex compound:

(39)  a. {{{lusagi/y /kawa/}y, /midorif}y /mukdi/} =  mukdi-midori-kawa-usgi
hare  river  green  ancient “ancient green river hare”

b. {{/lusagi/,; /kawa/}, /midori/} > midori-kawa- usgi  “green river hare”

midori kawa  usgi

(40) CC:mukdgi-midori-kawa-usai “ancient green river hare”

Input:{{{/usagi/y, /kawa/} /midori/}y /mukdi/} HEAD-RIGHT | LINEARITY ECONTIGUITY

O-Base: [midori-kawa-usg, [kawa-usaji] -L -00 -00
a.[usai-kawa-midori-mukdi *| ** !
b. [usai-kawa- mukdi-midori] *I* *
c. [usai-mukafi-kawa-midori] *I* *
d. [mukdi-usayi-kawa-midori] *I*
e. [mukdi-midori-usaji-kawi] *I*

—>f. [mukafi-midori-kawa-usgi]

We have already examined the morpheme order of MHase compound
midori-kawa-usagi in (33) and (36). The two correspondence congianmequire
preservation of this morpheme order and contigaig]HEAD-RIGHT-L requires that it
be realized on the right edge. Consequently, cateli¢40f), which satisfies all three
constraints, wins.

The situation is similar in a complex compound sédoon-head component is
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also a complex compound. Consider the followingesoh and tableau, which illustrate
the structure, OO correspondence relation, andotitput selection of a complex
compoundmidori-kawa-usgi-saga/i “search for green river hares”

(41)  a. {/saafiln, {lusagily, /kawal} midori}} > midori-kawa-usgi-sagafi
search  hare river  green “search for green river hares”

b. {{/lusagi/,; /kawa/}, /midori/} - midori-kawa-usgi “green river hare”

midori kawa  usgi

(42) CC:midori-kawa-usgi-sagafi “search for green river hares”
Input: {/sayafi/y, {/usagi/y, /kawa/}; midori}} LINEARITY | CONTIGUITY | HEAD-RIGHT
O-Base: [midori-kawa-usg, [kawi-usagi] 00 | -00 | Y

a.[sagafi-usaji-kawa-midori]
b. [midori-saafi-kawa-usgi]
c. [sayafi -midori-kawa-usagi]
d. [kawa-usgi-midori-sayafi]
—>e. [midori-kawa-usgi-sagafi]

*| *

*|

HEAD-RIGHT-Y requires that the head componesdyafi “search,” which belongs to
the Yamato class, be realized as the right-mosteh, and the morpheme order of the
embedded compound has to be identical to thateob#fse compound according to the
two OO correspondence constraints. Candidate (4&b)ch satisfies these three
constraints, is selected as the optimal candidate.

Thus far, we have examined complex compounds wlooseponents are
normal compounds. However, as illustrated in 2tBeotypes of compounding can be
found within a compound, except for intensive/pluraduplication. The following
illustrates the structure and output selection obmpound whose non-head component
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is a mimetic reduplicated compound:

(43) a. {kaapettn, {REDy, /fiwa/}} - fiwa-fiwa-kaapetto “wrinkled carpet”

carpet wrinkle

b. {REDy, /fiwa/} - fiwa-fiwa “wrinkled”

fiwa  fiwa jlwa jlwa- kaapetto

(44) CC:Jiwa-fiwa-kaapettd'wrinkled carpet”

Input: {kaapettp, {RED4, /fiwa/}} HEAD-RIGHT | LINEARITY | CONTIGUITY
O-Base: fiwa-fiwa] -L -00 -00

a. [kaapettdiwa-fiwa] *1

b. [fiwa-kaapettofiwa] *| *

—>c. [fiwa-fiwa-kaapetto]

The alignment constrainHEAD-RIGHT-L correctly singles out the optimal output,
which requires that the Loanword head comporeatpettobe realized on the right
edge of the complex compound. The two OO correspracel constraints are not crucial
in this structure.

This type of reduplicated compound can also behtbad component of a
complex compound, as illustrated below:

(45) a. {{REDu, /suke/}, kandzeN}> kandzei-suke-suke ¢ompletely transpareht

show through complete

b. {REDy, /suke/}~> suke-suke “transparent”

kandzen suke suke suke suke
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(46) CC:kandze-suke-sukécompletely transparent”

Input: {{REDy, /suke/}, kandzeN} HEAD-RIGHT | LINEARITY ;CONTIGUITY

O-Base: [suke-suke] -L -00 -00
a. [suke-suke-kandxé *|
b. [suke-kandzae-suke] *|

—>c. [kandze-suke-suke]

The OO correspondence constra@bNTIGUITY-OO requires that the mimetic
reduplicated compounduke-sukebe realized as a contiguous sequence. Therefore,
candidate (46b), which satisfidsEAD-RIGHT-L, is excluded because the non-head
componentkandzeNintrudes into the reduplicated word, and candidgtéc) is
consequently selected as the optimal output.

Let us conclude this section by examining dvandtaucture within a
compound. As Iillustrated in 2.5.3, a dvandva commgowcan be found in a
morphologically complex context. | assert that smebrphological structures can be
classified into two types: one is based on an ieddpnt dvandva compound and
therefore has an OO correspondent relationship thi#ghdvandva compound; the other
lacks such an O-base and OO correspondence.

As argued in 2.3.3, whereas dvandva compoundingossible in Yamato
words, it is not possible in Sino-Japanese and woaafs in simple compounding. This
fact entails that only Yamato dvandva compounds fcam the base of a complex
compound that contains a dvandva compound. Sineada compounding exhibits
optionality in morpheme order when forming a dotifsdad structure, as shown in (22),
a complex compound containing a dvandva compouwua stilows the same optionality.
The following serves as an example of this pattern:

(47)  a. {/bentoa, {/ebily, /kani/y}} > ebi-kaui-bentoo, kai-ebi-bentoo
lunch shrimp crab “shrimp-crab lunch”

b. {/ebik, /keni/y} = ebi-kani, kani-ebi  “shrimp and crab”

ebi kani  ebi kz;ni:) bentoo
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keni  ebi {_kai  ebi} bentoo
A complex compound containing a dvandva compoung have two forms from a
single input set, as in (47a). This optionalitydexrived from that of a simple dvandva
compound, as shown in (47b). Since there are twasiple bases in this complex
compounding, two correspondences are establishedina(47c) and (47d). The
following tableau shows that constraint ranking)(8drrectly works in the output
selection of this complex compounding basing onttfeecorrespondences:

(48)CC: ebi-kagi-bentoq kani-ebi-bentod‘shrimp-crab lunch”

Input: {/{bentoo {, {/ebily, /keni/}} HEAD-RIGHT | LINEARITY | CONTIGUITY
O-Base: [ebi-kai] / [kani-ebi] -SJ -0O0 -0O0

a. [bentoo-ebi-kai] *1 * '

b. [bentoo-kai-ebi] *1 *

c. [ebi-bentoo-kai] *| * *

d. [keni-bentoo-ebi] *| * *
—>e.[ebi-kani-bentoo] * |
->f. [kapi-ebi-bentoo] *

Both candidates (48e) and (48f), in which the heaghponent is on the right-edge of
the whole compound, satisfJeaD-RIGHT-SJ. Note that since this compound has two
possible O-bases (i.eepi-kagui, andkayi-ebi), it is impossible for output candidates to
agree with both of them at the same time. Therefewery candidate violates the
LINEARITY-OO. Consequently, the two forms are equally seleaaptimal outputs
from the input of this compound.

A Yamato dvandva compound can also be the head @oemp in complex
compounding, as argued in 2.5.3. The following ess an example of such a pattern:
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(49)  a. {{/ebily, /kani/i}, /kookuw} > kooKuu-ebi-kai, kooKuu-kani-ebi
shrimp crab high-grade “high-grade shrimp and crab”

b. {/ebik, /keni/y} = ebi-kani, kani-ebi  “shrimp and crab”

C.
kookuu ¢ebi  kai’) ebi  kai
d.

Like a complex compound whose non-head componemtdigandva compound, which
we examined in (47) and (48), this pattern exhibgonality in morpheme order, as in
(49a). This optionality is caused by the simple poond shown in (49b) and the two
correspondences in (49c) and (49d), which are based. The following tableau
illustrates how these two forms are derived frosingle input set:

(50)CC: kooRuu-ebi-kgzi “high-grade shrimp and crab”

Input: {{/ebi/y, /kani/u}n, /kooKuu} | HEAD-RIGHT | LINEARITY CONTIGUITY
O-Base: [ebi-kai] / [kani-ebi] -L -0O0 -0O0
a. [ebi-kaii-kookuu] *| *
b. [kani-ebi-kooKuu] *| * |
c. [ebi-kooKuu-kani] * *|
d. [kani-kook'uu-ebi] * *|
> e.[kookuu-ebi-kai] * |
>f. [kookuu-kani-ebi] *

Again, candidates (50e) and (50f), both of whicliséa the three constraints and
correspond to the two possible bases, equally win.

As illustrated in 2.5.3, the restriction on the ERssification in dvandva
compounding disappears in some morphologically dermpontexts: not only Yamato
words but also Sino-Japanese words and Loanwondsbeafound in the non-head
component of a complex compound. | propose that type of compounding has a
different input structure from other complex compding patterns, which we have
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examined above. Taking the complex compopad-raisu-settd'set of bread and rice”
as an example, the input-output mapping of thisgmmd is as in (51):

(51) a.{/settok, {/raisuky, /paN[}} > pan-raisu-setto, raisupaetto “set of bread and rice”

set rice bread
b. {/settof;, /paN/, /raisu/}> pan-raisu-setto, raisupa=sett§®
c.{lraisuly, /paNh} = *[raisu-pav], *[pan-raisu], [raisu] [p&] “bread and rice”

There are two possible representations for thetinpthis compound, as in (51a) and
(51b). Whereas (51a), which has the same struatifd7a), contains a simple dvandva
compound as its non-head component, (51b) lacks @adnternal structure. As argued
in 2.3.3 and 3.3.2 above, dvandva compounding ssipte only for Yamato stems.

Therefore, the two Loanword stems are ungrammatid¢en they are realized as a
simple dvandva compound, and they must be reablseivo different prosodic words,

as in (51c). It should be noted that (51b) lacksCdd correspondence relation with

(51c) because, unlike (51a), the input of (51b)sdoet contain that of (51c). The

following exhibits that there is also no OO corrasgence between (51a) and (51c):

(52) a. /\ b_ _\

*raisu pa {_raisu pa ) setto
’ /\ d'/<\
*pan raisu pan raisu  setto

~ _-

Since dvandva compounds (52a) and (52c) cannot a&ixibe output level, there is no
OO correspondence relation between these companttithe non-head component of
a complex compound even though they share the saderlying representation. As a
result, whichever the input structure, OO corresigmce does not play a significant role
in the formation of a dvandva compound that costéan seems to contain) a Loanword

65 Complex compounds ebi-kagui-bentooandkapi-ebi-bentog which | examined in (47),
may have similar input structure, in which stemaam-head components do not have
the headedness specification.
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dvandva compound. The following tableaux illustratav constraint ranking (35) is
also able to select the correct output in this demapompounding. Mappings (51a) and
(51b) correspond, respectively, to tableaux (58) @d):

(53) CC:pan-raisu-setto, raisu-pasetto “set of bread and rice” from (51a)

Input: {/settoky, {/raisuky, /paN/}} HEAD-RIGHT LINEARITY | CONTIGUITY
O-Base: L 00 | -00

a. [setto-pan-raisu] *

b. [setto-raisu-pa] *1

C. [pan-setto-raisu] *1

d. [raisu-setto-pan] *1

-e. [pan-raisu-setto]

1. [raisu-pai-setto]

(54) CC:pan-raisu-setto, raisu-pasetto“set of bread and rice” from (51b)

Input: {/settof;, /raisu/, /paN/} HEAD-RIGHT LINEARITY | CONTIGUITY
O-Base: L 00 | -00

a. [setto-pan-raisu] *| |

b. [setto-raisu-pir] *|

C.[paN-setto-raisul] *1

d. [raisu-setto-pan] *1

—>e. [pan-raisu-setto]

1. [raisu-pai-setto]

In both (53) and (54), the two OO correspondenagstraints are vacuously satisfied
because this compounding does not involve anyfsignt OO correspondence relation
that provides any indication for morpheme order. &#ain the same result from the
two different input sets: candidates that satiSHEAD-RIGHT are selected
simultaneously as winners.

The situation with respect to Sino-Japanese dwarmbmpounding can be
accounted for in the same fashion. For example, I©iemapping of a complex
compound Kooiku-kg/kuu-purax “plan for education and research,” whose non-head
component forms a dvandva structure with two Siygadese words, is shown below:
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(55) a. {/puraNy, {/k'ooikuk, /kenkluuj}} > Kooiku-kejk'uu-puray, kenk'uu-Kooiku-puray

plan education  research “plan for etlanaand research”

b. {/puraN{,, /Kooiku/, /kegkluu/} > Kooiku-kegk'uu-puray, kenk'uu-Kooiku-puray

c. {/k'ooikuky, /kegkluuky} > *[k'ooiku-kegk'uu], *[ kegk'uu-Kooiku], [Kooiku] [kepk'uu]

“education and research”

As shown in (55a) and (55b), there are two poss#dpeesentations for the input in this
complex compound, and the two Sino-Japanese wartisei non-head component are
reversible in the output. These two Sino-Japanaeseswannot form a simple dvandva
compound as in (55c), and therefore, no OO corredgrace relation is involved in the
morpheme order selection of these complex compouiitie following tableaux
illustrate the output selection in this compoundiwwghin constraint ranking (35).
Tableaux (56) and (57) explain, respectively, magpi(55a) and (55b):

(56) CC: Kooiku-kekuu-puray, keykuu-Kooiku-purav “plan for education and
research” from (55a)

Input: {/puraN/, {/k'ooikuly, /kenkluuj}} HEAD-RIGHT LINEARITY CONTIGUITY

O-Base: L 00 | -00
a. [pura-k'ooiku-keyk'uu] x|
b. [puray-kepkiuu-Kooikul x|
c. [kegk'uu-puray-k'ooiku] x|
d. [Kooiku-pura)-kepkluul x|

>e. [Kooiku-keyk'uu-puray]
>f. [kegk'uu-Kooiku-purai]
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(57) CC: Kooiku-ke/Kuu-puray, kejkuu-Kooiku-purav  “plan for education and
research” from (55b)

Input: {/puraN/,, /Kooiku/, /keykluu/} || HEAD-RIGHT LINEARITY | CONTIGUITY

O-Base: -L -00 -00
a. [pura-k'ooiku-keyk'uu] *| |
b. [puray-kepk'uu-Kooikul *|
c. [kegk'uu-puray-k'ooiku] *|
d. [Kooiku-puray-kegkluul *|

>e. [Kooiku-keyk'uu-puray]
>f. [kegkluu-Kooiku-purai]

Again, onlyHEAD-RIGHT for the Loanword class, which examines the locatibthe
head componenpuran “plan,” is crucial in these output selections. Ttweo OO
correspondence constraints are vacuously satigfesthuse no OO correspondence
relation is significant in deciding the morphemderin this complex compounding.

This approach can likewise account for the granualy of mixed dvandva
compounds, in which two words in different ER ciEssonjoin, in a morphologically
complex context. Although hybrid compounding is possible as a simple compound,
it is possible within a complex compound, as ilastd in 2.5.3. The following
demonstrates IO mapping in a complex compound, &hos-head component consists
of a Yamato stensoba“noodles” and a Loanword stemaisu “rice”:

set noodles rice “set of noodles and rice”

b. {/setto/y, /soba/, /raisu/}> soba-raisu-setto, raisu-soba-setto

“noodles and rice”

As with the compounds we examined above, two impptesentations are possible in
this compounding, as in (58a) and (58b). The tvemstin the non-head component
cannot form a simple dvandva compound as in (58&cpibsse dvandva compounding
requires identity for some lexical properties, utthg ER class specification. Instead,
the stems have to be realized in two separate giosmrds. Since there is no dvandva
compound with these two stems at the output level OO correspondence relation
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participates in the morpheme order selection irs ttyipe of compounding. The

following tableaux show that the correct outpute aerived from the two input

representations above under constraint ranking {@#leaux (59) and (60) correspond,
respectively, to (58a) and (58b):

(59) CC:soba-raisu-setto, raisu-soba-sets®et of noodles and rice”

Input: {/settok,, {/sobal,, /raisu/i}} HEAD-RIGHT LINEARITY CONTIGUITY
O-Base: L 00 | -00
a. [setto-soba-raisul] *| |
b.[setto-raisu-soba] *1
C. [soba-setto-raisu] *1
d. [raisu-setto-soba] *

->e. [soba-raisu-setto]
—>f. [raisu-soba-setto]

(60) CC:soba-raisu-setto, raisu-soba-sets®et of noodles and rice”

Input: {/settof;, /soba/, /raisu/} HEAD-RIGHT LINEARITY CONTIGUITY
O-Base: L .00 | -00
a. [setto-soba-raisul] *| |
b.[setto-raisu-soba] *1
C.[soba-setto-raisu] *1
d. [raisu-setto-soba] *

—>e. [soba-raisu-setto]
—>f. [raisu-soba-setto]

In the above two tableaux, candidates in which head componentsettq which
belongs to the Loanword class, occupies the rigbgtmosition are selected as optimal
outputs, satisfyindHEAD-RIGHT-L. Again, the two OO correspondence constraints are
vacuously satisfied in every case.

As we have seen in this section, constraint rankiitg OO correspondence
constraints can correctly account for the morphearder of complex compounding
without assuming morphological branching structudesvill argue in the following
sections and in Chapter 4 that OO correspondenaagmmnorphologically related
words is also crucial in accounting for differenbmphophonological variations in
Japanese compounding, such as optional prosodid diwision, the application of
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rendaku, and compound accentuation.

3.4 Prosodic Division in Complex Compounding

As we have seen in 2.5.6, Japanese complex comparadsometimes pronounced as
two prosodic words. In this section, | will illuate that OO correspondence also plays
an important role in this optional prosodic divisidhis operation is possible only when
identity in the prosodic structure between morppwally related words is maintained.
In the OT framework, prosodic division that intgytsithe OO identity is blocked by its
correspondence constraint.

Kubozono (1995) pointed out that a right-branchomgnplex compound that
contains Loanword or Sino-Japanese words can benafly pronounced as two
prosodic words, as we have seen in 2.5.6. An exaroplthis phenomenon appears
again below:

(61)  doitsu-daisu-fiimu “dance team from Germany”
Germany dance team

N

doitsu daisu fiimu

a. [doitsu-dasu-fiimul]
b. [doitsu][dasu-tfiimu]
C. *[doitsu-daisu][tfiimu]

The complex compoundioitsu-daisu-fiimu “dance team from Germany” can be
pronounced as a single prosodic word, as in (&tags two prosodic words, as in (61b),
whereas a division like (61c) is ungrammatical. Bzino argued that the optional

prosodic division in (61) should be compared whhttin a left-branching compound.

Consider a complex compound (62) that consistshefdsame stems as the complex
compound (61):
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(62)  doitsu-daisu-fiimu “team of German dance”
Germany dance team

AN

doitsu daisu fiimu

a. [doitsu-dasu-fiimul]
b. *[doitsu][dansu-fiimu]
C. *[doitsu-dauisu][tfiimu]

In this case, no prosodic division is grammatidalorms a single prosodic word, as in
(62a), but it cannot be pronounced as two proseaias, as in (62b) and (62c). It is
obvious that the difference in the two morpholobggtauctures yields this phonological
variation between (61) and (62).

Kubozono claimed that such optional prosodic donsis caused by the
markedness of right-branching structure. In thiswyi prosodic division breaks the
marked right-branching structure into unmarked o#esompound with left-branching
structure is never divided, because it is strutljuralready unmarked. However,
Kubozono does not clarify why right-branching stuare is marked and left-branching
one is not. It is unlikely that the morphologicédusture of compounds directly causes
markedness in phonology.

Ito & Mester (2003) argued that prosodic divisisncomplex compounds is
caused by a mismatch between grammatical stru@nce prosodic structure in the
compound. Within the OT framework, they introducegrammar-prosody interface
constraint ANCHOR-L (w, ®), which requires that the left edge of the granmcahtvord
coincide with that of the prosodic word. They dewstomted how a right-branching
compound violates the self-conjoined version of ttonstraint whereas a left-branching
compound does not. The following tableau shows Huw violation triggers prosodic
division in a right-branching compound:

(63) prosodic anchoring approach (Ilto & Mester 200i@htrbranching compound

Input: {X{YZ}} ANCHOR-L (W, ®)% *STRUC[ 0] ANCHOR-L (W, ®)
a. [XYZ] 1 " w5(Y), *(2)
-2>b. [X][YZ] *x *(2)
c. XY][Z] | - w5 (Y)
d. [XI[Y][Z] ]

160



As in (63a), when the three morphemes form a simgtsodic word, the second
component of the right-branching compound (YY) wie$ANCHOR-L (W, ®) twice, and

it therefore fatally violates the conjoined consttaANCHOR-L (W, ) %. The winner is
candidate (63b), which divides the prosodic wori itwo to cancel the violations of
ANCHOR-L (W, »)%. Conversely, the left-branching compound doeshase to divide
its prosodic structure because it incurs no viotatof this conjoined constraint, as
illustrated below:

(64) prosodic anchoring approach (Ito & Mester 2008ft-branching compound

Input: {{XY}Z} ANCHOR-L (W, ®)% *STRUC[ 0] ANCHOR-L (W, ®)
>a. [XYZ] * *(Y), *(2)

b. IX][YZ] o *(2)

c. IXY][Z] ] *(Y)

d. [XI[Y][Z] ]

In candidate (64a), which forms a single prosodardy the second component of the
compound violatesANCHOR-L (w, ®) once. because the self-conjoined constraint,
ANCHOR-L (W, ®)%, is violated only when a single segment violatee simple
consonant twice, candidate (64a) satisfies thiglitimm and is the winner in this output
selection.

Thus far, Ito & Mester'ANCHOR-L approach appears to work well. However,
| wish to point out that the approach incurs a@exiproblem when we examine
prosodic division in a compound that contains andva structure. As Kubozono
pointed out, prosodic structure can also be divideadcomplex compound that contains
a dvandva structure as its non-head component.i@ortbe following example:

(65) rooma-pari-doomee “Rome-Paris alliance”
Rome Paris alliance

AN

rooma pari doomee

a. [rooma-pari-doomee]
b. [rooma][pari-doomee]
C. *[rooma-pari][doomee]

This complex compound can be pronounced as a sang#dic word, as in (65a), or as
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two prosodic words, as in (65b). Note that thisetyyg compound has left-branching
structure but not the right-branching one, whictb&zono assumed to be the trigger of
the prosodic division. This variation also goesimasfalto & Mester's ANCHOR-L
approach; although the second morpheme of (65byrsnonly one violation of
ANCHOR-L (w, ®), prosodic division occurs. To provide a unifiectaunt of the two
variations of prosodic division in compounding, ig inappropriate to identify
morphological structure as the cause: the rightdditeng compound in (62) and the
compound containing a dvandva structure in (65)natestructurally similar. What the
two compounds have in common is that they con$igtree stems.

| argue, therefore, that a complex compound caprbsodically divided not
because its morphological structures are markedsiouply because it is too long to
form a single prosodic word. This view can explda above two variations in prosodic
division in a unified way. One problem that mustdm#ved with this approach is the
asymmetry between right-branching and left-branghstructures: why is prosodic
division blocked in the latter even though it cetsiof three stems?

To solve this problem, | propose that the divisioncomplex compounds is
governed by OO correspondence between two morpitalbgrelated compounds. As
demonstrated in the previous section, a complexpoamd has an OO correspondence
relation with its base word, whose input repred@mais identical to that of the
complex compound. The following shows the OO cgoeslence relations that are
involved with a right-branching complex compoujstu-daisu-fiimu “dance team
from Germany,” and its output base words:

N NN

doitsu doitsu(i\dﬁasu fiimu > davsu  fiimu

This complex compound can be realized as a sing®sogic word
[doitsu-daisu-fiimu] or two prosodic words [doitsu][dsu-ffiimu], as shown in (61). It
should be noted that this prosodic division does interfere with the above OO
identity; rather, it is in accordance with the g structures of the base words.
However, the situation is different for a left-bcaimg compound. The following shows
OO correspondence involved with a left-branching mpex compound,
doistu-daisu-fiimu “team of German dance,” and its base words:
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(67)

doitsu dasu g

doitsu  desly  fiimu tfiimu

-
.,

'

N
S -

In this type of complex compounding, prosodic dislike *[doitsu][davsu-ffiimu] is
ungrammatical, as shown in (62). In this case, swoBodic division is against the OO
identity: a prosodically continuous sequence in lase compoundjoitsu-daisy, is
broken in the complex compound. This differenceween right-branching and
left-branching structures in the OO identity acdsufor the variation in prosodic
division.

The above argument suggests that in our OT accainteast two new
constraints, which conflict with each other ovee firosodic division in compounding,
are necessary. One is a markedness constrainth witars division in a long prosodic
word, and the other is an OO correspondence camstihich requires an identical
prosodic structure between components of a comptempound and its output base
words.

Let us examine first the motivating constraint. &icting to OT, any structure
at the output level is marked to some extent (Rri&kcSmolensky 1993). This view
holds true for the prosodic structure of a word. heee already examinédTruC[ o],
which uniformly prohibits the existence of a prosoevord without examining its
internal structure. Note that this constraint cdnbhe a motivating constraint for
prosodic division in complex compounding becauseviblves an extra prosodic word,
which adds another violation to this constraintadidition to this constraint, | propose a
set of markedness constraints that limit the lergjtta prosodic word. Consider the
following constraint scheme:

(68)PW<np: A prosodic word is shorter than n morae ().

This scheme generates constraints that requiraugnutoform shorter than a particular
length. From this scheme, we can obtain the folhgndonstraint hierarchy:

(69)... >>PW<10p >> PW<9u >>PW<8pu >>PW<7p >>PW<6p >> ...
This hierarchy favors a shorter prosodic word atdhtput level. The actual limitation

with the prosodic word is determined by conflictstvieeen this hierarchy and other
constraints. It should be noted that these comgtramre not sensitive to the
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morphological structure of the output forms: theyamine phonological length of
candidates without regard to their internal morplgadal structure.

Roughly speaking, the division of a prosodic wond Japanese complex
compounding is possible when it contains seven enoranore, as illustrated in 2.5%.
This fact can be accounted for by a constraint irapkin which * STRuc[w], which
disfavors prosodic division, is dominated BW<7p and the higher constraints in (69);
however, it crucially dominate®W<6p and the lower constraints. The following
tableau illustrates how this ranking incurs thespiic division in a right-branching
complex compound:

(70) CC:doitsu-davsu-fiimu “dance team from Germany”

Input: {{/t fiimu/y /dansu/}, /doitsu/} PW<7n *STRUC[ 0] PW<6n

O-Base: [dasu-fiimu]

a. [doitsu-dasu-fiimul] *1 * *
—>Db. [doitsu][daisu-tfiimu] o *
2 c. [doitsu-dasu][tfiimu] o *

d. [doitsu][daisu][tfiimu] bl

Candidate (70a), which forms a single prosodic waooth three stems, fatally violates
PW<7n because it contains nine morae. The correct o(ffl) satisfies this constraint
in dividing prosodic words. Candidate (70d) alsdisfi@s this constraint, but is
excluded because of excessive prosodic divisionciwratally violates* STRuC[®].
Candidate (70c) is also ungrammatical, but it omectly singled out as the winner;
this constraint ranking cannot distinguish the ectroutput (70b) from (70d). Therefore,
this incorrect candidate will be eliminated by drestconstraint. | will argue this issue
below.

Almost every right-branching complex compound exbki optionality in
prosodic division when it contains seven or moreaap as illustrated in (65). This
prosodic variety is accounted for by assuming that hierarchy betweeRPW<np
constraints higher thaBW<6p in (69) and* STRUC[®] is not fixed and that they can

66 In fact, it is not clear which of the constraints in (69) is the most crucial in Japanese
because, besides the length of words, the prosodic division of compounds is affected by
various aspects, such as semantic relations among components, the familiarity of
compounds, and the ER classification. It is probably true that several of the constraints
in (69) interact with other constraints governing these factors. Moreover, the optionality
of this phenomenon hinders detailed analysis. For these reasons, I wish to leave a close
analysis of this point to future investigation.
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freely form various rankings. For example, wh&8TRuUC[®] is ranked between
PW<10p and PW<9u, prosodic division in a compound consisting ofenior fewer
morae is blocked, as demonstrated in the followatdeau:

(71) CC:doitsu-davsu-fiimu “dance team from Germany”
Input: {{/t fiimu/y, /dansu/} /doitsu/} *STRUC[ 0] PW<9u
O-Base: [dasu-fiimu]

—a. [doitsu-dasu-ffiimul] * *
b. [doitsu][dasu-fiimu] '
c. [doitsu-dasu][tfiimu] '
d. [doitsu][daisu][tfiimu] Frx

Two possible constraint rankings in (70) and (7iEJd/two possible optimal outputs,
(70b) and (71a), from the identical input set. he tsame fashion, if STRuC[®]
dominates allPW<np constraints, prosodic division is not allowed hoeselong the
complex compound is.

Now, let us turn our attention to the cases inciprosodic division is never
grammatical. As illustrated in (67), this morphopbtmgical operation is blocked by
OO identity between a complex compound and its bamepound: a continuous
prosodic sequence in the base compound must alsecethgmed in the complex
compound. | assert th&oNTIGUITY-OO, which we introduced into the argument in
3.3.3, is also crucial to this issue. | provide explanation of this correspondence
constraint again below:

(72) CONTIGUITY:
The portion of $ standing in correspondence forms a contiguousgstas does
the correspondent portion 0$.S

The OO version of this correspondence constraiqtires that two related output
structures share the same contiguous segmentdioreldt is violated when two
contiguous segments in one structure are sepanatéte corresponding structure. |
pointed out above that a difference in morphemerokgtween two compounds that
stand in OO correspondence triggers a violatiathisfconstraint.

| claim that prosodic division in a compound masoatrigger a violation of
ConTIGUITY-O0. When prosodic division takes place in a compowath of the
components forms an independent prosodic struchureuch a case, the two prosodic
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words cannot be regarded as a contiguous stringusectheir phonological structures
are disconnected. In other words, two such prosedids are completely independent
of each other in phonology even though they momugioklly form a single structure.
Therefore, when two structures stand in OO cormedeonce relation and prosodic
division takes place in one but not in the otld@NTIGUITY-OO is violated.

We relegatedCoNTIGUITY-OO to the lowest rank in the above argument
because there was no evidence for ranking thist@ns Now, we have obtained the
evidence for it: to block prosodic division, thiSOOcorrespondence constraint must
outrankPW<7p and higher constraints, which incur the prosodusthn, as in (73):

(73) CONTIGUITY-OO0 >>PW<np(n>7) >>*STRUC[®] >> PW<np(n<7)

This constraint ranking correctly rules out ungraatical prosodic division in a
right-branching compound, which we left unsolvedf), as demonstrated below:

(74) CC:doitsu-davsu-fiimu “dance team from Germany”

Input: {{/t fiimu/y /dansu/} /doitsu/} CONTIGUITY PW<np *STRUC[ 0]
O-Base: [dasu-fiimu] -00 (n>7)
—a. [doitsu][daisu-tfiimu] *

b. [doitsu-dasu][tfiimu] *1 o

Candidates (74a) and (74b) are identical, respagtivo (70b) and (70c). Candidate
(74a) satisfiesCONTIGUITY-OO because every contiguous relationship in the base
words is retained. On the other hand, (74b) fat@tyrs a violation of this constraint
because a contiguous string in the base compouadsyefiimu] is phonologically
divided in this candidate. Consequently, (74a)riglsd out as the optimal output.

Let us now move on to a left-branching compound.ilhustrated above, no
prosodic division is allowed in this type of compdu Consider the following tableau,
which evaluates a left-branching compound undectmstraint ranking (73):
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(75) CC:doitsu-daisu-fiimu “team of German dance”

Input: {/tfiimu/y,{/dansul, /doitsu/}} CONTIGUITY PW<np *STRUC[ 0]
O-Base: [doitsu-desu] -00 (n>7)
<a. [doitsu-dasu-ffiimul] *1 *
b. [doitsu][dasu-ffiimul] *1 *
2 c. [doitsu-dasul][tfiimul] *

Candidate (75b), whose surface structure is idaintio (74a), fatally violates
ConTIGUITY-OO because the contiguous sequence in the base cadhgoitsu-daisu
is divided in this candidate. The intended winrse(75a), in which the three underlying
stems are realized within a single prosodic wordwelver, this candidate is incorrectly
defeated by (75c), whose surface structure is ickdnb (74b). Note that (75c) satisfies
COoNTIGUITY-OO because the two prosodic words in this candidateeagith the base
words of this compound.

| wish to point out that the ungrammaticality @6¢€) is caused by the fact that
although the third morpheméjimu, is the head of this compound, its phonological
structure is realized as though it were a simpledw®hat is to say, the head component
of this compound is phonologically identical to therresponding monomorphemic
base wordtfiimu. This identity between the head morpheme and #me lword is
phonologically favorable: this candidate fully séigs all OO correspondence
constraints, which require phonological identityvieen the two corresponding output
structures. At the same time, it is morphologicalyoblematic because the
morphological headedness of the compound, whichthird morpheme receives as
input information, is not represented in its phagital structure at the output level.

Within the OT framework, Kurisu (2003) proposed e thconstraint
REALIZE-MORPHEME, Wwhich requires that every single morpheme in ugohe
representation receives some phonological readzaurisu’s original formulation of
this constraint is shown below:

(76) REALIZE-MORPHEME(RM):
Let o be a morphological fornfy be a morphosyntactic category, and)Hje the
phonological form from which f(+p) is derived to express a morphosyntactic
category p. Then RM is satisfied with respect tq iff F(o+p)=F(c)
phonologically.

In proposing this constraint, Kurisu analyzed wvasiophonological phenomena in
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concatenative and nonconcatenative morphologyimfaeed way.

This constraint is also crucial in compoundingubgest that the headedness
specification in compounding should be one of therphosyntactic categories in
Kurisu's proposal, and it is therefore also a targe this morphology-phonology
interface constraint. Therefor&M requires that the head stem of a compound be
phonologically different from its corresponding basord, which is not the head of a
compound®’ In other words, the head stem of a compound mostann some
phonological evidence for “being the head.” In campding, this requirement &M
is generally satisfied by concatenation betweerhttael stem and other component of a
compound, as demonstrated below:

(77) RM in compounding

Input: {/X/, IYI4} RM
a. [X][Y] *|
2>b. [XY]

In candidate (77a), the output structure of thedhstam, /Y/, is phonologically identical
to its corresponding base word, [Y], although itshihe head specification of a
compound. In such a cadeM is violated because the head specification resence
phonological indication at the output level. Thandidate is defeated by (77b), which
satisfies RM concatenating the head stem to the non-head ca@npoAs a
consequence, this morpheme motivates prosodic tmmaigon in  simple
compounding?®

I maintain that in the constraint ranking of Jagme RM dominates all
PW<np constraints, which motivate prosodic division incamplex compound, as
shown below:

(78) RM, CONTIGUITY-O0 >>PW<np (n>7) >>*STRUC[®] >> PW<np (n<7)
This constraint ranking correctly identifies thetioml output in a left-branching

compound, which never undergoes prosodic divisisndemonstrated in the following
tableau:

67 A “base word” in this argument corresponds to a “bare stem” in Kurisu’s terminology.
68 However, this constraint cannot promote prosodic concatenation in a right-branching
complex compound. Therefore, *STRUC[w], which I introduced as a motivating
constraint of prosodic concatenation, is still necessary.
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(79) CC:doitsu-dasu-fiimu “team of German dance”

Input: {/tfiimu/y,{/dansufy /doitsu/}}
O-Base: [doitsu-desu]

RM

. CONTIGUITY

-0O0

PW<7p

*STRUC[0]

—>a. [doitsu-dasu-ffiimu] * *
b. [doitsu][dasu-tiimu] *| ok
c. [doitsu-dasu][tfiimu] *| -

This tableau is a renewed version of (75). Candida®c), which is incorrectly selected
as the optimal output in (75), violatBd because its head morpheme is phonologically
identical to its base word at the output level.c8ithis violation is fatal, candidate (79a),
whose head morpheme is concatenated with the nash-b@mponent, is consequently
selected as the optimal output.

It should be noted thaRM does not block prosodic division in a
right-branching compound. Consider the followingbléau, which evaluates a
right-branching compoundioitsu-daisu-fiimu “dance team from Germany”:

(80)CC: doitsu-daisu-fiimu “dance team from Germany”

Input: {{/t fiimu/y /dansu/}y /doitsu/} RM CONTIGUITY PW<7n *STRUC[0]
O-Base: [dasu-fiimu] -00

a. [doitsu-dasu-ffiiimul] *1 *
-b. [doitsu][daisu-fiimu] | *ok

c. [doitsu-dasu][tfiimul] *1 * **

*|* i * *kk
: i

d. [doitsu][daisu][tfiimu]

Candidates (80a) and (80b) satistil becausehe phonological realization of their
head stems, fitmu/and /daisu/, is phonologically different from their monorpbemic
base words, which are concatenated. On the otimel, RM penalizes candidates (80c)
and (80d): their head stems are phonologicallytidahto the base words. As a result,
(80a) wins.

Constraint ranking (78) also correctly accounts flee optional prosodic
division in a complex compound that contains a dvanstructure, which Ito &
Mester'sANCHOR-L approach incorrectly blocks. Consider the follogviableau:
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(81)CC: rooma-pari-doomeé&Rome-Paris alliance”

Input: {/doomeey, {/rooma/,/pari/}}*° RM | CONTIGUITY | PW<7u | *STRucle]
O-Base: -00
a. [rooma-pari-doomee] * *
—>b. [rooma][pari-doomee] **
c. [rooma-pari][doomee] *1 *x
d. [rooma][pari][doomee] kx|

The important point is thaConTIGUITY-OO, which plays a significant role to block
ungrammatical prosodic division in a left-branchowmpound as in (79), is vacuously
satisfied by all candidates in this output selettilcause the non-head component
*rooma-paricannot independently exist as a simple dvandvgooomd. Therefore, the
prosodic division between the two non-head stertiséased as in (81b). As in the case
of the compound with right-branching structuresthated in (71), the optionality of the
prosodic division is guaranteed by variation in stosmint ranking: if *STRUC[®]
dominatedPW<9pu, candidate (81a) is selected as an optimal output.

RM also guarantees that a simple compound never goeleprosodic division
however long it may be. Constraint ranking (78) paovide a correct account of this
blockage. Consider the following tableau, which leates a relatively long simple
compoundosutoraria-tairiku“the Australian continent”:

(82) NC: oosutoraria-tairiku“the Australian continent”

Input: {/tairiku/y, /oosutoraria/} RM PW<11u
—>a. [oosutoraria-tairiku] *
b. [oosutoraria][tairiku] *

Since candidate (82a) contains 11 morae withinngleiprosodic word, it violates
PW<11u and its lower counterparts. This violation is, lewer, tolerated because (82hb),
in which prosodic division takes place to satiBi/<11p, fatally violatesRM, which
crucially dominates allPW<np constraints. As a result, (82a) wins. In this way,
prosodic division in a long simple compound is amily blocked.

Thus far, we have examined several cases in whidogic division is blocked
to satisfyRM. However,RM is not inviolable in Japanese: it can be violatedvandva

69 Qutput forms [pari-rooma-doomeel~[paril[rooma-doomee] are also derived from this
input. However, I omit this variation of surface structure for the sake of simplicity.
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compounding. As argued in 3.3.1, Loanwords and -Samanese words are prohibited
from forming a dvandva structure in simple compangd This fact suggests that

HEAD-RIGHT for these ER classewhich militates against a double-head structure,
dominateRM, as shown below:

(83) HEAD-RIGHT-L, HEAD-RIGHT-SJ >>RM >> * STRUC[®w] >> HEAD-RIGHT-Y

The following tableau demonstrates that a dvandwvapound in the Loanword class is
never formed in simple compounding:

(84) DVD: *pan-raisy *raisu-paN “bread and rice”

Input: {/{paN4, /raisuls} HEAD-RIGHT-L RM *STRUC[ 0]
a. [pan-raisu] *1 *
b. [raisu-pal] *1 *
—>C. [pan][raisu] o o
—>d. [raisu][pa] ok ok

Candidates (84a) and (84b), which form dvandva @amgs, fatally violate
HEAD-RIGHT-L. Conversely, candidates (84c) and (84d) vioRité twice because the
two head stems are realized as simple words. Hawéwese violations are tolerated
because they are necessary to satis#yD-RIGHT-L, and they are selected as optimal
winners. This result shows that Loanword dvandvenmaounds never appear at the
surface level. Sino-Japanese dvandva compounddsareuled out bAEAD-RIGHT-SJ

in the same fashion.

3.5 Summary

This chapter has demonstrated a mechanism thatrgoypeosodic concatenation and
the surface morpheme order of Japanese compoutiis wie framework of OT. The
morphophonological variations in Japanese compagnaie correctly explained by the
interaction of universal constraints. The followisgheme is an overview of the
hierarchy among constraints, which we have examiméiis chapter:
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(85)
CONTIGUITY-O0 L EX<PRWD

HEAD-RIGHT-L HEAD-RIGHT-SJ

N

RM

PW<n p (n>7) *STRUC[ 0]

PW<n p (n<7)

HEAD-RIGHT-Y LINEARITY-OO

Note that the hierarchy betwedVW<np (n>7) and *STRuUC[w] IS not fixed and
therefore variations in constraint ranking emeggeargued above. This variation causes
the optionality in prosodic division in complex cpounding. The ranking of
LINEARITY-OO is not crucial to the argument of this chaptemearITY-OO correctly
works anywhere in the ranking.

I chiefly illustrated that, with the alignment &iraint for the morphological
head HEAD-RIGHT, two correspondence constraintsl.INEARITY-OO and
CoNTIGUITY-OO0, play a significant roléen deciding the surface morpheme order and
the optional prosodic division of complex compounélshough they are phonological
correspondence constraints, which require idebityveen two phonological structures
of relating outputs, they can control the morpheander in complex compounds
combining with OO correspondence relations. Asguad, the branching structure and
linear order of morphemes in the input represematif a compound are not essential.
Instead, correct surface phonological structure derived from morphological
headedness specification and the OO correspondelat®ns, which are independently
necessary in morphophonological theory, througéradtion of universal constraints.
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In addition, it was demonstrated that the relatition ofHEAD-RIGHT to the
three ER classes is necessary to correctly exptanvariation between dvandva
compounding, which heavily depends the ER clasdifio, and normal compounding.

Interacting with other constraintRM can correctly control the optionality of prosodic
division in complex compounding.
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Chapter 4
Morphophonological Variety of Japanese Compoundingin OT

4.1 Introduction

In this chapter, | will give a theoretical accowitthe morphophonological variety in
Japanese compounding, which was reviewed in Chaptavithin the framework of

Optimality Theory (OT; Prince & Smolensky 1993, Mathy & Prince 1995), focusing
mainly on the application of rendaku and compouockatuation. It will be revealed
that these two morphophonological operations sigitt bn the morphophonological
mechanism of Japanese compounding, in which mutedsional correspondence
relations play a crucial role (McCarthy & Prince959 Benua 1997, Spaelti 1997,
Struijke 1998).

4.1.1 Correspondence Relationsin Compounding

As seen in Chapter 2, Japanese compounding exhibitsus morphophonological
variations. | claim that a majority of such varais are derived from differences in
correspondence relations. We have already exanmimedvorkings of correspondence
relations and constraints based on them in Japaies®logy and morphophonology.
The phonological variety among the etymologicaleref{ER) classes is accounted for
by the input-output (I0) correspondence relatiamisich are relativized to each of the
classes, as argued in 1.4.As demonstrated in Chapter 3, the output-output (OO)
correspondence relations are crucial in the formmatf complex compounds. This
chapter further investigates how such relationsivdefrom morphophonological
variations in Japanese compounding. Especially, ropgse that not only 10
correspondence but also OO correspondence shoukddtivized to two classes to give
a correct account of the base effect that deriegsral morphophonological variations
in Japanese compounding. In addition to the tworespondence relations,
base-reduplicant (BR) correspondence interacts atltler constraints in reduplication.
It will be shown that Japanese morphology provideportant evidence for the
theoretical model of reduplication.

4.1.1.1 Relativization of OO Correspondence

| propose that the morphophonological variationsolgn Japanese compounding
patterns largely depend on OO correspondence aefatwhich are relativized to two
classes. These two classes, which | will call O@sll and OO class I, vary in the
strength of the OO correspondence relation. OO sclasexhibits strong OO
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correspondence, whereas OO class Il exhibits w&k@&respondence. These relations
are established independently of the ER classificatand a speaker must therefore
learn to which of the two classes a stem is at@hdinem its morphophonological
behavior’® The idea of relativization of OO correspondencads new. Benua (1998)
originally proposed relativization of OO correspende relations to explain several
morphophonological variations. For example, Bengsaumed two correspondence
relations for English affixes to explain the famaasiation between class 1 and class 2
affixes.

The hierarchy relation between the two constramtiixed: an OO constraint
for OO class I, which exhibits a stronger OO idgntalways dominates that for OO
class Il, as expressed below:

(1) FAITH-OO-| >>FAITH-OO-II

When a constraint that triggers morphophonologattrnation is sandwiched between
the two OO constraints, as shown below, a morphoglogical variation emerges:

(2) FAITH-OO-I >>C; >> FAITH-OO-II

Under this constraint ranking, whereas the morpbaplogical operation motivated by
C, is suppressed in OO class |, it is permitted in @&ss Il if no other constraint
blocks it.

| propose that the default value in correspondenetations is the one that
relates to the highest-ranked constraint. ThereforeOO correspondence in Japanese,
OO class | serves as the default class; when there evidence for OO correspondence
classification, the class | specification is autticadly given to a stem or larger
morphological constituent as a default specificatibit is necessary to evaluate the
output candidates. This default specification {geesally crucial when a derived word is
involved in compounding. A derived word, which @stistored in the lexicon and has no
lexical specification, automatically receives th® @lass | specification when this
information is required in some morphophonologicpération. This default value for
OO correspondence classification represents a paise tendency of the
phonological grammar: it attempts to preserve tigiral structure of input structure as
much as possible when the morpheme is unfamiliaratspeaker, and drastic

0 However, as we will see later, differences in the classification may be ignored by
higher-ranked 10 correspondence constraints.
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phonological alternations are allowed only in tamiliar vocabulary; e.g., nonce words
lack any specifications in terms of the lexicaleggiry and often behave similarly to
Loanword items, which constitute the phonologicéelyst-restricted class in Japan€se.
In the following sections, | will demonstrate thecaracy of this proposal by analyzing
the application of rendaku and accentuation in degpa compounding.

4.2 Rendaku Variation

Let us turn our attention to a theoretical accafrmnorphophonological phenomena in
Japanese compounding. In this section, | analyee ajbplication and blocking of
rendaku in Japanese compounding within the framiewbOT.

Before presenting an OT account of the rendakungumenon, let us review
how the ER classification and compounding patterase related to this
morphophonological operation. The following tablenmsnarizes the applicability of
rendaku in the four compounding patterns in theelER classes:

(3) applicability of rendaku

NC DVD IP-RDP M-RDP

Yamato possible impossible possible impossible

Sino-Japanese possible
Loanwords impossible impossible

It should be noted that “possible” in this tableesanot signify that rendaku always
takes place but that the concerned class and paitemot block its application. As
argued in Chapter 2, the application of rendakblasked by various linguistic factors
other than the ER classification and the patterfiscompounding. However,
“impossible” means that the rendaku applicationalsiays blocked—even if its
phonological and other morphological conditions satsfied—and “NA” indicates that
the compounding pattern is impossible in the camegrclass. The above table shows
that dvandva compounding, mimetic reduplicationd ahe Loanword class are
categorically excluded from the possible contextsid atargets of this
morphophonological operation.

"1 Tt might be more reasonable to think that no Loanword item has lexical specification
of the ER classification, while Sino-Japanese and Yamato items must lexically specify it.
From this view, correspondence constraints for the Loanword class should be simply
considered as default constraints.
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In particular, 1 wish to emphasize the similaribgtween the Yamato and
Sino-Japanese classes; in these ER classes, reagpkeation is essentially possible.
The only difference between the two is that inteelural reduplication, in which
Yamato stems undergo rendaku, is morphologicalbhipited in Sino-Japanese. As
noted in Chapter 2, it is true that the great migjaf rendaku undergoers are Yamato
stems and most Sino-Japanese words are immunedakie However, | claim that this
quantitative difference can be ignored when we amamphe Yamato and Sino-Japanese
classes with the Loanword class: this morphophajicéd operation is never
grammatical in Loanword compounding. In this dits@on, | focus more on the
qualitative difference between the Loanword clasd the other two classes than the
quantitative difference between the Sino-Japanedé/amato class.

Rendaku does not always occur—even when the ER @iad compounding
pattern allow it, as was examined in Chapter 2. &pplication of this operation is
blocked by various linguistic factors. Let us higjefeview when this morphological
operation is blocked. I classify seven factorsesfdaku blocking, as follows.

(i) phonological context:
Rendaku requires some phonological context foroperation. Rendaku is a
voicing operation on obstruents, and it therefailaes$ place only when the first
segment of the second component of a compound Wi@eless obstruent.
Otherwise, no voicing realization occurs:

e.g., /kawa/ + i@ru/y > [kawa-giru], *[kawa-dairu] “river duck”
river duck

(i) OCP effect on obstruent voicing (the Lymanaw effect):
A stem does not undergo rendaku when it underlyinghtains a voiced obstruent
even when the first segment is a voiceless obstrddrs restriction is generally
regarded as one of the OCP effects, which prohibibhcidence of identical
structure (Lyman 1894, Ito & Mester 1998, 2003, Hifisura 2003, 20064

e.g., /kawa/ + /tokgely > [kawa-tokae], *[kawa-dokge] “river lizard”

river lizard

72 There are a few well-known exceptions to this restriction:

e.g., /mawa/ + /hafigo/ > [nawa-bafigo] “rope ladder”
rope ladder
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(i) ER classification:
Rendaku is sensitive to the ER classification; tfgeration is impossible when the
second component is a member of the Loanword diagkis connection, rendaku
has traditionally been regarded as a Yamato-speggeration, but this view is
incorrect: as illustrated in 2.2.4, not a negligilmumber of Sino-Japanese words
undergo rendaku:

e.g., /imo/ + /keekif > [imo-keeki], *[imo-geeki] “potato cake”
potato  cake

(iv) lexical immunity:
Some Yamato stems resist the voicing alternationreridaku in normal
compounding even though the phonological and mdogieal conditions are
satisfied. Such stems are lexically specified aglagu immune stems (Rosen
2003). Interestingly, as | pointed out in Nishim2807), such rendaku-immune
stems can be a target of rendaku in intensive/ph@@uplication. The rendaku
application in the majority of Sino-Japanese wasddocked for the same reason:

e.g., /tabi/ + /sakyf > [tabi-saki], *[tabi-zaki] “travel destination”
travel end

lura/ + fakaify > [urafakai], *[urazakai] *“underworld”
reverse  society

(v) right-branching structure:
In a complex compound with right-branching strueiihe rendaku application to
the second component is ungrammatical (Otsu 198@ Mester 1985):

e.g., /midori/ + {/kawa/ + /us@/} 4y = [midori-kawa-usagi], *[midori-gawa-usai]
green river  hare “green river hare”

(vi) compounding patterns—dvandva compounding aimdetic reduplication:
Rendaku does not occur in dvandva compounding amdetic reduplication,
whereas this operation is possible in normal comgdog and intensive/plural
reduplication, as illustrated in Chapter 2:
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e.g., DVD: /ebi + /kani/y > [ebi-kani], *[ebi-gani] “shrimp and crab”
shrimp crab
M-RDP:[f[iwa/ + REDy - [[iwa-fiwa], *[ [iwa-ziwa] “wrinkled”

wrinkle

(vii) morpho-syntactic context—object-verb compounayg
In verb-head compounds when the first componeiltéasobject of the head
verb, the rendaku application is often blocked (Kkami 1953, Sugioka 1984,
Yamagushi 2011)*

e.g., /kusa/ + /kari®> [kusa-kari], *[kusagari] “mowing”

grass cut

In the following sections, | will analyze these deku-blocking phenomena in terms of
the following threefold grouping: in (i) and (iithe application of rendaku is
phonologically blocked; in (iii), (iv), and (v), ¢hcorrespondence relations (McCarthy &
Prince 1995, Benua 1998) play a crucial role; i) @nd (vii), the morphological
condition blocks the application of rendaku.

4.2.1 Rendaku Mechanism

In this section, | will examine the morphophonot@mdi mechanism of the rendaku
phenomenon within the OT framework. The argumerthis section essentially follows
the “rendaku as a linking morpheme” approach offitMester (2003). They proposed
that the source of rendaku voicing is a feature-sirpheme that is morphologically
inserted between two components in compounding.s Tiiorpheme should be
considered a prefix that marks the head comporentshown in (4), in which the
linking morpheme is indicated by™

73 There are quite a few exceptions to this tendency:

e.g., mazo/ + /kari/ >  [mazo-gari] “witch hunting”
witch hunting
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4) linking morpheme insertion in compounding:

COMP1 + , COMP2
/v

\'

This linking morpheme phonologically consists dfr&oice] feature, and it is realized
in a rendaku-voicing phenomenon. A concrete exampl@ bimorphemic normal
compound is shown below:

(5) rendaku irkawa-danuki‘river raccoon dog”:

lkawa/ + ¥ /tanukify > [kawa-danuki]

river V  raccoon dog

The first segment of a Yamato stem /tanuki/, whighthe head component in this
compoundingijs underlyingly voiceless, and it combines with timking morpheme at
the surface level. The first segment then recedvyoice] feature and becomes voiced
in the compound.

The insertion of the linking morpheme is morphatafly governed: as Ito &
Mester (2003) argue, the linking morpheme is irgkdnly when the two components
in a compound exhibit a modifier-head relation. Wiiis rule, Ito & Mester excluded
dvandva compounding and object-verb compounding ftbe target of the linking
morpheme insertion. | propose that in addition hese two patterns, the linking
morpheme is not inserted in mimetic reduplicatiés. argued in 2.4.2, the head
component in this pattern is not a free stem butdaiplicant (RED) morpheme, which
does not contain any phonological representatiad,there is no clear modifier-head
relation between the two components. With this rholpgical rule, the
rendaku-blocking effect in (vi) and (vii) aboveesgplained: since the linking morpheme,
which causes the voicing in rendaku, is not insetietween the two components,
rendaku voicing does not occur.

Let us turn our attention to the OT analysis. Targntee the realization of the
linking morpheme V,” a faithfulness constraint for feature specifioatis necessary.

74 Tto & Mester (2003) originally assumed that REALIZE-MORPHEME (RM) guarantees
the voicing realization of the linking morpheme. However, as argued in 3.4, RM requires
that a morpheme only has some phonetic realization. After all, we need a faithfulness
constraint that guarantees realization of the voicing feature to explain the rendaku
phenomenon.
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Consider the following constraints:

(6) MAX(IMALITY):
Every element of Shas a correspondence in(BlcCarthy & Prince 1995).

MaAXx-10(voice):
A [+voice] feature in input is realized in output (hbardi 1995, LaMontagne &
Rice 1995).

MAX(IMALITY) is a type of correspondence constraint and wasnailyg proposed by
McCarthy & Prince (1995) as a constraint againgtrental deletion. Later, Lombardi
(1995) and LaMontagne & Rice (1995) proposed temxtt to feature specifications. |
claim thatMAx-10(voice)above motivates the realization of the linking ni@me in
the rendaku operation. This constraint requireslitidng morpheme to be realized
somewhere in the output form. This constraint dotsfl with another faithfulness
constraint] DENT-1O(voice),shown below:

(7) IDENT(ITY):
Let a be a segment im&ndp be a correspondent afin S,.
If o is [yF], thenp is [yF] .
(McCarthy & Prince 1995)

IDENT-1O(voice):
No voicing change in input-output mapping.

IDENT(1TY) is a type of correspondence constraint that peeslfeatural change in a
segmentl DENT-IO(voice) requires an output segment to be identitaloicing to its
input counterpart. Therefore, this constraint iglated when the linking morpheme is
realized as a [+voice] feature somewhere in thepuwdutWhen MAX-10(voice)
dominated DENT-1O(voice),the linking morpheme is realized as a [+voice]deatn a
segment at the output level, violatin@eNT-1O(voice). In constraint ranking of
Japanesel DENT-1O(voice) is relativized to the ER classes, as arguwed.4.3. The
location of the voicing realization in rendaku isvgrned by an alignment constraint
that requires an affix to be realized as a praéflcCarthy & Prince 1993). Consider the
following:
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(8) a.ALIGN(affix, L, stem, L):
The left edge of an affix coincides with the lefige of a stem.

b.ALIGN(v, L, M head, L):
The left edge of the linking morphemecoincides with the left edge of the
morphological head.

(8a) is a general alignment constraint for a prefixis alignment constraint requires an
affix to be realized in the initial position of theead component. (8b) is the specific
version for the linking morpheme. When this constraint is dominant, the linking
morpheme appears as voicing in the first segmenthef head component in a
compound.

| claim that the following constraint ranking exipla the realization of the
linking morpheme in a Yamato compound:

(9) ALIGN(v, L, M head, Lp>MAax-10(voice)>> I DENT-1 O(voice)-Y
The following tableau shows how this constraintkiag correctly predicts the rendaku
application in a normal Yamato compourkwa-danuki“river raccoon dog,” under

constraint ranking (9):

(10)  NC: kawa-danuki‘river raccoon dog”

Input: {/tanukily, /kawa/,v} ALIGN-V MAX-1O(voice) | IDENT-1O(voice)-Y
a. kawa-tanuki *|
b. gawa-tanuki *| *

->c. kawa-danuki *

Candidate (10a), in which rendaku does not ocaiallf violatesM Ax-1O(voice).In
(10b) and (10c), the linking morpheme is realizedaavoicing feature that violates
IDENT-IO(voice) for the Yamato class. These two candidates distinguished by
ALIGN-v; whereas the former violates it, the latter sessit. Candidate (10c), which
satisfies the two higher-ranked constraints, iglsith out as the winner.

As summarized above, the application of rendaklasked by various factors.
In such casesMax-1O(voice) is violated since the voicing feature of the lirkin
morphemev is not represented at the output level. In theofwithg sections, | will
provide an account of such rendaku-blocking effetthe OT framework.
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4.2.2 Rendaku Blocking by Phonological Context
First, let us investigate cases where the phoncdbgtructure of the head stem in a
compound blocks the application of rendaku. Whenfifst segment of a target stem is
not a voiceless obstruent, rendaku does not appty,any other phonological operation
that makes the rendaku application possible likewliges not occur. In such a case, the
violation of Max-10(voice)is tolerated, and only concatenation of stems tgitase
through compounding. This suggests that rendaka nsoderate morphophonological
operation that does not cause any structural chaiige than voicing.

Let us examine vowel-initial stems first. The @olling tableau demonstrates
normal compounding whose head stem begins withnaeko

(11)  NC: kawa-giru “river duck”

Input: {/agiru/y, /kawa/,v} ALIGN-v DEP-10 MAX-10 IDENT-1O
: (voice) (voice}Y
>a. kawa-airu *
b. kawa-dairu L
c. kawa-abiru S *

Candidate (11a) violated Ax-10O(voice) because the linking morpheme does not have
any realization at the output level. (11b) satskeax-1O(voice),inserting an obstruent
segment that is not contained in the input. Thisdaate, however, fatally violates
DepP-10, which prohibits segmental epenthesis as demondtiatd.3.2. As in (11c),
realization of the linking morpheme in a word-im&k segment is also impossible
because this candidate fatally violafes GN-v. It should be noted that (11a) vacuously
satisfiesALIGN-V since this feature morpheme is deleted in theutdgym. As a result,
(11a) defeats the other candidates and is selastéte optimal output.

A stem-initial voiced obstruent also intervenestiis morphophonological
operation. As with a vowel-initial stem, only coteaation applies to a stem that begins
with a voiced obstruent through compounding, asatestrated below:
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(12)  NC: midori-gama“green toad”

Input:{/gama;, /midori/, v} ALIGN-V DeP-10 MAXx-10 IDENT-IO
: (voice) (voice)-Y
>a. midorigama *
b. midori-kama * *|

The head stenyama“toad,” is a member of the Yamato class. Simita(lla), (12a)
wins even though it violated Ax-10(voice).Any other operation, such as devoicing in
(12b), is ungrammaticaP.

When the head stem begins with a sonorant segriensituation is almost
identical, as shown below:

(13)  NC: midori-neko“green cat”

Input: {/nekof;, /midori/, v} ALIGN-v IDENT-IO Max-10 IDENT-1O
(nasal) (voice) (voice)-Y
—>a. midori-neko *
b. midori-deko .~ *
c. midori-ngo *| '

Candidate (13a), in which only stem concatenaticcurs, defeats any other candidate
that involves a phonological alternation, such esagalization in (12b).

Another phonological incident that blocks rendakppleation is the OCP
effect in voiced obstruents. When the head componéra compound underlyingly
contains a voiced obstruent, rendaku applicationoispossible—even when the first
segment of a target stem is a voiceless obstriidid. rendaku-blocking effect is also
known as Lyman’s Law after Lyman’s (1894) reportthih the OT framework, Ito &
Mester (1998, 2003) proposed that the local comjoncof constraints (Smolensky
1995, 1997) correctly accounts for this phenomenrdrey suggested a constraint that
simply penalizes voicing on obstruents:

(14) No-D: An obstruent is voiceless.

75 Such a devoiced candidate is problematic in rendaku analysis with
REALIZE-MORPHEME. Since this constraint requires only some phonological change in
the output structure, it cannot distinguish voicing from devoicing. Therefore, in addition
to this constraint, a constraint that favors voicing over devoicing is necessary.

184



This constraint represents the relative unmarkesloésoiceless obstruents compared
with their voiced counterparts. Ito and Mester rod that self-conjunction of this
constraint is necessary to correctly account fer@CP effect in rendaku application:

(15)  No-D’m (=No-D& mNo-D): No two voiced obstruents per morpheme domain.
This constraint is violated wheo-D is violated twice by a single morpheme. This
conjoined constraint conflicts witMax-10O(voice), which requires realization of the

linking morphemey, over the application of rendaku. Consider théofaing tableau,

which shows rendaku blocking in the compolagva-tokge “river lizard”:

(16)  NC: kawa-tokge “river lizard”

{ltokageh, /kawa/y } || No-D’m | Max-10 IDENT-1O No-D
(voice) (voice)-Y
—>a. kawa-tokge * *
b. kawa-dokge *1 * *x

The head componentokage, is a Yamato stem that underlyingly contains a wiice
obstruent. If rendaku takes place in this stemjnasandidate (16b), it violates the
conjoined constrairilo-D?m since the head stem contains two voiced obstriusrite
output level. This candidate is defeated by cardidd6a), which does not undergo
rendaku and therefore violatekax-1O(voice).

4.2.3 Rendaku and Correspondence Relations

This section examines cases in which the applicatd rendaku is blocked by
correspondence relations in compounding. In theipus chapter, | considered how
OO correspondence plays a significant role in themétion of prosodic words in
complex compounding. In this section, it will beosm that the three major
correspondence relations—IO correspondence, OO egmondence, and BR
correspondence—are crucial in the application dacking of rendaku.

4.2.3.1 Rendaku Immune Class

Let us first examine cases in which 10 correspondehlocks the application of

rendaku. As illustrated in 2.2.4, Loanword stemssemeundergo rendaku. This

morphophonological characteristic of Loanwords #$thobe compared with the

phonological characteristic of this class: it alfomarked phonological structures that
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are prohibited in the other classes. As we haven seel.4.2, this phonological
characteristic is derived from the strong idenbigtween input and output. It seems
natural to assume that the rendaku-blocking effeatso derived from this requirement
regarding phonological identity.

Within the OT framework, such categorical immurtidymorphophonological
operations is explained by the effect of an IO egpondence constraint; this
correspondence constraint for the Loanword clagsialty dominatesviAx-1O(voice),
which triggers the rendaku application, as showove

(17)  IDENT-10O(voice)-L>>M Aax-10(voice)

The following tableau shows how rendakuimo-keeki“potato cake,” whose head
component belongs to the Loanword class, is blocketkr this constraint ranking:

(18)  NC:imo-keeki‘potato cake”

{ /keeki/H, /imo/,v } IDENT-IO MAXx-10
(voice)-L (voice)
—>a. imo-keeki *
b. imo-geeki *

The winning candidate (18a) violat&ax-10(voice) since the voicing feature in the
linking morpheme does not have any realizationhat autput level. However, this
violation is tolerated because it is necessaryaiisfy | DENT-1O(voice)-L, which is
ranked higher than the rendaku trigger constr&andidate (18b), to which rendaku is
applied, fatally violate$DENT-IO(voice)-L and is therefore rejected.

4.2.3.2 Rendaku Immune Sems

IO correspondence is not the only correspondentaiae that can block rendaku
voicing in compounding. OO correspondence can teavendaku-blocking effect: it
requires phonological identity between the componef a compound and its
corresponding base word. As seen in 2.2.4, nofaatiato stems undergo rendaku even
when the phonological and morphological conditians satisfied: some Yamato stems
show lexical immunity to this morphophonologicaleogtion in normal compounding
(Rosen 2003, Nishimura 2007). Similarly, Sino-Jags@nstems can also be classified
into two groups in terms of their rendaku appliigbi Whereas the majority of
Sino-Japanese items resist rendaku voicing, quite feav undergo this
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morphophonological operation, as illustrated in.£.2 claim that these variations
within each of the ER classes are derived from ©f@espondence constraints that are
relativized to the two groups.

The rendaku immunity of these Yamato and Sino-Jegmntems should be
distinguished from that of Loanword items. As noted.4.4, the Loanword class is
categorically excluded from the target of rendakbjch means that every Loanword
stem is immune to rendaku voicing. This also hdidse for the newly acquired
Loanword vocabulary. Therefore, rendaku immunityn cee understood as a
phonological characteristic of the Loanword claasther than of each Loanword stem.
Within the OT framework, this categorical immunity accounted for by constraint
ranking (17), in which the 10 correspondence castrfor voicing dominates the
constraint that triggers rendaku voicing, as dernrated in 4.2.3.1. On the other hand,
rendaku immunity in some Yamato and the majority Qiho-Japanese items is
independent of the phonological characteristicthefitems. Each of these two classes
consists of rendaku-immune items and rendaku-uodeggitems, and there is no
significant phonological or morphological differenbetween the rendaku-immune and
rendaku-undergoing items except for the immunity tendaku. Therefore,
morphophonological processes, such as the applicatf rendaku, should be
distinguished from the ER classification, which ulkeges the “pure” phonological and
morphological characteristics of each of the classe

| claim that the relativization of OO correspondegnevhich | illustrated in
4.1.1.1, is necessary to explain this phonologyphophonology disagreement. With
this approach, all stems in Japanese belong tered class | or OO class Il; OO class
| consists of rendaku-immune stems, and OO clas¥ Hendaku-undergoing stems.
Since this OO classification is entirely indepertdeinthe ER classification, a speaker
learns to which OO class a stem belongs by obsgitsrmorphophonological behavior.
This approach has the advantage of separately roaptumorphophonological
operations from “pure” phonological phenomena. Véhasrthe possible phonological
structure is licensed by 1O correspondence, morpbioplogical operations are
governed by OO correspondence. It should be ndtat this classification for OO
correspondence does not yield any systematic diyenssimple words because it only
requires phonological identity between two morphaally related words.

In rendaku application, the following OO correspence constraint plays a
crucial role:
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(19) IDENT-OO(voice):
Let o be a segment in outpuandp be a correspondent afin outpus, which
shares an underlying representation with output
If o is [yvoice], thenB is [yvoice].

This OO correspondence constraint prohibits voicoigagreement between two
morphologically related words. As claimed in 4.1,1this constraint is relativized to
OO class | and OO class Il. The rendaku variatiovorag the three ER classes is
explained by the following constraint ranking:

(20) IDENT-IO(voice}L, IDENT-OO(voice)-1>>MAax-10(voice)
>> | DENT-OO(voice)-Il, IDENT-1 O(voice)-SI>> | DENT-1 O(voice)-Y

This constraint ranking is a combined product & I©® correspondence hierarchy for
the ER classes, which was examined in 1.4.3, am@®th correspondence hierarchy in
(2), which yields morphophonological variety. Agail ax-10(voice) serves as a
motivating constraint of rendaku voicing.

Let us first examine a rendaku-undergoing steme Tollowing tableau
demonstrates rendaku application in a Yamato comghdiawa-danuki‘river raccoon
dog,” whose head stertgnuki“raccoon dog,” is a member of the Yamato class@@d
class Il

(21)  NC: kawa-danuki‘river raccoon dog”

Input{/tanukify, /kawa/ v} IDENT-OO | MAX-1O | IDENT-OO IDENT-1O
Base: [tanuki], [kawdf (voice)-I (voice) | (voice)-ll (voice)-Y
a. kawa-tanuki NA *1

b.>kawa-danuki NA * *

As in the optimal candidate (21b), the violationl DENT-OO(voice)-Il is tolerated to
satisfyM ax-10(voice),which requires realization of the linking morpheme

Conversely, when a head stem is a member of OG d¢lawhich requires
strong phonological identity between the head shewh its corresponding base word,
rendaku voicing is blocked, as demonstrated below:

76 In contrast to Chapter 3, in this chapter I show all O-bases of a compound in
question.
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(22)  NC: tabi-saki“travel destination”
Input:{/sakiky, /tabi/,v} || IDENT-OO | MAX-IO | IDENT-OO IDENT-IO
O-Base: [saki], [tabi] (voice)-I (voice) (voice)-ll (voice)-Y

a.~>tabi-saki * NA
b. tabi-zaki *| NA *

The head stem of this compoursaki “end,” is a member of the Yamato class and OO
class I. In other words, it is a rendaku-immune #gorstem. As with candidate (22b),
the realization of the linking morpheme satisfMax-10(voice),but it causes a fatal
violation of IDENT-OO(voice)-I. The winning candidate is (22a), in whitte linking
morpheme does not achieve phonological realizatiGonsequently, the rendaku
application in this compound is not licensed.

As noted in 1.4.2, the great majority of Sino-Jas@nstems are lexicalized
products of bimorphemic root conjunction. Sincelsstems are lexical items, they are
able to possess OO class specification. Both rendgbklication and blocking in such
lexicalized Sino-Japanese words are accounteadhfibrel same manner in this approach.
Consider the following tableaux:

(23)  NC: kurumagaifa “car company”

Input{/kaifa/y, /kuruma/v}
O-Base: [k&fal, [kuruma]

a. kuruma-kga

IDENT-OO

(voice)-I

NA

MAax-10
(voice)

*|

IDENT-OO

(voice)-ll

IDENT-1O
(voice)-SJ

b.>kurumagaifa

NA

(24)  NC: kurumayfakai “car society”

Input:{/fakaify, /kuruma/y}

O-Base: fakai], [kuruma]

a~>kurumajakai

IDENT-OO

(voice)-I

MAX-10

(voice)

IDENT-OO

(voice)-ll

NA

IDENT-1O
(voice)-SJ

b. kurumagakai

*|

NA

Whereas the Sino-Japanese siaijfa “company” in (23) is a member of OO class II,
Jakai “society” in (24) is a member of OO class |. Thidfedence in the OO
correspondence specification causes the variatiaciendaku application: whereas this
operation occurs ikajfa, as in (23), it is ungrammatical jakai, as in (24). The case of
a Sino-Japanese word that is not lexicalized valsbown in 4.2.3.3 below.
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As argued in 4.2.3.1, rendaku is blocked by IOespondence in a compound
whose head component is a Loanword stem. This holss in the relativized OO
approach. The effect of the OO correspondence r@nstis overridden by the 10
correspondence constraint for the Loanword classctwis ranked above the two OO
correspondence constraints. Therefore, even ihéaagl stem of a compound belongs to
OO class I, rendaku is blocked by the 10 constrais demonstrated below:

(25)  NC:imo-keeki‘potato cake”

Input{/keekiH, /imo/, v} IDENT-10 IDENT-OO MAX-10 IDENT-OO
O-Base: [keeki], [imo] (voice)-L (voice)-I (voice) (voice)-ll
—>a. imo-keeki NA *

b. imo-geeki *| NA *

Candidate (25a) violatelsl Ax-10(voice) because it does not have realization of the
linking morpheme. However, the morpheme realizatt@uses a fatal violation of
IDENT-IO(voice)-L, as in (25b). As a result, (25a) is stddaas the optimal output. This
IO correspondence priority to OO correspondencegraically excludes the Loanword
class from the target of rendaku application.

Let us conclude this section by comparing thetiketd OO correspondence
approach with an alternative approach to this mgppbnological phenomenon, which
| call the relativized 10 correspondence appro&ailowing Takayama’s (1999, 2005)
analysis, Ito & Mester (2006) argued that rendakdeangoing Sino-Japanese words
form an independent sublexical class that is séparkom the normal
(rendaku-immune) Sino-Japanese class. Ito & Mestptained the rendaku variation
between the two classes by assuming that eacteof th independently governed by a
different set of IO correspondence constraints. &oMester did not analyze
rendaku-immune stems in the Yamato class, but iatiral to consider that this
approach should be applied to rendaku variatiorthia class. At first glance, this
approach would appear to be appropriate—at leastriggively—to the problem we are
tackling. As argued above, the difference in thgliaption of rendaku occurs when the
two 10 correspondence constraints for voicing sdodwa constraint that causes
rendaku voicing in the constraint ranking of Japaneln the same fashion, this
approach can account for rendaku variation among-3apanese words.

| claim, however, that this approach does not gtewa plausible account of the
entire lexical structure of Japanese. The strikawj is that except for the applicability
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of rendaku, there is no significant phonologicairmrphological difference between the
rendaku-immune and rendaku-undergoing stems inYdmr@ato and Sino-Japanese
classes. As noted in Chapters 1 and 2, a lexiaabajenerally behaves differently from
other classes in several respects, such as phacalognventories, possible
phonological processes, morpheme size, selecti@p@fthetic segments, and possible
word formation, including compounding (see also Medey 1968, Ito & Mester
1995ab, 1999, and many others). If rendaku-immumek r@ndaku-undergoing stems
constitute different sublexical classes of the dapa vocabulary, it naturally follows
that they behave differently in respects other tti@napplication of rendaku. However,
there is no evidence for such differences in thmHonological and morphological
behaviors. Why do the two groups in the Yamato Sib-Japanese classes lack any
differences except for the application of rendakds@lieve it is impossible to answer
this question in an explicit way under the related 10 correspondence approach,
except by ignoring the phonological and morpholabiédentities between the
rendaku-immune and rendaku-undergoing stems in ¥amad Sino-Japanese. Such a
compromise solution lacks explanatory adequacy,itisdtherefore difficult to accept.
The relativized OO correspondence approach thatopgse does not present such
problems because morphophonological operationseqpéained separately from the
classification of the lexicon, as argued above.

4.2.3.3. Rendaku in Complex Compounding

The relativized OO correspondence approach canpa®ade an accurate account of
the morphophonological characteristics of complempounds. As illustrated in 2.5.5,
the applicability of rendaku in a complex compouwtepends on its morphological
structure; whereas left-branching structure allotve application of rendaku,

right-branching structure blocks it (Otsu 1980, &tdlester 1985, 2003). The following

examples illustrate this asymmetry:

(26)  a. right-branching compound:
midori-tanuki-kao “green cage for raccoon dogs”

/N

/midori  tanuki kago/
[midori tanuki kago]
*[midori  danuki kao]
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b. left-branching compound:
midori-danuki-kgo “cage for green raccoon dogs”

AN

/midori  tanuki kgo/
*[midori  tanuki  kao]
[midori danuki kgo]

In Nishimura (2007), revising the original proposéllto & Mester (2003), | claimed
that the cause of the rendaku blocking in (26a)hes OO correspondence relation
between the complex compoumddori-tanuki-kgo “green cage for raccoon dogs” and
the base compountnuki-kgyo “cage for raccoon dogs,” which is an independently
existing simple compound. As argued in 3.3.3, thistence of this OO relation is
guaranteed by the fact that the second componettieotomplex compound shares
underlying representation with the base compoundwd¥yer, a left-branching
compound does not have such relation with the €mpmpound since the two do not
share an underlying structure, except for theiranlythg stems. The following scheme
presents this situation:

(27) a. />\ b. /<\

midori (fanuki  Kao; midori danuki kgo
e - .,
OO correspondenc I
4No correspondence
AN
tanuki  kajo

Of course, (27b) has an OO correspondence relatith its base compound,
midori-danuki “green raccoon dog.” However, this OO correspondedoes not
interfere in the application of rendaku in the céempcompound; rather, it confirms this
voicing operation in the second stem.

As argued in 4.1.1.1, a derived word, includinganpound, does not have
lexical specification regarding the OO correspomdediassification because it is not a
lexical item; therefore, it automatically receiv@® class | specification as the default
value. The following tableau shows that the rendalkeking effect proceeds correctly
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in a right-branching complex compound with the d&f@O specification:

(28) CC:midori-tanuki-kao “green cage for raccoon dogs”
Input:{{/kagoly /tanuki/,v} /midori/, v} IDENT-OO MAX-IO | IDENT-OO | IDENT-IO

O-Base: [tanuki-kgo], [midori], (voice)-l (voice) (voice)-Il (voice)-Y

[tanuki], [kayo]

**

a.~>midori-tanuki-kao

b. midori-danuki-kgo *| * * *
(tanuki-kayo) (tanuki)

Rendaku in the second stetanuki is blocked bylDENT-OO(voice)-l. On the other
hand, this voicing operation takes place in a beftaching complex compound, as
demonstrated below:

(29) CC:midori-danuki-kgo “cage for green raccoon dogs”
Input:{ /kagoly, {tanukily /midori/, v}, v} IDENT-OO MAax-10 IDENT-OO | IDENT-IO

O-Base: [midori-danuki], [midori], (voice)-I (voice) (voice)-Il (voice)-Y

[tanuki], [kao]

*| *%

a. midori-tanuki-kgo

(midori-danuki)

* *

b.~>midori-danuki-kgo *

(tanuki)

In this case,IDENT-OO(voice)-1 favors the application of rendaku, as it requires
phonological identity with the base compound inahhthis operation occurs.

This approach also correctly predicts the rendakoking effect in newly
coined Sino-Japanese. As examined in 1.4, almbsSimb-Japanese morphemes can
participate in bimorphemic root conjunction. Withist word formation, a native speaker
of Japanese can freely coin a new Sino-Japanesk ®ach new words never undergo
rendaku, although a Sino-Japanese word is a paltéatget of this morphophonological
operation, as argued in 2.2.4 and 4.2.3.2. For plgma speaker can coin a new word,
t/afi “the history of tea,” with two Sino-Japanese maeples tfa/ “tea” and fi/
“history.” A speaker of Japanese knows that the applicatioerafaku to this word is
ungrammatical when it appears as the head of a @ontpeven though he or she has
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never previously heard this bimorphemic word. Théndaku-blocking effect is
explained in a similar way to that of a right-braimg complex compound,
demonstrated in (30). Consider the following tablea

(30)  NC:kindai+/a/i “the modern history of tea”

Input: {{/tfa/, §il} p, /kindai/, v} IDENT-OO Max-10 IDENT-10 IDENT-OO
O-Base: {f4fi], [kindali] (voice)l (voice) (voice)SJ (voiceX|
—>a. kindaitfafi * NA
b. kindaiza/i *1 * NA
(tfali)

Since the head component in this compounding isnexical stem but a derived word,
it does not have a lexical OO specification, anthé@refore automatically receives the
OO class | specification. As we have seen above,d#fault specification prefers the
underapplication of rendaku; hence, candidate (&)aglected as a grammatical form
in this compounding.

In their final analysis, I1to & Mester (2003) rejedttheir OO correspondence
approach; instead, they proposed the prosodic amchapproach, in which rendaku
and accentuation in complex compounds are govergedself-conjoined constraint of
a grammar-prosody interface constraliCHOR-L. It has already been demonstrated
in 3.4 that this approach is insufficient in prawmgl a full account of the optional
prosodic division in complex compounds.

Ito & Mester rejected the OO correspondence appréactwo reasons. First,
they believed that this approach would incorrecthjlock rendaku with
rendaku-undergoing stems in simple compounds. The®rrect blocking occurs
because Ito & Mester assumed only one type of O@spondence relation, and this
always interferes in the morphophonological operati However, the proposal
presented in this dissertation, which relativizes ®O correspondence into two groups,
can correctly account for the variation between dedw-undergoing and
rendaku-immune words, as argued above.

The second reason for Ito & Mester rejecting the €@@espondence approach
is the problem of the missing base. According te #uthors, it is unclear how the
existence of the base compound with which the caorapbof a complex compound
relates is guaranteed: a native speaker of Japaaesereate a new right-branching
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complex compound with the structure {A-{B-C}} andowrectly predict the
rendaku-blocking effect on B even though he or Bas never uttered or heard the
compound {B-C}. Ito & Mester regarded this missibgse situation as a serious
problem for the OO correspondence approach: withknbdwledge of the base
compound, the OO correspondence relation, whicltkislahe rendaku application,
cannot be established. However, | wish to makee#rcthat such a situation does not
raise any problems in the OO correspondence appradopted in this dissertation. |
claim that knowledge of the base word is provided rative speakers’ strong
productivity in compounding: this strong produdiyvimakes it possible to create a new
complex compound, and it also guarantees the patexistence of the base compound.
Since compounding is basically a word-word concatieg operation, the component of
a compound always has a corresponding base {fordth the OO correspondence
approach presented in this study, once the existefdhe base word is guaranteed,
even when a speaker possesses no knowledge abdwagh, OO class | specification is
automatically received and rendaku applicationashed.

4.2.3.4 Rendaku in Reduplication

This section examines the rendaku phenomenon upledtion. The two patterns of
Japanese reduplication show a clear contrast withnhorphophonological operation:
whereas rendaku application can occur in intengivedl reduplication, it is
ungrammatical in mimetic reduplication. In partaylrendaku always takes place if the
phonological condition is satisfied in intensivef@l reduplication. Interestingly, even a
rendaku-immune stem, which resists rendaku in noooapounding as examined in
4.2.3.2, undergoes rendaku in intensive/plural pédation, as illustrated in 2.4.3.2. It
will be shown that this morphophonological contiastween normal compounding and
intensive/plural reduplication provides importanvidence in investigating the
morphophonological system of Japanese compounding.

In the OT analysis of reduplication, in additiom KO correspondence, BR
correspondence, which is established between tlee {R-base) and the RED
morpheme, plays an essential role (McCarthy & Rrirk995)’® Since a RED
morpheme does not originally have any phonologtaicture, this must be provided at

7 The two reduplication patterns are not in agreement with this generalization. The
rendaku application in these patterns will be examined in 4.2.3.4.

78 Note that “the base” in BR correspondence is a different term from “the base word
(O-base)” in OO correspondence: the former indicates the phonological source stem of
the reduplicated compound concerned, whereas the latter indicates an independently
existing word that is morphologically related to the compound in question. To clarify
this difference, in this section I refer to the former as the “R-base” (reduplication base).
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the output level, BR correspondence constraintsiiregthat a RED morpheme be
phonologically identical to the corresponding Réatem. McCarthy & Prince (1995)
demonstrated that the interaction between the yest of correspondence constraints
and markedness constraints that triggers phonabgicanges can correctly explain
morphophonological variations among reduplicationsiany languages.

Investigation of reduplication has also motivatbdadretical development of
the 10 correspondence relation. McCarthy & Print®96) originally proposed the
following model of reduplication:

(31) basic model (McCarthy & Prince 1995)

Input: RED + Stem/

k

\ IO correspondence

Output: Reduplicant «——»

BR correspondence

In this reduplication model, the 10 corresponderalation is established between the
stem, which is the phonological source of the réidafed word, and the R-base, which
is the morphological counterpart of the stem at dkput level. The phonological
identity between the R-base and the reduplicagbi®rned by the BR correspondence
relation. According to this view, phonological rieation of the stem is covered by the
R-base and there is no direct correspondence bettheestem and the reduplicdnit.
Therefore, an IO correspondence constraint is t@dlavhen there is phonological
disagreement between the stem and the R-base. Agilwsee later, this model has a
serious problem in dealing with rendaku applicatrodapanese reduplication.

An alternative model for correspondence in whisé stem does not directly
correspond with the R-base but with the whole rédaged word has been proposed in
several studies (Struijke 1997, 1998, Spaelti 1¥amy & Idsardi 1997, Yip 1998).
The following scheme depicts this version of cqumeslence relations in reduplication:

79 McCarthy & Prince (1995) rejected the “full model,” in which the IO correspondence
is established both between the stem and the R-base and between the stem and the
reduplicant; they demonstrated that such a model incorrectly predicts a reduplication
pattern that is not found in human languages.
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(32)  word faithfulness model (Struijke 1997, 19%8)

Input: RED + Sem/
A

IO correspondence X

Output: Reduplicant «——»

BR correspondence

In this model, the phonological realization of ttem is covered by both the R-base
and the reduplicant; that is, the whole reduplidateord. Therefore, an 10
correspondence constraint is satisfied if the stirecin the stem is preserved either in
the reduplicant or in the R-base; i.e., somewherthé output form. As with the basic
model, the phonological identity between the R-base the reduplicant is guaranteed
by the BR correspondence. | propose that the O@sgpondence, which plays a crucial
role in rendaku application and blocking, shouldumelerstood in terms of the word
faithfulness model; the O-base word correspondthéowhole reduplicated word, as
illustrated below:

(33)  word faithfulness model with OO correspondence
Input: RED + Sem/

TN

IO correspondence j

Output: Reduplicant «—» R-Base

BR correspondence «—>

OO correspondence

With this model, an OO correspondence constrainsaitisfied if the phonological
structure of the O-base is also found somewhetkdwhole reduplicated word. These
IO and OO correspondence structures give a stempiaces for its phonological
realization. This situation makes it possible fbwe ttwo conflicting phonological

80 Besides these correspondence relations, Struijke (1997, 1998) claims that there is an
independent correspondence relationship between the stem and base to explain the
phonological asymmetry between the base and reduplicant. Since this correspondence is
not significant in Japanese reduplication, I omit it in this scheme.
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requirements to be imposed on a rendaku-immune siemintensive/plural
reduplication; i.e., OO identity and rendaku vogcirConversely, a stem in normal
compounding has to put one of the two requireméefere the other since a stem
possesses only one output component in this congogipattern: a rendaku-immune
stem chooses the OO identity, whereas a rendakergoithg stem chooses rendaku
voicing. Consequently, a morphophonological vaoiatibetween intensive/plural
reduplication and normal compounding emerges.

Let us examine how the reduplication model (33)rexity singles out the
optimal output in Japanese reduplication within @E framework. As we saw in 2.4,
the two reduplication patterns in Japanese arénedaplication, and no change occurs
except for rendaku voicing between the R-base la@dedduplicant. This is explained by
the fact that almost all BR correspondence comggasuch a$1Ax-BR andDepP-BR,
which prohibit segmental deletion and epenthesspectively, are ranked so highly in
constraint ranking in Japanese that they cannotidlated. Variations of DENT-BR,
which penalizes disagreement in feature speciioatbetween the R-base and the
reduplicant, are also ranked highly, except fot tiaroicing, which is shown below:

(34) IDENT-BR(voice):
Let o be a segment in the base dnlde a correspondent afin the reduplicant.
If o is [yvoice], thenB is [yvoice].

Rendaku application may cause a violation of tlusstraint. This constraint must be
dominated byDENT-OO(voice)-Il,as shown below:

(35)  ALIGN(v, L, M head, L)]DENT-OO(voice)-1>>Max-1O(voice)>>
IDENT-OO(voice)-11 >> I DENT-1O(voice)-Y, | DENT-BR(voice)

Constraint ranking (35) can accurately account tfog application of rendaku in
intensive/plural reduplication and the underappiccain mimetic reduplication.

Let us first examine intensive/plural reduplicatidiake the Yamato stegito
“person” as an example. This stem undergoes rengmkwrmal compounding, as in
tabi-bito “traveler,” and therefore, this stem is lexicallyesified as a member of OO
class Il. The following tableau shows how rendalsu applied to this stem in
intensive/plural reduplicatioff:

81 Tn this and following tableaux in this section, I omit ALIGN(v; L, M head, L), which is
inviolable in Japanese, as space is limited. All candidates shown in the tableaux satisfy
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(36) IP-RDP:cito-bito “people”

Input: {/cito/y, v, RED} J| IDENT-O0 | MaAx-IO | IDENT-OO | IDENT-IO | IDENT-BR

O-Base: §ito] (voice}l (voice) (voice}| (voice}Y (voice)
a. ¢ito-cito NA #
b.~>¢ito-bito NA *
c. bito-bito NA %1 * '

Candidate (36a), in which rendaku does not takeepltatally violatesvi Ax-10(voice).
The winning candidate is (36b), which undergoesia&n, violatingl DENT-BR(voice).
This candidate satisfies botlDENT-OO(voice}Il and IDENT-IO(voice)}Y since the
reduplicant (the first component) is identical he input stem and the O-base. (36¢), in
which voicing occurs in both components, satisfieENT-BR(voice). However, this
double rendaku application fatally violateseNT-OO(voice)}Il since the voicing value
of the first segment of the O-base disagrees wstlkearresponding segment, both in the
reduplicant and in the R-base. This ungrammatiealdiclate provides evidence of
ranking betweenDENT-OO(voice)-l andI DENT-BR(voice): if they were reversed, the
double rendaku application would be grammatical.

| turn now to the fact that rendaku-immune stemdengo rendaku through
intensive/plural reduplication, taking the rendakunune stemsaki “end” as an
example. Since this stem is a member of OO claas Examined in (22) above, the
application of rendaku is blocked in normal compding, as intabi-saki “travel
destination.” However, it is grammatical in interedplural reduplication, as in saki-zaki
“every destination.” The following tableau demoag#s how constraint ranking (35)
correctly accounts for this phenomenon under theiaithfulness model (33):

(37)  IP-RDP:saki-zaki‘every destination”

Input: {/sakily, v, RED} IDENT-OO | MAX-IO | IDENT-OO IDENT-IO IDENT-BR
O-Base: [saki] (voice)-I1 (voice) (voice)-lI (voice)-Y (voice)
a. saki-saki *1 NA
b.>saki-zaki NA L

c. zaki-zaki *| NA * '

this constraint. Note that this alignment constraint is not violated when the linking
morpheme Vv is deleted at the output level; instead, MAX-IO(voice) is violated in such a
case.
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Candidate (37a), in which rendaku does not ocetlf/ violatesM Ax-1O(voice) since
the linking morpheme lacks phonological realizatainthe output level. The winning
candidate is (37b), in which voicing takes placetie second component. This
candidate satisfies botlDENT-OO(voice)-I and IDENT-IO(voice)-Y since the first
component is identical to the input stem and théa®e. (37c) violates the two
correspondence constraints because of the voiomigoth components.

It should be noted that unlike the case for thedWaithfulness model (33), the
basic model (31) incorrectly blocks rendaku appitcato rendaku-immune stems in
intensive/plural reduplication. The following tahle deals with the same input set as
(37), but the candidate evaluation is conducted te basic model:

(38) IP-RDP: *saki-saki‘every destination” with the basic model

Input: {/sakily, v, RED} IDENT-OO | MAX-IO | IDENT-OO IDENT-IO IDENT-BR
O-Base: [saki] (voice)-I1 (voice) (voice)-ll (voice)-Y (voice)
a2 saki-saki * NA
b.&saki-zaki *| NA * 0w

c. zaki-zaki *| NA * '

The intended output is candidate (38b), but it efedted by wrong output (38a), in
which rendaku does not take place. The cause ofiéifieat is the ranking between
IDENT-OO(voice)-1 andMAax-10(voice): the OO correspondence constraint blocks th
phonological realization of the linking morphemethe same manner as in normal
compounding, illustrated in tableau (22). Changimg ranking of the constraint cannot
solve this problem: the intended form (38b) is hamioally bounded by (38c), in which

voicing occurs in both components; therefore, (38byer results in any constraint
ranking with the basic model.

Finally, this section is concluded with an exammrabf mimetic reduplication,
in which rendaku never occurs. In this reduplicatmattern, rendaku does not take
place simply because the linking morpheme is notpmaogically inserted, as |
claimed in 4.2.1. The following tableau demonsséatee ungrammaticality of rendaku
application in this compounding pattern:
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(39) M-RDP: fiwa-fiwa “wrinkled”

Input: {/fiwa/, REDy} IDENT-OO MAX-10 IDENT-IO IDENT-BR | IDENT-OO
O-Base: fiwa] (voice)-I (voice) (voice)-Y (voice) (voice)-lI
—a. fiwa-fiwa NA .

b. fiwa-ziwa NA *| *

C. giwa-ziwa NA *| *

Since the stenjiwa “wrinkle” undergoes rendaku in normal compoundirag, in
kaosiwa “face wrinkle,” this Yamato stem belongs to OOssldl. However, the OO
classification of this stem is not significant ak laere since the linking morpheme,
which is the source of the rendaku voicing, is pravided in this pattern, as argued in
4.2.1. As a result, candidate (39a), which simplyplitates the base stem without
rendaku voicing, is selected as the optimal outphtis result is the same even if the
stem is a member of OO class | because the wincamglidate does not violate any
correspondence constraint in this reduplicatiotepat

4.3 Compound Accent Variation

Let us now turn to variation in Japanese compoweérauation. As shown in Chapter 2,
Japanese compounds exhibit variation in terms efbiise-accent effect: whereas the
majority of stems follow the default compound adcerle, some stems hold the same
accent location as the base word; this is identicahe lexical accent location of the
stem when it appears as the head component of parord. It will be shown that
similar to what was found in the rendaku analysisve, OO correspondence between
morphologically related words plays a crucial rdle this morphophonological
variation.

The analysis in this section does not cover thelevhacentuation system of
Japanese compounding. Since to investigate ther fajlstem of Japanese compound
accentuation requires another dissertation, | wanfocus on the variation of the
base-accent effect in noun compounding. Additignale main target of the analysis
will be limited to trimoraic or shorter stems tongllify the argument. As we have seen
in 2.2.5, the length of the head component playsgaificant role in compounding
accentuation of this language. However, how théewihce in the length of head
components relates to Japanese compound accentisafigjuestion that | want to keep
beyond the scope of this discussion. Since the amésmm of the variation of the
base-accent effect, which | will develop in thistgan, is independent of this issue, it
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can be applied to both compounding with short heamiponents and that with long
head components. For theoretical accounts of isthas| will not argue, refer to
McCawley (1968, 1977), Tsujimura & Davis (1987),sB0(1990), Kubozono (1993,
1995), Tanaka (2005), and many others.

The base-accent effect is not found in every comgmg pattern. The
following table summarizes the relationship betwtdenbase-accent effect and the four
compounding patterns:

(40)  base-accent effect in Japanese compounding
NC DVD IP-RDP M-RDP
Yes / the 3" comp.| Yes /the I comp. No No

The base-accent effect is found in normal compowndnd dvandva compounding. In
mimetic reduplication and intensive/plural redugtion, there is no base-accent
influence: the accentuation in these patterns isliywhuniform with few lexicalized
exceptions. It should be noted that if there isaaebaccent effect on accentuation, the
head component of a compound is preserved, whédreasn-head component is never
significant: in normal compounding, the head cormgrdnis in the second position,
whereas both components are heads in a dvandvaocoihp

It should also be noted that the base-accenttafierormal compounding and
that in dvandva compounding are not wholly identidde former exhibits lexical
variation: in normal compounding, some stems argcddly specified to show the
base-accent effect, and others follow the defadent rule. However, the base-accent
effect is almost always obligatory in dvandva coonpaing: the first component shares
its accent with the base word if it has an origiaetent. The following sections show
how this difference is derived from the differenite the morphological structure
between the two compounding patterns.

4.3.1 Compound Accent M echanism

First, let us briefly examine the basic mechanigsndapanese compound accentuation
within the OT framework. As seen in Chapter 2, thajority of Japanese noun
compounds follow the default-accent rule, whichidsaccentuation on the final and
penultimate morae. The following constraints areessary to explain the accentuation
in Japanese noun compounding (Kubozono 1997, Ta2@03):
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(41) IDENT-IO(head accent): The accent location in the outpigtastical to that of
the head stem in the inpft.
*FINAL/p": The accented mora is not final in the prosodicdvo
*FINAL/6": The accented syllable is not final in the prosadord.
*FINAL/FT'": The accented foot is not final in the prosodiaavo
RIGHTMOST: A peak of prominence lies on the right edge efphosodic word.

In addition to these constraints, a constraint tegtiires compounds to have an accent
IS necessary:

(42) COMPOUNDACCENT: A compound has an accent.
This constraint is basically inviolable in Japanesenpounding® | propose that the
following ranking, which is almost identical to oné& Kubozono’s proposals, accounts

for the default compound accent in compounds withrtshead$*

(43) COMPOUNDACCENT, *FINAL/p' >>*FINAL/6' >>
*FINAL/FT' >> | DENT-IO(HA) >> RIGHTMOST

The following tableaux demonstrate how this comstreanking produces the default
compound accerif

82 Asg a faithfulness constraint for an accent, Kubozono (1997) and Tanaka (2005)
proposed PARSEACCENT and MAX(accent), respectively, instead of this constraint.

83 This constraint is violated in short compounds that follow the flat pattern, such as
kuro-neko “black cat,” which I illustrated in 2.2.5. I ignore this fact to simplify the
argument in this section. This violation is probably caused by the accent deletion in
short prosodic words, which Japanese phonology imposes independently from compound
accentuation.

84 Kubozono originally proposed the following ranking variation, which is derived by
reranking the constraints to explain the variation in Japanese compound accent:

i) *FINAL/p' >>PARSEACCENT >>*FINAL/6’ >>*FINAL/FT' >>RIGHTMOST
i) *FINAL/p' >>*FINAL/6' >>PARSEACCENT >> *FINAL/FT' >>RIGHTMOST

i) *FINAL/p' >>*FINAL/6' >>*FINAL/FT' >> PARSEACCENT >>RIGHTMOST

In my proposal, such reranking of the constraint is not necessary because the OO
correspondence approach is able to account for the variation.

85 In this and following tableaux, I omit COMPOUNDACCENT. Candidates without an
accent are eliminated by this constraint.
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(44)

NC: pooku’-pa “pork bread”

Input: {{pa’N/y, /po’oku/} *FINAL/W' | *FINAL/6’' | *FINAL/FT’ | IDENT-IO | RIGHTMOST
(HA)
a. pooku-pa *1 *
->b. pooku’-pal * *
C. po’oku-pa * **]
(45)  NC:onnago’koro “woman’s mind”

Input: {{koko’ro/y, lonna'/}

a. onnagoko’ro

*FINAL/p'

*FINAL/c’

*FINAL/FT'

*|

| DENT-10
(HA)

RIGHTMOST

—>b. onnago’koro

**

c. onna’gokoro

kK|

When the head stem originally has a final accentnd44), or a penultimate accent, as
in (45), the original accent cannot be parsed aompound because it fatally violates
*FINAL/p', *FINAL/6’, Oor *FINAL/FT', as in (44a) and (45a). Therefore, the compound
accent falls on the antepenultimate mora, as irb)(4hd (45b) to satisfy these

constraints. If the head stem originally has arepenultimate accent, it is faithfully
parsed in a compound, as shown below:

(46)

NC: jasai-sa’rada“vegetable salad”

Input: {/sa’raday,, /jasail}

—a. jasai-sa’rada

*FINAL/p'

*FINAL/o’

*FINAL/FT'

IDENT-1O
(HA)

RIGHT
MOST

**

b. jasai-sara’da

*|

C. jasa’i-sarada

*k|*

As in (46a), the original accent agrees with th&aaé compound accent. The default
accentuation is also effective when the head stees diot have an original accent, as

shown below:
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(47)  NC: kabuto’-muyi “beetle”

Input: {/mufi/y, /ka’buto/} *FINAL/W' | *FINAL/6' | *FINAL/FT' | IDENT-IO RIGHT
(HA) MOST
a. kabuto-m(i’ *| * *
b. kabuto-mufi *| *
—>c. kabuto’-mi o

Candidates with the final and penultimate acceatediminated by FINAL constraints,
as in (47a) and (47b). In this cad®eNT-IO(HA) is vacuously satisfied in all
candidates because the head component does nioablyidgnave an accent.

4.3.2 Base-Accent Effect in Normal Compounding
| turn now to the base-accent effect in normal coamgling. As seen in 2.2.5, a number
of stems in Japanese retain their lexical accdmsugh compounding, violating the
default-accent rule. | claim that as in the rendblacking effect, which was argued in
4.2, the OO correspondence between the componena afompound and its
corresponding base word plays a crucial role in llhse-accent effect in Japanese
compounding.

| propose that the base-accent effect in Japarespaunding is derived from
the following constraint:

(48)  IDENT-OO(head accent: HAJ®
The location of a compound accent is identicahtd tn the base word which is
morphologically related to the head component.

This OO correspondence constraint requires thaaticent location of the base word,
which shares underlying representation with thedheamponent, is retained in a
compound. Similar tolDENT-OO(voice), which blocks rendaku voicing in some
contexts, this OO correspondence constraint idivedad into two classes; i.e., OO
class I, which exhibits a phonologically strong @@respondence relation, and OO
class Il, which exhibits a phonologically weak O@respondence relation. A Japanese
stem may have a lexical specification regardingiatibn to either of these two OO
classes. As argued above, OO class | serves adefaelt class. The phonological
difference between the two classes is explainedthey fact that they are ranked

86 Revithiadou (1999) proposed a similar head-specific faithfulness constraint to explain
head/non-head asymmetry in compound accentuation.
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differently from each other in Japanese constrainking, as follows:
(49)  *FRINAL/p' >>IDENT-OO(HA)-I >>*FINAL/6’ >>*FINAL/FT'
>> |DENT-IO(HA), RIGHTMOST, IDENT-OO(HA)-II

This ranking is a revised version of (4BPENT-OO(HA)-I dominates*FINAL/6' and
*FINAL/FT’, which motivates the default compound accentuatibowever, since no
compound has an accent on the final mora in Japartegs constrainmust be
dominated by *FINAL/p'. Since OO class Il lacks the base-accent effect,
IDENT-OO(HA)-II has the lowest ranking. As a consequence, thistreamisis never
significant in Japanese compound accentuation.

In the following tableaux, | demonstrate that caaist ranking (49) correctly
derives the base-accent effect in normal compogndiet us examine Loanword stems,
which show the base-accent effect. Consider tHevioig tableau:

(50)  NC: pooku-ha’'mu‘pork ham”
Input: {{ha’muky, /po’oku/} J| *FINAL | IDENT-OO | *FINAL | *FINAL | IDENT-IO RIGHT
O-Base: [ha’mu], [po’oku] iy (HA)-I le’ IFT’ (HA) MOST

—>a. pooku-ha’mu * *
b. pooku’-hamu *1 * o
C. po’oku-hamu *1 * Foxk

The head sterha’mu “ham,” which is a member of OO class I, origindfigs an initial
accent and realizes it in the simple base wordhasvs in the O-base. This accent is
also preserved in the compound, as in (50a), dine@T-OO(HA)-I requires it. The
violation of *FINAL/FT' is tolerated because it is necessary to salisHfwT-OO(HA)-I.
Any other accent locations fatally violate this ©@@respondence constraint, as in (50b)
and (50c). The OO relation between the non-headpooentpo’oku “pork” and its
base-word accent is irrelevant to the output evanaince only the accent of the head
component is significant in compound accentuatibhe base-accent effect is also
found when a stem in OO class | has an accent énwbrd-final syllable, as
demonstrated below:
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(51) NC: kafe-ba’a“café bar”
Input: {{ba’al;, /ka'fel} || *FINAL | IDENT-OO | *FINAL | *FINAL | IDENT-IO RIGHT

O-Base: [ba’a], [ka'fe] In' (HA)-I lo’ IFT’ (HA) MOST
->a. kafe-ba’a * *
b. kafe’-baa *| * *
c. ka'fe-baa *| * *k

Similar to (50a), the violations dfFINAL/FT' and *FINAL/e¢’ are tolerated to satisfy
IDENT-OO(HA)-I in the winning candidate (51a).

Since the OO classification is independent of tHe @&assification, both
Loanword and Yamato stems can belong to OO claghkis. relation between the two
classifications accounts for the base-accent eifeatYamato stem, as demonstrated in
the following tableau:

(52)  NC: perya-ne’ko“Persian cat®’
Input: {/ne’koly, /pe’ryas} || *FINAL | IDENT-OO | *FINAL | *FINAL | IDENT-IO RIGHT

O-Base: [ne’ko], [pe’ria] n' (HA)-I le’ [FT! (HA) MOST
—>a. perya-ne’ko * *
b. perga’-neko *| * o

*| * *kk

c. perufa-neko

This output evaluation is identical to that in (5@)e base accent is preserved in the
compound, as in (52a).
This approach can also account for the fact thetemn with an accent on the

87 This compound exhibits variation in accentuation: perufa -neko, which receives a
default compound accent, is also a grammatical form. This fact should be understood as
variation in the OO class specification; the head stem /ne’ko/ can be a member of either
0O class I or OO class II. If the latter class is chosen, the default compound accent
applies as demonstrated below:

NC: perufa’neko “Persian cat”

Input: {me’ko/n, /pe’rufalt *FINAL | IDENT-OO | *FINAL *FINAL IDENT-IO RIGHT
O-Base: [ne’kol, [pe’rufal n (HA)-T lo' /FT (HA) MOST
a. perufa-ne’ko NA *| *
—b. perufa’neko NA * **

c. peru’fa-neko NA * wpEE
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final mora always follows the default-accent rutee base-accent effect never appears
in such contexts. Let us tentatively assume thérmato stempnna’ “woman,” which
holds an accent on its final mora, is a member Of €lass |. The following tableau
illustrates the cancellation of the base-accemdcefin a compound whose head is this
stem:

(53) NC:tabi-o’nna“woman traveler”
Input: {fonna’fy, /tabi’/} *FINAL IDENT-OO | *FINAL *FINAL | IDENT-IO | RIGHT
O-Base: [onna’], [tabi’] n' (HA)-I /o’ IFT’ (HA) MOST

a. tabi-onna’ *| * *
->Db. tabi-o'nna * * *
c. tabi’-onna * * **|

The winning candidate is (53b), which abandonsahginal accent and receives the
default compound accent, violatihgeNT-OO(HA)-1. This violation occurs because the
word-final accent in (53a) incurs a fatal violatiai *FINAL/p’, which crucially
dominated DENT-OO(HA)-I.

Let us conclude this section by examining acceidnah complex compounds.
As noted in 2.5.7, the base-accent effect is asmd in complex compounding in a
right-branching complex compound: the accent ofjlatfbranching complex compound
always agrees with the base compound, which is hodogically related with the head
component. As argued in 4.1.1.1, a derived compasiraitomatically specified as a
member of OO class | since it does not possessiaalespecification in the OO
classification. This default specification triggén® base-accent effect, as demonstrated
below:

(54) CC:oja-perya-ne’ko“parent Persian cat”
Input: *FINAL | IDENT-OO | *FINAL *FINAL IDENT-IO | RIGHT
{Ine’koly, Ipe’ryal}y loja’l} iy (HA)-I /o’ [FT’ (HA) MOST

O-Base: [ne’ko], [pe’r(g],

[oja’], [perya-ne’ko]

—a. oja-perfa-ne’ko * *
b. oja-perfa’-neko *1 * ok
C. oja-perufa-neko *1 * ook
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Similar to the base-accent effect in simple compisushown abovd pENT-OO(HA)-I
requires the accent of the complex compound to demtical to that in the base
compoundperya-ne’koas in (54a). Note that the accent locations inatther O-bases
are never significant because they are not the Imadogical head of this complex
compound. This base-accent effect in complex comgiog is similar to rendaku
blocking in the same context, as examined in 4.2.

As shown in 2.2.5, short compounds in Japanese tierlack an accent and
follow the flat pattern. When such an accentlessmmund occupies the head position
in a complex compound, the base-accent effect doeemerge and follow the default
compound accent rule as in 2.5.7. This fact is algaained by the constraint ranking
(49). The following tableau exemplifies this siioat

(55) CC:fio-tara-ko “salt cod roe”

Input: {/ko/y, /ta’ral}y /fio’f} *FINAL | IDENT-OO *FINAL *FINAL IDENT-10 RIGHT

O-Base: [ko], [ta'ra], Iy (HA)-I /o’ [FT! (HA) MOST
[lio’], [tara-ko]

a. fio-tara-ko’ *| * * *
b. fio-tara’-ko *| **
—>c. fio-ta'ra-ko ok

The head compound and its corresponding base cordpawa-ko do not have an
accent. Therefore pENT-OO(HA)-1 is vacuously satisfied in all candidates &ese this
constraint is indifferent to the deletion or ep@sik of elements. The accentuation falls
on the antepenultimate mora to satisfy tf@NAL constraints as in (55c). Again, the
accent locations of other O-bases are never Soginifi

4.3.3 Accentuation in Dvandva Compounding

Accentuation in dvandva compounding is charactdrizg its dependency on the first
component, which we have seen in 2.3.6. This age@iph pattern stands out in
compound accentuation in Japanese because in la@ypatterns, the accent of the first
component is never significant. In this sectionwili be shown that the compound
accent system, as discussed in the previous seatém correctly account for this
peculiar behavior in dvandva compounding.

Accentuation in dvandva compounding provides imgrttrtevidence for the

compound accent system of Japanese. Since no harehe prominence is allowed in
a Japanese prosodic word, no more than one acsemssentially realized in a
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compound—even though each of the two components inmdgpendently contain a
lexical accent. As argued in the previous sectwhereas the accent of the head
component appears, the accent of the non-head ewmnpas always ignored in
Japanese normal compounding. Within the OT framlkewthis head-accent priority is
guaranteed byDENT-IO(HA). Japanese dvandva compounding, which resultthe
formation of a compound with a single accent fromo thead stems, reveals that in
addition to this correspondence constraint, anotbestraint that rules out a prosodic
word with two accents is necessary. Note tlmENT-IO(HA) cannot choose which of
the two head accent locations should be that ofi@levwdvandva compound because the
two components in a dvandva compound equally hdnesd status.

First, let us examine a structural constraint girahibits a prosodic word from
simultaneously having two accents. Consider théoviohg constraint for prosodic
structure, which Kubozono (1997) originally propdse his analysis of Japanese
normal compounding:

(56) OCP(accent):
No more than one prominence (i.e., a word accengllowed in a single
prosodic word.

| claim that this constraint is especially crucial dvandva compounding. This
constraint militates againsbenT-IO(HA) when the input of a compound contains two
head stems with a lexical accent. In the constrainking of Japanese, these two forms
have the following ranking:

(57) OCP(accent) >3 DENT-IO(head accent)

The effect of this ranking in dvandva compoundisgdemonstrated in the following
tableau:
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(58)  DVD: fi'ro-kuro “white and black®® &°

Input: {/fi'ro /y, /ku’ro/y} OCP IDENT-IO
(accent) (HA)
a.fi'ro-ku’ro *|
->b. fi'ro-kuro *(ku'ro)
£ c. firo-ku'ro *(fi'ro)

Constraint ranking (57) correctly rules out cantedéb8a), which has two accents
within a single prosodic word. However, this rargkioannot distinguish the correct
output (58b), in which the accent of the first cament is realized, from an
ungrammatical form (58c), in which the accent & second component is preserved.

The correct output is singled out by constraintskirag (49). This ranking
prevents an accent from being realized on the mglge of a prosodic word thanks to
the *FINAL constraints. In normal compounding, this effecttivades the default
compound accent pattern, as seen in the previati®seln dvandva compounding, on
the other hand, this effect triggers the realizatbthe accent in the first stem. Consider
the following tableau:

88 It is possible to assume that either of the two input accents is deleted and therefore it
does not correspond to the compound accent at the output level. In such a case, MAX-IO
(HA), which penalizeaccent deletion in the head componéntjiolated. The result is identical
to that in tableau (58) as demonstrated below:

DVD: [iro-kuro “white and black”
Input: {/fi'ro /u, /ku’ro/u} OCP IDENT-IO Max-10
(accent) (HA) (HA)

a. firo-ku’ro *!

-b. fi'ro-kuro *(ku’ro)

2 c. firo-ku’ro *(fi'ro)

89 The flat accent pattern is also possible in this dvandva compound. I ignore this
variation.
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(59) DVD: fi'ro-kuro “white and black”

Input: *FINAL | IDENT-OO | *FINAL | *FINAL | IDENT-IO | RIGHT IDENT-OO
{/{iro Iy, Iku'rols} In' (HA)-I Is’ IFT’ (HA) MosT | (HA)-I

O-Base: [i'ro], [ku'ro] !
>a.fi'ro-kuro NA *(kuro) | | *( ku'ro)
b. firo-ku’ro NA * * *(fi'ro) L *(firo)
c.firo’-kuro NA *(firro) ¥ X(firo)
*I(ku'ro) *(ku'ro)

Since the two stem@ro “white” and ku'ro “black” follow the default accent rule in
normal compounding, as iperya’-siro “Persian white” andperya’-guro “Persian
black,” they are considered to be members of O@®scla Candidate (59a), which is
identical to (58b), is singled out as an optimaiot defeating (59b), which is identical
to (58c); this is because the former satisfieghadl three* FINAL constraints, whereas
the latter incurs them. Candidate (58c), whicholel the default compound accent rule,
is also defeated because of the excessive violafibbeNT-IO(HA). It should be noted
that this output selection motivates the hierardbgtween IDENT-IO(HA) and
RIGHTMosT, which is not significant in accentuation in normampounding.

Several issues about accentuation in dvandva congilmg remain unclear
because of the lack of data. For example, constraiking (49) predicts that when the
second stem in a dvandva compound is a member ofl&x3 I, the base-accent effect
emerges. However, | have no definite data to supghmr prediction. As examined in 2.3,
dvandva compounding imposes several morphosemaoriditions on stems. Therefore,
it is difficult to supply the new data that the @angent requires. For the same reason, it is
not clear how the accent of a long dvandva compdafcves. For example, constraint
ranking (49) predicts that when the second compomginally has an antepenultimate
accent, it is preserved in a dvandva compound. itlesless, | have been unable to find
an example that supports or refutes this prediction

4.4 Summary

This chapter presented a mechanism that governsmigrphophonological operations
in Japanese compounding—rendaku application andpeond accentuation—within
the framework of OT. It was demonstrated that tativized correspondence approach
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accurately accounts for the variations in the twiffeent morphophonological
phenomena.

The following is an overview of the constraint lerhy for rendaku
application.

(60)  Constraint hierarchy for rendaku application

IDENT-1O(voice)-L ALIGN(v, L, M head, L) IDENT-OO(voice)-I
| IDENT-IO(nasal) DepP-10
No-D°m

MaAX-10(voice)

/\

IDENT-OO(voice)-lI IDENT-1O(voice)-SJ
IDENT-BR(voice) IDENT-1O(voice)-Y
No-D

| demonstrated that the interaction among thesstraints provides a plausible account
for the variation of the rendaku phenomenon amapgadese compounds. Application
of rendaku is blocked when the violation bfax-1O(voice), which requires the
realization of the linking morpheme is tolerated to satisfy higher-ranked constraints
The morphophonological operation is otherwise fmesiThe analysis also provides
important evidence for a reduplication model: th#etence between the rendaku
application in normal compounding and that in istee/plural reduplication suggests
that the word faithfulness model is suitable fa thorphophonology of reduplication.
The constraint hierarchy for the compound accdittaas as follows.
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(61)  Constraint hierarchy for compound accentuation

*FINAL/p'  OCP(accent) COMPOUNDACCENT

IDENT-OO(head accent)-I

*FINAL/c’

*FINAL/FT'

IDENT-OO(head accent)-ll IDENT-IO(head accent)

RIGHTMoOsT

As in the hierarchy for the rendaku variation ahothlds hierarchy including the
relativized OO correspondence constraints offersaa@rount for the variation in the
base-accent effect in normal compounding; whenaal l/tem belongs to OO class |,
which corresponds tdDENT-OO(HA)-I, the base-accent effect emerges. Compound
accentuation otherwise follows the default rulee Tstinctive accentuation in dvandva
compounding is derived from its double-head stmgctiand the working of
IDENT-IO(HA).

The approach proposed in this chapter clearly ampl the
phonology-morphophonology disagreement among JaparteR classes: whereas
phonological characteristics of each of the ERsdasare governed by the relativized 10
correspondence constraints, the morphophonologiaahtions are derived from the
relativization of OO correspondence constraintsis Thiew provides a unified
explanation of the two morphophonological operaiahove.

| also argue for the default value in correspowrderelations: a compound,
which does not have lexical specification of therdvolass, automatically receives the
specification of the class that corresponds to highest-ranked constraint among
relativized constraints. This view correctly accturfor the morphophonological
inactiveness of embedded compounds both in rendgklication and in compound
accentuation; such components resist rendaku ambiethe base-accent effect.
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Chapter 5
Concluding Remarks

5.1 Introduction

As | stated in Section 1.1.1, | have tried to aehievo goals in this dissertation. The
first goal was to describe morphophonological ates in Japanese compounding. It
was revealed that the four major Japanese compoginmitterns behave differently
from one another in several morphophonological espd&he other goal was to develop
the mechanism that governs the morphophonologgpdidese compounding within the
framework of Optimality Theory (OT; Prince & Smokky 1993). | demonstrated that
correspondence relations among related structiMe€4drthy & Prince 1995, Benua
1997) play the crucial role in the morphophonolofiyhis word formation process.

5.2 Descriptive Findings

In Chapter 2, | reported morphophonological feawtJapanese compounding, many
of which have been overlooked in previous studiedapanese. | classified Japanese
compounds into four patterns along with their mag@#mantic properties: normal
compounding, dvandva compounding, intensive/plwediuplication, and mimetic
reduplication. It was shown that these compoundingatterns exhibit
morphophonological variations in several aspectse @escriptive facts reported in
Chapter 2 will provide fruitful data for future iastigations of phonology, morphology,
and their interface in human language.

One of the important findings in that chapter whas telationship between
Japanese compounding patterns and the etymologiiak (ER) classification. It is
well known that the Japanese lexicon consists wérsé etymology-based strata that are
phonologically different from one another (McCawlE968, Vance 1987, Ito & Mester
1995ab, 1999, and many others). | reported thaERelassification is also significant
in morphology: whereas normal compounding is pdssibthe three major ER classes,
only Yamato stems can participate in dvandva comgmg and intensive/plural
reduplication; Yamato and Loanword stems can barget of mimetic reduplication,
although Sino-Japanese words are excluded as #leoswget. From these facts, an
interesting discrepancy between phonology and nubogly emerges: though the
Yamato class, which is phonologically the mostriet&d class in Japanese, can undergo
all the compounding patterns, the Loanword clagsichivis phonologically the least
restricted class, is morphologically confined. TBe&o-Japanese class is heavily
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restricted in compounding—probably because of itgec&l morphological
characteristics. It is not clear whether this pHogg-morphology asymmetry derives
from some universal characteristics of human lagguahis issue should be examined
in future investigations on other languages.

In Chapter 2, | also reported a number of factaubendaku. The applicability
of this morphophonological operation varies among four compounding patterns:
rendaku is possible in normal compounding and siterplural reduplication, whereas
it is impossible in dvandva compounding and mimetduplication. Interestingly
enough, rendaku is not uniformly applied in thestfitwo patterns: though rendaku in
normal compounding is blocked by several linguistispects, such as the ER
classification, phonological and morphological ext$, and the lexical immunity,
rendaku in intensive/plural reduplication is obtmy if the phonological condition of
rendaku is satisfied. Therefore, some particulamst that are lexically immune to
rendaku in normal compounding are the possible etargf this operation in
intensive/plural reduplication.

In addition, | described the variation of accetitrain Japanese compounding,
focusing on the effect of the original accent ad ttead component. Such a base-accent
effect is found in normal compounding and dvandempounding but not in the two
types of reduplication. The base-accent effect anmal compounding and that in
dvandva compounding are not uniform; whereas thendo is caused by lexical
specification of the head stem, the latter is datifrom the double-headed structure of
dvandva compounds.

5.3 Theoretical Development

In Chapters 3 and 4, | developed the morphophom@bgiechanism of compounding
within the framework of OT. It was argued that tm®rphophonological variations
among Japanese compounding patterns are derivedtfie interaction of the universal
constraints of human language. This study provisiegeral theoretical suggestions,
which | believe will contribute to future investiians on theoretical phonology,
morphology, and their interface.

The central claim of those chapters is that thejontg of the
morphophonological varieties in Japanese compogndivhich were described in
Chapter 2, are governed by several correspondeiagons, i.e., input-output (I0)
correspondence, output-output (OO) correspondersce] base-reduplicant (BR)
correspondence. Under this model, pure phonologiaaations among the ER classes
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and the morphophonological variations in Japanesenpounding are clearly
distinguished: the former are governed by IO cauoeslence, the latter by OO
correspondence and BR correspondence. This distinist crucial in the explanation of
the phonology-morphophonology disagreement in Jegg@onompounding.

Another important claim of the present study consehe relativization and
default value of the correspondence relation: intléhat the default specification in
relativized correspondence relations is the ond tettes to the highest-ranked
constraints. This view uniformly accounts for selerphonological and
morphophonological phenomena, i.e., the markedtstrel allowed in Loanwords and
nonce words, the phonological inactiveness of maliggically complex structures, and
the lexical immunity of some particular stems togm@l rules, which at first sight seem
to be unconnected.

As argued in Section 4.2.3.4, Japanese reduplicagirovides important
evidence for the theoretical analysis of redupigrat The rendaku variation between
normal compounding and intensive/plural reduplamati suggests that this
morphophonological operation is governed by différeorrespondence relations in
these two compounding patterns. This finding revehht the basic model, which
McCarthy & Prince (1995) proposed as the originatiuplication model within
Correspondence Theory, is incorrect: because theol@spondence relation for the
base component is identical in the two compoungiatierns under this model, it is
impossible to capture the variation in the rendaqplication between normal
compounding and intensive/plural reduplication. énmibnstrated that the word
faithfulness model (Struijke 1997, 1998, Spaeltbd) in which the input stem is
related to the whole word in reduplication, is atdeexplain this morphophonological
variation.

In addition, the rendaku analysis in Section 4.@vples important evidence
regarding the membership of the faithfulness cairgtrfamily. Rendaku should be
understood as a phonological realization of a figkmorpheme that consists of a
[tvoice] feature (Ito & Mester 2003). As | illustesl, MAaX-10(voice) is necessary to
correctly explain this voicing operation within tl@T framework. This observation
entails that not onlyDENT(F), which requires featural identity between two redate
segments on some feature specification, but Mso(F), which prohibits feature
deletion, is a member of the faithfulness constréamily, as claimed in Lombardi
(1995) and LaMontagne & Rice (1995).

It was also demonstrated thREALIZE MORPHEME (RM), which Kurisu
(2001) originally proposed to explain the phonotadjirealization of honconcatenative
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morphemes, also plays a key role in compoundings ¢bnstraint works as one of the
motivations for prosodic concatenation in compoungdias argued in Section 3.4, this
constraint inhibits the head stem of a normal cammploto independently form a single
prosodic word. However, as | argued in Section 24.RM is insufficient to
independently explain the application of rendakhisTconstraint cannot distinguish
voicing from other phonological changes, such asiéeng. This fact suggests that
besides this constrainil Ax-IO(voice), which requires phonological realization af
voicing feature, is necessary to explain this mogbtonological operation.

In addition, | demonstrated that morphological lslang structure and
underlying linear order among morphemes are noéntisg—at least in terms of
phonological analysis. Within the OT framework, therface linear structure of a
compound is determined by the headedness speidficaind OO correspondence
relations among morphologically related words, whaére independently necessary to
explain various morphological and morphophonoldgateenomena.
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