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Abstract

The object of study of the present thesis are evolutionary problems satisfying volume
preservation condition, i.e., problems whose solution have a constant value of the integral
of their graph. In particular, the following types of problems with volume constraint
are dealt with: parabolic problem (heat-type), hyperbolic problem (wave-type), parabolic
free-boundary problem (heat-type with obstacle) and hyperbolic free-boundary problem
(degenerate wave-type with obstacle). The key points are design of equations, proof of
existence of weak solutions to them and development of numerical methods and algorithms
for such problems. The main tool in both the theoretical analysis and the numerical
computation is the discrete Morse flow, a variational method consisting in discretizing
time and stating a minimization problem on each time-level. The volume constraint
appears in the equation as a nonlocal nonlinear Lagrange multiplier but it can be handled
elegantly in discrete Morse flow method by restraining the set of admissible functions for
minimization. The theory is illustrated with results of numerical experiments.






Chapter 1

Introduction

1.1 Introductory notes

In this work, we deal with the evolution of objects of a constant volume, in particular,
of surfaces that can be expressed as a graph of a scalar function. The necessity of vol-
ume constraint arose in various models of physical phenomena. A typical example is an
elastic membrane filled with incompressible fluid. When an outer force is applied on the
membrane, it changes its shape while preserving the volume. The model equation for the
membrane then has to account for this constraint.

Volume conservation in our research was first introduced in the model for a soap-film
bubble moving on a flat surface. Deformations of the surface of the bubble are written
in terms of a degenerate free-boundary hyperbolic equation (see [41]). However, if no
condition on the volume is posed, the solution of the equation tends to zero, which means
that the bubble shrinks and vanishes. In order to prevent the bubble from shrinking, the
volume constraint has to be added.

The adding of the constraint is to be done at the level of deriving the model equation on
the basis of physical considerations. We achieve this by imposing an appropriate limitation
on the set of functions among which we look for stationary points of the Lagrangian of
the system. We shall see that this results in the appearance of a new nonlocal term in
the model equation. This interprets the volume constraint as an outer force acting on the
whole surface.

The soap bubble model became a starting point for other models, such as motion of
droplets on surfaces. On the interface of the liquid forming the drop and the surrounding
gas a strong layer is formed due to tension forces, and it is natural to regard the droplet
as consisting of two parts: a film and liquid filling the film. In such a case, the film
must preserve volume, i.e., the volume of the region between the film and the underlying
surface has to be constant in time. The fluid is described by standard equations of fluid
dynamics and interacts with the film via pressure forces.

We could try to model the motion of the drop by just considering the Navier-Stokes
equations for the fluid. However, with this approach it is impossible to incorporate aspects
like the positive contact angle of the drop or motion of dripping drops. We remark that
although we have a mass-preservation condition (continuity equation) for the liquid, the
film needs its own independent constraint since it determines the boundary of the domain,
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where the fluid is moving.

We believe that such type of models combining a volume-preserving film and fluid
surrounded by the film, are applicable to a wide range of phenomena. Some examples
could be the flow of blood in vessels or the circulatory system as a whole, collision of
objects with inner structure, propagation of waves in the sea etc. Of course, according to
necessity, the coupled models may be simplified by considering the equation for the film
only.

The primary aim of the present thesis is to provide mathematical analysis of such
volume-preserving equations, i.e., show the existence of certain kind of solutions, their
uniqueness and, if possible, regularity. However, we were able to do so for only some
classes of problems by this time, leaving more complex problems for future research. One
example of such unsolved problems is modelling of a droplet dripping from a ceiling, which
amounts to solving a vector-valued degenerate-hyperbolic free-boundary problem.

The thesis is organized in the following way. In the beginning, we formally discuss the
derivation of equations for volume-preserving phenomena from the principles of physics
and hint at the relation with constrained elliptic problems. Next we introduce the main
tool of this thesis, the discrete Morse flow, and show its basic properties. Chapters 4
and 5 are devoted to the analysis of basic evolutionary problems with volume constraint,
considering problems without and with free boundaries, respectively. We prove existence
of weak solutions and in some cases also their regularity. In the end, we make some com-
ments on the numerical solution of these problems and present results of computational
experiments.

1.2 Notation and function spaces

We provide a list of notations and function spaces used in the thesis.

Generally used symbols. If not stated otherwise, the symbols listed below have the
following meaning:

N natural numbers (often i, j, k, [, m,n € N),
R™ m-dimensional real Euclidean space (R = R!),
Q bounded domain in R™ with Lipschitz boundary, corresponding to the spatial

region, where the equation is solved,
o boundary of domain (2,

1| the Lebesgue measure of €2,

Q closure of the set €2,

T a positive real value representing the final time,
Qr the open time-space cylinder (0,77) x €,

V positive real value representing the volume,

IC,ICy  sets of functions from certain spaces satisfying the volume constraint,
U unknown function,

Uy partial derivative of u with respect to time (= %),
Vu gradient of u with respect to spatial variables (= (ug,, Ugys - - -, Uz, )),
Au the Laplace operator with respect to space (= gix? 4+ 4 %),
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ulaq the trace of u on 092,

ug,vo  initial data (shape and velocity, respectively),

A Lagrange multiplier, nonlocal term originating in the volume constraint,
h positive real value, time step of the discretization in time,

N natural number expressing the total number of time steps,

a.e. means “almost everywhere” or “almost every”,

{u > 0} set of points (¢, z) from Qr, for which u(t,z) > 0,
Xus0  characteristic (or indicator) function of the set {u > 0},
C denotes a generic positive constant, independent of parameters in question.

Function spaces. The following function spaces and their corresponding norms are used
in the study (we mention only the norms used in the text). Let 2 be an open domain,
kEeN,p>1,T >0 and X areal Banach space with norm || - || x.

C(Q)
C*(Q)
()
Coo (€Y
Lr(Q)

L(Q)

whe(Q)

Whe(0, T X)

HY0,T; X)
Cee (S, R™)

continuous functions u : 2 — R,
functions u : €2 — R that are k-times continuously differentiable,
functions v :  — R that are infinitely differentiable (= (;—, C*(Q2)),
functions from C'*°(£2) with compact support,
functions u : 2 — R that are Lebesgue measurable and ||u[|z») < 00,
where ||ul| o) = ([ [ul? dz) e,
functions u : 2 — R that are Lebesgue measurable and |[u|zq) < oo,
where ||u|| ) = ess supg|ul,
locally summable functions u : 2 — R such that for each multiindex
a with |a| <k, D*u exists in the weak sense and belongs to LP(f2).
The norm is defined as follows:

1/p
lullwrre) = (Spojee Jo 1Dl dz) ™,
[ullwre @) = Em\gk ess supo|D%ul,
= W42(@),
the closure of C§°(Q2) in H'(Q),
measurable functions u : [0, 7] — X with [|u|| zs,7;x) < 00, where

1
T
lulluorn = (Jo Nl dt) ™,
measurable functions w : [0,7] — X with ||u||ge7,x) < 00, where

[l L= 0,7:x) = ess suposi<r||ul x,
functions u € LP(0,T; X') such that u; exists in the weak sense and
belongs to LP(0,T; X). The norm is

T P P 1/p
lllwrooron = (Jy @I + fu @l dt)
functions u € L>°(0,7; X) such that u; exists in the weak sense and
belongs to L>°(0,7"; X). The norm is

[llwioeqo.rx) = ess supo<eer ([Ju(t)][x + [Jue()]lx),
— W'2(0,T; X),
functions u : @ — R™ with u; € C§°(Q2), i =1,...,m.

The above spaces are used also for other domains of definition, such as (0,7") or Qr.
We often use C5°(Qr), L*(0,T), L*(09), L*(Qr), L=(Qr), H(Qr), etc. The space
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Cse([0,T) x Q) consists of functions from C*°([0,T] x ) that have compact support in
[0,T) x Q, i.e., they need not vanish on {0} x Q. We often use the norms of gradients in
the following sense:

IVullzr@) = 1Vl [[zr@)-



Chapter 2

Mathematical aspects of volume
preservation

In this Chapter, a typical equation of volume-preserving surface is formally derived and
problems treated in the thesis are classified.

2.1 Lagrange multiplier

_____l____>

Figure 2.1: Motion of a constrained film.

We study the situation depicted in Figure 2.1 from the viewpoint of scalar functions.
A membrane is fixed on the boundary of a vessel filled with fluid. We want to know the
motion of the membrane when an outer force F' with potential P is applied on it. We
denote by w the function expressing the shape of the membrane over a domain 2, by p
the area density of the membrane and by 7 its elastic modulus. We assume that p and
are constant, and neglect the action of the fluid on the membrane. Then the Lagrangian
for the membrane can be written in the following form:

L(u) = /Q (%p(ut)2 - %7|Vu\2 + P(u)) da. (2.1.1)

>
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The equation of motion within time interval (0,7) is given by stationary point(s) of the
action

that satisfy certain initial conditions, boundary condition and the volume constraint with
volume V:

/ u(t,z)de=V  Vte|0,T]. (2.1.2)

This means that we look for a stationary point inside the set

K= {u; u(0,2)=up(z), u(0,z) = vo(x), ulsgq =0, /Qudx =V},

where ug is the initial shape and vq is the initial velocity of the membrane. For simplicity,
we have prescribed homogeneous Dirichlet boundary condition.

We compute the first variation of S(u). For that purpose, it is necessary to construct
perturbations that belong to K. We select a test function ¢ € C§°((0,7") x €2) and use
the following notation for its volume

Setting

we see that this perturbation is well defined, since for small values of € the denominator is
positive, and that it belongs to K because the boundary and initial conditions are satisfied
and

/(u+€gp)dm:‘/+5®.
Q

Stationary points then satisfy the identity

d )
—S(ue)|e=o = 0 or equivalently lim S(ue) = 5(u)
de lim .
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We find that
0 = lin%S( SiC)
B ut+€g0t (14 5®) — (u+ep)7P, )
- lli’%za/ / (1+ £0)2 ) (t)]dxdt

|Vu—|—€Vg0\ 5
_l‘i’%gg// 1+Ec1>> ‘V“|]dxdt

u—l—égo
+ll£r(1)€/ / 1—|—E<I> (u)} dx dt

(ur + ey + 5 Puy — SPu)* — (u)*(1 4+ SP)* + o(e)
— lim 2 dx dt
e—0 2¢ (1+ %(13)4
[Vul? + 2eVuVp + 2| Vp|? — (1 + 250 + £.82)|Vu|?
~lim - dx dt
e—0 2¢ (1+ V(I))
.1 , u+ep
+lli’%2/ /P(“)<1+ B )dwdt
_ hm_/ /2€utcpt+2 ED(uy)? — 2& Dyuuy — 45D (wy)? + 0(e) et
e—0 2¢ (1 + ECI))4
2eVuVyp — 250 Vul?
—hm—/ / vy [Vl + ofe >dxdt
e—0 2¢ Q (1 + 6(1))

/ /P' cp——fbu) dz dt

1 1
- /0 /Q pluge = V“t(q)“)t) — 7 (VuVp = Z0|Vul?) + P'(u) (¢ = -0u) | dr di
T
- / / [Put@t —vVuVe + P’(u)cp] dr dt
0 Q

1 T
e / / [ — puy(u®); + | Vul*® — P'(U)u@} dz dt.
Vil Ja

Let us study the term in the last line above. If we assume that the shape of the film is
smooth, we can integrate this term by parts in time, obtaining

T
l/ / [— pug(u®); + | Vul?® — P’(u)u@} dx dt
Vo Ja

1 T
- _/ / (pugu + y|Vul|* — F(u)u)® dz dt.
ViJo Ja
Thus, denoting
1
A= V/ (puttu + | Vul? — F(u)u) dr, (2.1.3)
Q

we arrive at the relation

T
/ / (= pupr +YVuVe — F(u)p — Ap) dedt =0 Vo € C5°((0,T) x Q).
0o Ja
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The strong version of the above is
puy = YAu + F(u) + A(u). (2.1.4)

The analysis of this type of equations is the main object of the present thesis. We can
see that we got the usual wave equation with an additional nonlocal term. This new term
represents a uniform outer force on the membrane originating in the volume constraint. It
may be called a Lagrange multiplier, since the same equation can be derived by a formal
application of the theory of Lagrange multipliers. To see this, we consider the extremum
problem for the Lagrangian once more. Since the constraint has to hold independently of
time, one can judge that the Lagrange multiplier A for the volume constraint fQ udr =V
should depend on time only. Then we get the following unconstrained problem: find a

stationary point of
R T T
S(u) :/ L(u) dt—l—/ A(t)(/udx) dt
0 0 Q

among functions satisfying initial and boundary conditions. The first variation of this
functional gives the same equation (2.1.4).

The usage of Lagrange multipliers is established for elliptic problems. We have, for
example, the following theorem (see [8], Section 8.4).

Theorem 2.1.1. Let
K ={w e Hy(Q); / G(w) dz = 0},
Q

where G : R — R is a given, smooth function with derivative g = G'. Let u € K satisfy

/|Vu\2dx:min/ Vw|* d.
Q wek Q

Then there exists a real number \ such that

/ VuVudr = )\/ g(u)vdx
Q 0
for allv e H}(Q).

This means that u is a weak solution of the boundary-value problem

—Au = Ag(u) in Q,
u = 0 on 0.

In our case G(u) = u — V/|Q] and g(u) = 1, which shows the correspondence of this
equation to (2.1.4).
In proving the above theorem, one finds the Lagrange multiplier has the form

\ Jo VuVw dz
Jo9(uw)wdz’
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for any function w € Hj(2), which gives a nonzero denominator. If we take w = u and
consider our case, we get

_ JoVuVudr [ [VulPdr

1
A= = == 2d
Jo 9(u)udx Joudzx 1% /Q Vul”de,

again corresponding to (2.1.3).

We would like to extend the theory from Theorem 2.1.1 to evolutionary equations
of parabolic and hyperbolic type. Generalization of the volume constraint to general
integral constraints is also a matter of interest. In order to achieve this, we approximate
the evolutionary problem by a sequence of elliptic minimization problems. For the elliptic
problems, we can use Theorem 2.1.1, which gives time-discrete Lagrange multipliers and
time-discrete weak formulation. Taking the discretization parameter to zero, we obtain
a weak solution of target equation (2.1.4). This method is called the discrete Morse flow
and its basic features are explained in the next Chapter 3. Before doing so, we summarize
and sort various types of problems studied in this work.

2.2 Classification of problems

Problem (2.1.4) is of hyperbolic type but we are going to consider also other classes of
problems. Although, as mentioned in the Introduction, the final aim are vector-valued
problems, here we confine ourselves to problems for scalar functions. We divide them into
parabolic and hyperbolic problems. Inside these groups we consider problems without
and with free boundary. The parabolic problems are represented by a heat-type problem,
whereas we chose a wave-type problem as an example of hyperbolic problems. A term
standing for a solution-dependent outer force is added in both cases. Free-boundary
problems are represented by an obstacle-type problem. The classification is featured in
Table 2.1, including physical examples for each case.

scalar vector
parabolic | without free b. lifting é’ lifting
of a lid of a lid
with free b slow motion Q slow motion
' of a bubble of a bubble
. —\ :
hyperbolic | without free b. beating ﬁ pulling of
a drum charged film
. — fast motion falli
/£ X E S | alling
with free b. of & bubble ot

Table 2.1: Classification of problems.

The example for the parabolic problem without free boundary imagines a glass filled
to the brim with water and tightly covered by an elastic membrane like a lid. This lid
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is picked at some place and slowly lifted. We are then interested in the evolution of the
shape of the membrane.

Parabolic free boundary problems are represented by an example of slow motion of a
droplet (or a bubble), caused, for example, by chemical nonhomogeneity of the underlying
surface (see Section 5.3).

Examples for hyperbolic problems can be taken the same as in the parabolic case, but
with greater speed causing oscillations. We have also included two different examples for
the vector-valued case: one describes the deformation and motion of a soap film caused
by static electricity (sugar can be added to the soapy water in order to make it electrically
active), and the other deals with a water droplet dripping from a horizontal plane.

The model for moving droplet is explained in some more detail in Section 5.3 and
additional information on some of the other examples can be found in Chapter 7.



Chapter 3

Discrete Morse flow method

In this Chapter we explain the basic ideas and properties of the variational method called
discrete Morse flow, reflecting upon its applicability to volume-constrained problems and,
eventually, to free-boundary problems. This method solves time-dependent problems with
differential operators concerning space variables in divergence form by discretizing time
and defining a sequence of minimization problems approximating the original problem.
The corresponding minimizers are then interpolated with respect to time and discretiza-
tion parameter is sent to zero.

The method was first introduced in [20] by N. Kikuchi for parabolic problems and
applied to hyperbolic problems in [15], [18], [21], [27], [29], [31], [39] and other papers. It
was also applied to numerical solutions of free-boundary problems, e.g., in [28], [30] and
[43]. Extension to volume-preserving problems is addressed in [36], [37], [41] or [35]. We
did not find any references to volume-constrained hyperbolic problems in the literature,
which would be close to our approach. Representative works dealing with the problem
of volume constraint in evolution equations include, for example, [3] and [16]. However,
the approaches to the problems used there are fundamentally different than our own. A
completely different approach that was successful in analyzing large classes of constrained
evolutionary problems is the subdifferential technique using Yosida approximations (see
2], [5], [26], etc.). Nevertheless, this method works only on the abstract level, having
no possibility to be applied in numerical computations. Moreover, it strongly relies on
convex structure of solved problems. We shall discuss the features of this method more
in detail in Section 5.1.

3.1 Mathematical formulation

We shall explain the details on the example of the wave equation. It is considered in a
bounded domain 2 C R™ with smooth boundary 02, on which homogeneous Dirichlet
boundary condition is given.

Initial position ug € Hi(€2) and initial velocity vy € HJ(€2) are prescribed. Therefore,
we have the following problem:

11



12 Discrete Morse flow method

up(t,x) = Au(t,z) in Qr=(0,T) xQ, (3.1.1)
u(t,z) = 0 on (0,7) x 09, (3.1.2)
w(0,2) = wup(x) in €, (3.1.3)

u(0,2) = wo(x) in €. (3.1.4)

First, we fix a natural number N > 0, determine the time step h = T//N and put
uy(z) = wuo(z) + hvo(z). Function wug corresponds to the approximate solution at time
level t = 0, while function wu; is the approximate solution at time level t = h. We define
the approximate solution u, on further time levels ¢ = nh for n = 2,3,..., N, to be the
minimizer of the following functional in H}(Q):

— 2Uy,— n—al|? 1
Jn(u):/gw u2;2+u 2 dw+§/9|Vu\2dx. (3.1.5)

We observe that the second term of the functional is lower-semicontinuous with respect
to sequentially weak convergence in H'(2) and the first term is continuous in L*(€2). The
existence of minimizers then follows immediately from the fact that the functionals are
bounded from below for each n = 2,3, ..., N. This is a crucial advantage over the contin-
uous version of this functional, the Lagrangian introduced in (2.1.1). Of course, if other
terms, representing outer forces etc. are present, we have to make certain assumptions
concerning these terms in order to get the existence of a minimizer.

h _ uz
u _ A ' i o—e v
u2 G— P

.\ H o_.

u1 uz | H u1 o—=

[ ug ‘ s

uQ t iuo t
............................... F TP N RN S B RIS SN AR IR R
0 h 2h  3h  4h 0: h 2h  3h  4h

Figure 3.1: Interpolation of minimizers.

As the next step, we define the approximate solutions @" and «" through interpolation
of the minimizers {u,}»_, in time. The interpolation is schematically demonstrated in
Figure 3.1 and precisely given by

_h . 0(%) t=20
Wit e) = {un(a:) te((n—Dhnhl, n=1,...,N, (3.1.6)

<

h o\Zx), t=20
’ (t’”):{t .

Since u,, is a minimizer of .J,, the first variation of J, at u, vanishes. Thus, for any

I

Mty y(z), t€((n—1)h,nhl,n=1,...,N.
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¢ € Hy(Q) we have

0 = d—J n(tn + £9) |z = lim n(u “i) (tn)
B / [un + €9 — 2Up_1 + Un—2]* — |Un — 2Up_1 + Up_s|? "
n a—»Oa 2h?

+ lim 5% / (\Vun + eVp|? — |Vun‘2) dz
(2uy, + 9 — 4dup—1 + 2Up_o)

. ¥ o1 2
= ll—r% ) 57 dz + ll_r)% 2 ), (2Vu, Vo + €| Vy|?) dz
Up — 2Up—1 + Upy
_ / h; 2odx + / Vu,Vdz. (3.1.7)
Q Q

Using the definition of 4" and u" in (3.1.6), this can be rewritten as

M) —ul(t—h
/Q[ut() Zt( )¢+th(t)vgp} dr =0  forae te (hT) Yoe HHQ).

We note that the above relation holds also when multiplied by any function ¢ € C([0,T1).
Hence, integrating over the time interval (h,T) and using a standard density argument,
we arrive at

T h h

t) — t—nh
/ / [“t( ) Zt( Jo Vahw] dedt=0 Yo LX0,T; H{(Q)).  (3.1.8)
Now, we would like to take the time step to zero. To be able to do so, some estimate

on the approximate solutions is needed. We state it in the following Lemma.

Lemma 3.1.1. Suppose ) is a bounded domain with smooth boundary. Let J,, n =
2,...,N, be the functionals defined by (3.1.5) and let w,, be corresponding minimizers in

H}(Q). Define functions " and u™ by (3.1.6) and assume h < 1. Then the following
estimate holds

Hu?(t)HL?(Q) + ||Vﬂh(t)||Lz(Q) < Cg for a.e. t € (0,T), (3.1.9)
where constant Cr depends on H'-norms of the initial data but is independent of h.

Proof. Estimate of such kind is usually derived by testing the equation by the time-
derivative of solution. Here it amounts to setting ¢ := u,, — u,_1 in (3.1.7). This yields

Up — 2un— + Up—
/Q (= ) da /Q (Vi = Vity1) Vit dr = 0.

We employ the inequality

a? b
55 < < (a—b)a, Va, b € R, (3.1.10)
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to find that for each n =2,3,..., N, the following holds:

/Q [(%)2 B <%>2 1V = Vo] e < 0

/Q[(%)lenl?] dxg/Qwaﬂwn_ﬂg] o

These inequalities are summed from n = 2 to an arbitrary integer £ < N. Since the terms
in between cancel, we obtain

[l em]ar = ][5 wur]a

— / [(v0)? + |Vug + hVuo|?] da
0

IN

[ L0074 217 + 202190
Q
< 2”“0“?{1(0)+2||U0H§{1(Q)‘

This is already the desired estimate (3.1.9), because

_ Up — Ug—1

ul(t) = —— forte ((k—=1)h,kh), k=1,2,...,N.
O

Thanks to estimate (3.1.9), we can apply the theorem by Eberlein and Shmulyan
(see [42], Appendix to Chapter V) to extract a subsequence {Vui"},cn which converges
weakly in L*(Qr) to a function v. From the sequence {hj}ren obtained in this way, we

can extract another subsequence {hy, }ien so that {uﬁ "en converges weakly in L2(Qr)

to a function U. In the sequel, we often use this logic but we shall omit this lengthy
explanation and subscripts and simply write

vi' — v in (L*(Qr)™, (3.1.11)

u — U in LA(Qr). (3.1.12)

We should now show that there is a function u € L*(0,T; H}(2)) such that v = Vu

and U = u; in L?(Q7). To this end, a more detailed analysis is needed. First, we estimate

the norm of the difference of the approximate functions 4" and u”. Let t € ((n—1)h,nh).
Then

() = Ol = [ (= da

t—(n—1h nh —t 2

- /Q (Gl RN
/Q(un 1)t dz = B2 /Q(UW da

< CEh*

IA
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This means that
|a"(t) — u"(t)|| 2@y < Ch for ae. t € (0,T).

We have further
W ey~ 1 ey = [ [ (0 @) doa
t—(n—1)h nh —t 2
_ Z/(n_l /[(Tun— 1) —u}dmdt

:Z/(nl/ t—n—lh) h?i

(n— 1)h)(nh =) (nh —t)?
= 1+ "

h
— Z/ ——u—l— ununl—l—guil]da:
h’ 2 2 2 2
EZ [—4un+un+un_1+2un_1} dz
n=1"%
N
h’ 2 2 h’/ 2 2
= 2 - de =2 [ (2 —u)d
33 [ )= [ - )
h

2
< §Hu0||L2(Q)

+2

ui_l} dx dt

IA

In the same way we get also
_ h
HVuhH%Q(QT) - ||VUhH%2(QT = QHVUOHLQ(Q

Finally, from Poincaré’s inequality (see [8], Section 5.6) we know that there is a universal
constant Cp so that

HuhHL2(QT) < Cp||VuhHL2(QT) for all h € (O, 1) (3113)

We summarize the results for future use. We remark that the results of the following
Lemma rely only on the interpolation (3.1.6) and are independent of the problem under
consideration, a fact frequently used later on.

Lemma 3.1.2. Let @" and u" be defined by (5.1.6). Then the following relations hold.
[a"(t) = u" ()|l 12) < hlluf®)l2@)  for ae. t€(0,T),  (3.1.14)
_ h
HuhH%%QT) < ”Uh||L2(QT) + 5”“0”%2(9), (3.1.15)

_ h
HVuhH%?(QT) < ||Vuh||%2(QT) + §||VU0||%2(Q)- (3.1.16)
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Now, (3.1.9), (3.1.16) and (3.1.13) imply that «" is uniformly bounded in H'(Q7).
Therefore, there is a weakly convergent subsequence in H'(Qr) and, by Rellich theorem
(see [8], Section 5.7), a strongly converging subsequence in L*(Qr) (we always mean
“subsequence of the last obtained sequence”). Let us denote the cluster function as wu:

u" = u  weakly in H'(Qr). (3.1.17)

Because of (3.1.12), U = wu; holds almost everywhere. Moreover, from (3.1.11) for any
¢ € C5°(Qr)

/ / Oz, aa?z ‘Pdaj dt — / / axl <pda: dt as h — 0+,

while at the same time

T 680
//———cpdxdt //(ﬂh—uh)a dxdt — 0 as h — 0+
o

by (3.1.14). This means that v = Vu almost everywhere in Q7.
We have shown in this way that there is a function u € H'(Q7), such that

V' — Vu  in (L*(Qr))™, (3.1.18)
ul in L*(Qr). (3.1.19)

Now, we can pass to limit in (3.1.8) as h — 0+. We shall, for the time being, consider a
test function ¢ belonging to C3°([0,7") x §2). To begin with, we have

/ / V"V drdt = / / ViV dx dt — / / V"V dz dt

—>/ /Vchpdxdt as h — 0+, (3.1.20)

because of the boundedness (3.1.9) of V"

}/ /Vﬂthpdl’dt‘ < / </‘V@h|2dl’>l/2</|V(p‘2dlL’>1/2dt
0 Q 0 Q Q

h
< /\/C’EC’dt:Ch—>0 as h — 0+.
0

Moreover, we have

/hT/QU?(t)—U?(t—h)@dxdt
:/h /“ﬁh ) d df — /T h/“t ot + h) de dt
:/T/u?(t)‘p(t) h(Hh dxdt—/oh/ﬂui;gt) (t) dz dt

o(t+ h) d dt (3.1.21)

T—h

—>—/ /utaptdxdt—/vogo(O)dx as h — 0+.
0 Ja Q
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The convergence is deduced from the following facts: (i) in the first term of (3.1.21), u?
converges weakly and (p(t) — (¢t + h))/h converges strongly in L?(Q7); (ii) in the second
term, ul' = (u; — up)/h = vy for t € (0,h) ; (iii) in the third term, ¢(t + h) = 0 for
t € (T'—h,T). Thus, we can finally state that

T
/ /(—utgot + VuVp)dr dt — / vop(0,2)dr =0 Ve e C([0,T) x ). (3.1.22)
0o Jo Q

Noting that the space of functions from H'(Qr) with zero trace on ({0} x Q) U
([0, 7] x 0R) is a closed linear subspace of H'(Qr) and, therefore, weakly closed by
Mazur’s theorem (see [8], Appendix D), we conclude by (3.1.17) that u belongs to this
space. Consequently, u satisfies boundary condition (3.1.2) and initial condition (3.1.3)
in the sense of traces. We remark that the convergence of traces follows also from the
compactness of the trace operator T': H'(Q) — L?*(02). Moreover, from [8] (Section 5.9),
it follows that u, as a function from H'(0,T; L*(f2)), belongs to C([0,T]; L*(€2)). Thus,
the initial condition (3.1.3) is satisfied even in the strong sense.

To summarize, we have proved by the discrete Morse flow method that there exists a
weak solution u € H'(Qr) to problem (3.1.1) — (3.1.4) in the sense of (3.1.22), satisfying
boundary and initial conditions (3.1.2), (3.1.3) in the sense of traces.

3.2 Advantages and extensions of the method

There are certainly many different and easier ways how to achieve this result. Neverthe-
less, the method of discrete Morse flow can be naturally applied to problems with volume
constraint and extends even to free-boundary problems, as we shall gradually show in the
following pages.

The advantage of this approach regarding volume-constrained problems, and the rea-
son we have adopted it, lies in the fact that a semi-discretization of time allows us to use
results from elliptic theory. Moreover, the variational principle enables us to deal with
the volume constraint by incorporating the condition in the set of admissible functions.

We considered using standard methods to solve this problem, but the nonlinear and
nonlocal character of the multiplier term (see (2.1.3)) complicates the situation greatly.
For example, the Galerkin approximation method yields a system of nonlinear ordinary
differential equations and the existence of its solution on the whole time interval is not
clear. Likewise, applying fixed point methods requires stronger assumptions on the data
and fails to guarantee that the volume is preserved for approximate solutions, which makes
it difficult to obtain necessary estimates. As such, these approaches do not easily yield
the existence of a (weak) solution to our problem. What is more, unlike the Morse flow
method, they are not suitable for numerical computations. The relation to subdifferential
methods was mentioned in the beginning of this chapter.

As already intimated, we add the volume constraint into the set of admissible functions
for minimization of the time-discrete functional when solving problems with preservation
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of volume. In other words, we minimize the same functional (3.1.5) in the set
K = {ue Hy(Q); / udr =V},
Q

instead of minimizing in HJ (). The details of the analysis and results are presented in
the following Chapter 4 for both parabolic and hyperbolic problems.

The situation becomes somewhat complicated for free-boundary problems. Let us
consider an obstacle problem with a plane obstacle corresponding to the level u = 0
(think of a soap bubble on the surface of water). Assuming that there is no reflection
when the soap film touches the plane (i.e., energy is lost), we show that the degenerate
hyperbolic equation

. 1
XusoUs = Au + yxL(u) + AMu)xus0, with A(u) = V/ (uttu + | Vul? + Vux;(u)) dz,
Q

is a reasonable description of the motion of the bubble. Here x,-¢ is the characteristic
function of the set {(¢,z);u(t,z) > 0} (the region where the bubble sits), x. is its ap-
propriate smoothing and v depends on the various gas/liquid/solid surface tensions. The
discrete Morse flow can be applied to this problem, too, and amounts to minimizing of

[ — 2up_1 + Up_s|?

1
Jo(u) = 5 Xu>0dx—|——/ |Vu\2dx+/7x5(u)dx

in K = {ue Hy(Q); / UXuso dx =V}
Q

The obstacle condition is achieved through the characteristic functions appearing in the
admissible function set and at the discretized term of the functional. Parabolic and
hyperbolic free-boundary problems of this type are studied in Chapter 5.



Chapter 4

Problems without free boundary

In this Chapter, we deal with the simplest version of volume-constrained problems -
parabolic problems of heat type with an ‘heat source’ term and hyperbolic problems
corresponding to wave equation.

4.1 Parabolic problem

4.1.1 Setting

In this part, which paraphrases paper [36], we consider the problem of finding a scalar
function u : [0, T") x © — R subject to the following constraints:

w(t,r) — Au(t,x) = f(t,x,u) + A\(t) (t,x) € Qr,
u(t,x) = g(z) te€(0,T), x €09, (4.1.1)
u(0,2) = wup(x) x €

Throughout this section, €2 is a bounded domain in R™ with piecewise smooth boundary
o, Qr = (0,7) x Q, T > 0, and A(t) is the Lagrange multiplier determined by the
volume-preserving condition:

/ w(t,z)de =V (4.1.2)

for all ¢ in the interval (0,7) and a given volume V. The multiplier is independent of x
and has the form

) = %/Q(utu + IVl — f(u)u) dr. (4.1.3)

Such equations can appear in the case of slow motion or large resistance to the motion
when we adopt the same derivation process as in Section 2.1. For numerical simulations
using this equation, we refer to Section 7.1.

When the first equation in (4.1.1) is multiplied by u and integrated over €2, one deduces
that A must be of the form (4.1.3). On the contrary, if (4.1.3) holds, volume condition
(4.1.2) turns out to be satisfied by the same calculation.

We assume that g € L?((0,T) x 9Q) and ug € H'(Q) satisfy g(z) = uo(z) on the
boundary of €. See Section 4.1.5 for remarks on the corresponding problem with Neumann
boundary conditions.

19
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Further, we assume that f(¢,x, s) is measurable and differentiable in ¢, satisfying

|f(t,z,s)] < 2C¢|s| +~(t, 2), v € L¥(Qr), (4.1.4)
|fi(t,x,s)| < 2C%|s| + (¢, x), I e L™(0,T; L*(Q)),
with C%,~,I' > 0 and
< < —. 4.1.
0<Cr < i (4.1.6)

Here Cg is a constant depending only on m and |2, which is derived from Poincaré’s
inequality:
[ull 2@y < Cs||Vull 2@ (4.1.7)

for all v in Hj(92).
We also require that f(t,z,s) be continuous in s. Therefore, there exists a primitive
function F'(t,z,s) such that

0
%F(t, x,8) = f(t,z,s).

Note that F' can be chosen such that

|F(t,z,8)] < Cps® +v(t,2)|s|, |Fi(t,z,s)] < Cps® +T(t,)]s]. (4.1.8)

4.1.2 Variational method

To simplify the calculations in what follows, we take V' = 1 and consider the homogeneous
Dirichlet boundary condition, i.e., g = 0. (See Section 4.1.5 for notes on nonhomogeneous
boundary conditions.)

We invoke the method of discrete Morse flow in solving problem (4.1.1). Using this
approach we construct a partition of the interval (0,7") into N equal subintervals and take
h =T/N. Next, starting with the initial value ug and using the notation

1 nh 1 nh
F.(xz,u) = —/ F(t, z,u)dt, folz,u) = —/ f(t, z, u)dt,
h (n—1)h h (n—1)h
we seek a sequence of minimizers {u,} from the convex set
Ky = {u € H'(Q): ulp = 0, / wdz = 1}, (4.1.9)
Q

such that each u,, minimizes the functional

un—1|2

Jn(u)Z/‘u_de—i-%/\Vude—/Fn(u) dr. (4.1.10)
0 0 Q
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The existence of minimizers can be shown by the direct method. Using assumption
(4.1.8), we have for any minimizing sequence {u*} C Ky the estimate

1 nh
—/Fn(uk)dx = ——// F(t,z,u") dx dt
Q h QJ(n—-1)h

1 nh
> —_// (Cf\u’“\2+w(t,x)|u’“l)dxdt
h Jo Jim—1jn
> _/ (Crlu*? + sup |(t,2)||[u"]) de.
Q t€(0,7)

The last expression is for C'y > 0 greater or equal to

— + — drx — — v (t,x)d
(C'f 5 )/ \u ‘ T 2C'f sup ( ,x) z,

te(0,7)

and for C'y = 0 it is greater or equal to

3 / k|2 2C5% 2
- u" " dr — —= sup Y (t,z)dx.
Sz ST e T

In either case, by (4.1.6) and (4.1.7) we find that

3 _
—/QFn(“k)dx > _@/Q|uk|2dx_Cl|7||%°°(0,T;L2(Q))

3 _
> 5 [ Ve do = Cllfrao
)
Hence, we get the boundedness of gradients of the minimizing sequence in L?():
1
C > J(uF)> —/ |Vuk|? do — / F,(u") dz
2 Ja )
1 _
> g/ﬂwuk\zdx — ClVlIZ 0 1:22(0))-

Remembering the fact that the usual norm of H'(Q) for functions with zero trace is equiv-
alent to the seminorm (see (4.1.7)), we can extract a subsequence converging weakly in
H'(Q) and strongly in L*(9) to a function u € Hj (). Because of the strong convergence,
the function u obviously has volume V(= 1) and, thus, belongs to Ky. If we can show
lower semicontinuity of J, with respect to weak convergence in H'({2), it becomes clear
that u, = u is a minimizer of J,. The lower semicontinuity is established by employing
condition (4.1.8) and the continuity of F,(z,u*) in u*.

To ensure that this method corresponds to equation (4.1.1), we introduce a Lagrange
multiplier A, for each n, which is a fixed real number. Due to (an extension) of Theorem

2.1.1, we know that for each n =1,..., N, there is A\, complying with

d q
d—an(un+€C)|E:0:)\n/Q@(U—V/\Q\)Cda::)\n/ﬂgdx
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for all ¢ € C§°(€2). Upon computing the variation we obtain

/Q (%C T VunVe = f"(“n)C) dx = Ay /Q ¢ dz, (4.1.11)

which is the weak formulation for
Up — Up_1
h
a time-discretized formulation of (4.1.1).
The explicit form of the Lagrange multiplier is found by considering volume-preserving
perturbations:

- Uy, + ¢
v Jo(uy + Q) dz

where again ¢ € C§°(Q2). Here we use exceptionally the general volume V' to show the
way of dependence. Upon denoting Z = fQ ( dx, the variation can be expressed

€ ICVa

0 = L)ty S E)
de e—0 €
~ L (\?Tfé ]’ i — )
+£%2—€/ <\%}2 — |Vun‘2> dr — g%é ) <Fn(1in++€%§) _ Fn(un)> dx
A R [ R e
~ [ Al (¢ = ) da
= / (%Hvunvg Folwn)C) da
——/ un — Un—l Ty + [V, * — fn(un)un> dz,
which, compared with (4.1.11), implies
Ay = /Q [wun | Vu|? — fn(un)un} dz. (4.1.12)

We see that the discretized multiplier A, from (4.1.12) corresponds well to the form of
A from (4.1.3). Actually, as will be shown below, the approximate weak solutions defined
in terms of u, and A, converge to a weak solution of (4.1.1). For definiteness, we introduce
the following definition:

Definition 4.1.1. A function v € L>(0,T; H} ()N HY(0,T; L*(Q)) is said to be a weak
solution of (4.1.1) if it satisfies

/ /utqb—i-Vqub f(u)o)dx dt = / /)xgzﬁdxdt (4.1.13)

for each ¢ € L*(0,T; HY(Q)) with X given by (4.1.3), and the initial condition u(0) = uy.
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Note that the integral fOT Jo A@ dx dt makes sense for u with the stated regularity.

We introduce the approximate weak solution via an interpolation in time of the mini-
mizers u, obtained above. Namely, for (t,z) € (n—1)h,nh]xQ, n=1,..,N (T = Nh),
we set

a"(t,x) = wun(z), (4.1.14)
t—(n—1)h nh —1t
Wt x) = %un(x) + (@),
N(t) = A,
(t> T, ﬂh) = fn(xa un)>
and for ¢t = 0 we define uh(07 7) = up(z) and u"(0, x) = ug(x). We see that these functions
satisfy the conditions u"(0) = ug and

/ / (upp + V"V — f*(a")g) dxdt:/T/)\hgbdxdt (4.1.15)

for all ¢ € L?(0,T; H(Q)). Let us call functions u”" and ", defined by the sequence
{un }N_,, approximate weak solution to problem (4.1.1).

4.1.3 The limit process

Our goal is to prove approximation properties of the weak solutions u” and #". Specifically,
we want to prove that by passing to the limit as h — 0+, we obtain a weak solution to
the original problem (4.1.1) as defined in (4.1.13). To this end, we must first derive an
energy estimate.

Lemma 4.1.1. We have the following bound for the approrimate solution:
t
/ lul () 2oy dr + [V ()220 < Cx Wt (0,T), (4.1.16)

where the constant Cg depends on ||uol|m (), [|V|le©0r22@)): |Ullzee0,m:22(02)), Cy o
Cs and T, but is independent of h.

Proof. We first carry out some auxiliary estimates. By (4.1.8),

h
\/Fl(uo)dz\ = ‘l/ /F(t,x,uo)dxdt‘
<Of/u0dx+ / /7|u0|da:dt<(0f+ )/uodx+2h/ /7 dx dt.

Our next calculation makes use of Young’s inequality, Poincaré’s inequality (4.1.7), and
assumption (4.1.6):

nh
\/Fn(un) d| = '1/ /F(t,x,un) dxdt‘
Q (n—1)h
2 1 2 Cy [ 2
<Cy [ uyde+ — |7un\d9:dt < \Vun| dr + — v dx dt,
Q h (n—1)h h (n—1)h JQ
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where C} = 2C%. Further,

|/Fn 1(Un_1) — Fp(uy_q) dx| = ' / / —h,x,u, 1) — F(t,z,u,1) dedt
n 1

// ( 1+ max (¢ )\un_l\) dx dt
h
<+ h [ et 3T ram

For ease of interpretation in what follows, we denote A; to be the expression

Ay = [[Vuo|| 210y + (2CF + 1) /ng dx + (2C1 + V)|Vl 2012200y + TIT I Z oo 0.2 2202 -

We calculate the sum with respect to n from 1 to [ of the inequalities J,, (u,,) < Jp(ty_1).
Applying the above estimates, for [ = 1 we have

Uy — U
hH%HLQ + ||VU1||L2(Q < HVUOHLQ +2/ Fl(ul) dﬂf—2/ Fl(UQ) dx
Q
< | Vuoll72) + ZHvulH%?(Q) + (201 + DIVl Zo0.1iz2(y) + (205 + 1) /ng dz,
therefore,
U — U 1

h HL2(Q)
From the last inequality, since u,, € H}(2), n=0,..., N, we also find

||U1H%2(Q) < CA (4.1.17)

for some constant C' (C' = 4C?%). For | > 1 the calculation becomes

!
Y= gy + IVl (1.1.18)

n=1

!
< Vol + 2 /Q F(w)de+2%" /Q(Fn_l(un_l)  Fy(un 1)) dr — 2 /Q Fi(uo) dx
n=2

3
< HVUOH%Q(Q) + ZHVUlH%Q(Q) +(2C1 + 1)”7H2Loo(o,T;L2(Q)) + (20 + 1)/9“8 dx

l
20y + DY [ o do+ T ooy,

Thus,

l l

n — Un— 1 /
DI g + 31Vl < Av+ 205+ DRY [ a2 do

n=1 n=2 Q
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If we denote the last expression on the right-hand side as A;, we have Hul||%2(9) <
C’||Vul]|%2(m/4 < CA; and

A=A+ (205 + 1)h/ up do < Ai(1+ (205 + 1)Ch).
Q

For simplicity, we use the notation B = (2C% + 1)C and obtain
Lou U 2 1
n — WUn-—1 _
b I g + Il < A< (1 B
Taking t = hl, we immediately arrive at an estimate implying (4.1.16):

hZHun - lHLQ(Q |VU1||L2 < APt
Od

From this proof one can see, that there are several possibilities how to weaken the
assumptions on the outer force f. For instance, if the outer force does not explicitly
depend on time, which is often the case (gravitation etc.), it can have much faster growth
in the negative direction than that assigned by (4.1.4).

By the energy estimate, we have a converging subsequence of {u"},~o. We slightly
abuse the notation, as explained in Chapter 3.

Lemma 4.1.2. There exists a shared subsequence of {u"}nso and {u"}n~o and a function
u € HYQr) such that

ul — w, weakly in L*(Qr), (4.1.19)

Va' — Vu weakly in (L*(Qr))™, (4.1.20)

Vu' — Vu weakly in (L*(Qr))™, (4.1.21)

u" — wu  strongly in L*(Qr), (4.1.22)

a" — wu  strongly in L*(Qr). (4.1.23)

Proof. As in Chapter 3, (4.1.19) and (4.1.20) follow from the energy estimate (4.1.16)

and (4.1.21) follows from (3.1.16).
Since H'(Q7) C L*(Qr) compactly, there exists a subsequence such that u" — u
strongly in L?(Q7). Last relation (4.1.23) is a consequence of (3.1.14). O

We immediately obtain

Lemma 4.1.3. The limit function u from the previous Lemma satisfies homogeneous
boundary condition, the initial condition and the volume constraint (4.1.2).

Proof. Obviously, u € L*(0,T; H}(Q)). Since u € H'(0,T; L*(2)), we deduce by [§],
Section 5.9, that u € C([0,T]; L*(Q)) after suitable redefining on a set of measure zero.
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Let us consider the function u” —ug. It vanishes on the parabolic boundary of the cylinder

([0, 7] x 92) U ({0} x Q) and converges weakly in H'(Qr) to u — ug. Hence, by Mazur’s
theorem, the trace of u — uy on the parabolic boundary is zero.
We also get

/ w(t)dr =1 for ace. £ € [0, T]. (4.1.24)

Indeed, u" converges strongly to u in L?*(Q7) and Jo u(t)dz = 1 for every h > 0 and
t € (0,T). Therefore,

T 2 T 2
/ (1—/udm) dt:/ (/(uh—u)dx) dt < || Huh—u||%2(QT)—>0 ash —0+.
0 Q 0 Q

O

Now we would like to pass to the limit in (4.1.15). Due to Lemma 4.1.2, the limit
process in the left-hand side is standard. However, it is not immediately clear whether it
is possible to pass to the limit in the nonlocal nonlinear term A\*. As such, we prove the
following theorem.

Theorem 4.1.1. There exists a limit function u € H*(Qr) corresponding to the subse-
quence u" from Lemma 4.2, satisfying the boundary and initial conditions of (4.1.1) and
the volume constraint (4.1.2) such that

T T
/ /(ut¢+VUV¢— f(u)o) d:vdt:/ /)\gbda:dt, (4.1.25)
o Ja o Ja
for each ¢ € L*(0,T; HX()) and with X from (4.1.3).
Proof. We have (see (4.1.12))
= /(u?uh + |Va"|? — fM(a")a") de,
0

and since

17" ()72 < CSIVE" (D72 < C5CE V€ [0,T],
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we obtain by Lemma 4.1.1

/OT(/\h)th < 3/T (/ i da:)2dt+3/0T (/Q\Vuh|2dx)2dt (4.1.26)
S (e

3/0 (/Q(u?)de) (/Q( )de) dt+3/0T (/Q|Vuh\2dx)2dt

wa [ ([rara) ([aza) a

3CSCE/ /ut dxdt+3/ C2 dt

12402020 / [ @2 dede+ 203Ce I,
0 Q
< CO(T,Cs,Cp, Cy, [l r2(r)) < 00

IA

IA

Therefore, there exists a function x(t) € L?*(0,T) such that a subsequence of the right-
hand side of (4.1.15) converges in the following sense:

/ /A%dxdt /OTXh(/S)¢dx)dt—>/OT/i(t)(/ngﬁdx)dt

which yields the equality

/ /utqb—l—VuV(b f(u )gb)dazdt:/oT/i(t)/Qaﬁdxdt, (4.1.27)

for each ¢ € L*(0,T; H}(Q)).

To be precise, we mention also the limit process in the left-hand side of (4.1.15),
yielding (4.1.27). In the last term corresponding to the outer force, it is necessary to take,
by the density argument, test functions ¢" which are piecewise constant on corresponding
partitions of (0,7') and which converge strongly to ¢ in L*(0,T; H}(Q2)). In such a case,

we have
// fM(a ¢hdtda:—// fM @t dt da

and we can pass to the limit because f is continuous in u, satisfies the bound (4.1.4) nec-
essary for the application of dominated convergence theorem (together with the bound-
edness of @" shown in Proposition 4.1.1), and %" — w almost everywhere. The limit of
first two terms is clear because of the weak convergence given in Lemma 4.1.2 and the
strong convergence of ¢" in L2(0, T; H}(R)).

It remains to show that kK = A a.e., in order to achieve (4.1.13). By appealing to
(4.1.27), we choose ¢(t,z) = u(t,z) for t € [0,t], and ¢(¢,z) = 0 for ¢ € (¢,T]. Thus, for
every t € [0,7] we have

/Ot/Q(utujt\VuF—f(u)u)d:vdT:/Ot/a(T)(/Qudx) dT:/OtK,(T)dT,
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which concludes the proof. O

Remark 4.1.1. (On the uniqueness of weak solution)
Let u,v € HY(Qr) be two weak solutions and let us subtract identity (4.1.25) written for
v from the same identity written for u and put ¢ = u —v € L?(0,T; H} (). We get

/0 / (1 — )l —v) + [V (= ) = [f(w) — F@))(u—v)) dedt
_ /0 /Q () = A(W)](u — v) da dt.

Since both u and v preserve the volume, the right-hand side vanishes and we have

= D + 19— 0l = [ [ 1@ = folu— o) der

This identity gives uniqueness for a relatively wide choice of the right-hand side function
f. For example, we have uniqueness for f = 0, f nonincreasing in u, and for any Lipschitz
continuous function (in w) with sufficiently small Lipschitz constant (smaller than or equal
to 1/C%, where Cp is the constant from Poincaré’s inequality (3.1.13), see also (4.1.6)).

4.1.4 Holder continuity of weak solution

In this Section, we prove a theorem on the interior regularity of the limit weak solution
from Theorem 4.1.1. Under stronger assumptions on f, it is possible to prove an a priori
estimate corresponding to (4.1.16) for any weak solution introduced in Definition 4.1.1.
In this way, one can show the boundedness and obtain the same regularity result for all
such weak solutions. Nevertheless, as indicated in Chapter 3, we are not able to prove
the existence of a weak solution without constructing approximate weak solutions by the
discrete Morse flow method.

Since we do not study regularity near the boundary, the homogeneous and nonhomo-
geneous boundary conditions can be treated in the same way. For simplicity, we shall only
consider the homogeneous case. On the other hand, by the same arguments as below,
section 2.8 of [22] would assure Hélder continuity up to the boundary of Qr, if we assumed
that the initial condition ug is Holder continuous.

Theorem 4.1.2. For all Qr CC Qr (compgct subset), there exists a constant o > 0,
such that the weak solution u belongs to C*(Qr).

We first introduce a “de Giorgi” class of functions corresponding to weak solutions of
the parabolic problem.

Definition 4.1.2. A function u with finite norm

ulq, = OfgfgiT |u() || L2 + I Vull 200

belongs to the class Bo(Qr, M, 3,7, d, k) if
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(1) M = ess supg,. |u| < oo,
(2) there ezist 3,q,r,d,k > 0 so that for w = tu

(k) 2 < (k) 2
t0<n£1<8g<+7/3palp(w (1) dx < /Bp(w (to))” dz (4.1.28)

to+T7 to+T7 - %(I_H’C)
(o1p)” / / )2 dx dt + </ |Ag p(t)]4 dt) ]
B, to

to+7—0o2T
max / (w®)? de + / / |Vw® |? dz dt (4.1.29)
B, B,

to<t<to+7—02T
p—0o1p p—0o1p

to+7 to+T7 - %(1"’_'{)
<p [[(Ulp 24 (097)” / / dx dt + (/ | Ay p(t)] @ dt) 7
By to

for all 01,09 € (0,1), Q(p,7) C Qr and k with k > esssupg, yw — d. Here wh) =
max{w — k,0}, Q(p,7) = B, x (to,to + 7) = {|lx — 20| < p,to < t < to+ 7} and
A ,(t) = {x € By;w(z,t) > k}. Constants q¢ and r should satisfy
1 m m
-4+ —=—. 4.1.30
r * 2q 4 ( )
Before proving the regularity theorem, we must first establish the boundedness of the
weak solution which is required in the above definition. In the course of the proof, we
shall use an auxiliary result stated in the subsequent Lemma.

Lemma 4.1.4. For functions @" and u" defined in (4.1.14) and any k € R, we have

T
/ / ul (@™ — "™y da dt > 0.
0o Ja
Proof. First we write

T
/ /uf}(uh(’“) ) dx dt = / /ut i) — ")y dg dt
0 Q (n—1)h

and for each n we divide € into four parts:

QO = {z:up1(z) >k & u,(z) > k}, QF ={x:up_1(x) >k & u,(x) <k},
Q= {x:up(x) <k &uy(x) >k}, Qf ={z:up_1(z) <k & u,(z) < k}.

and

—h(k) _ o h(k) — =h_ . h

We consider the integrals over each domain in turn. For 2} we have u U

and therefore
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In QF, u, — u,—1 < 0 and @"* = 0, thus,

/ / ul (@™ — yh )y da dt = / / —ulu®) dz dt
(n=1)h 5 (n—1)h n

/ / Un — Unt " max{u" — k,0} dz dt > 0.

(n—1)h o

For QF, u, — u,—1 > 0 and for each = € Qf there exists 7(z) € ((n — 1)h,nh) such that
uh®) =0 in ((n — 1)h, 7(x)) and u"® = u" — k in (7(z), nh). Hence,

nh
/ / ul (@"® — ")y dz dt
(n—1)h n
T(z . h—
/ / “" Lgh(®) dtdm+/ / tna) b =t
T(x 1 .
/ / “" Lgh(k) dtdx+2/ (ty — Up_1)? <”}’TT($)) dx > 0.

Finally, the integral over {2} vanishes and this concludes the proof of the Lemma. a

Now we can present and prove a result on the boundedness of weak solutions. In fact,
we prove the uniform boundedness of @" with respect to h, which implies the boundedness
of the limit, weak solution wu.

Proposition 4.1.1. If a function f fulfills condition (4.1.4), then any weak solution is
bounded in L>®(Qr).

Proof. By the definition of an approximate weak solution (see (4.1.15), we know

/OT/Q(U?CbﬂLVuthb—fh( ) dudt = //Ahqbdxdt

Thus, upon choosing the test function ¢ = @"*) = max{a" — k,0} the above becomes

T T
/ / (ura"®) + vahva® — ) at®) dedt = / / Na"® dgdt. (4.1.31)
0 Q 0 Q

Noting the result of the following computation:

//hh(k d dt = //th M2 d dit
= [ 5 (@9RD) — @ 9P) do = [ SOHT) e = [ ST da,

if we assume u(0,z) < k a.e., and the statement of Lemma 4.1.4:

/ / (a"® — "y dr dt > 0,
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we can rearrange the first term on the left-hand side of (4.1.31) to write

//hh(kdxdt:/T/u dxdtJr// (@"®) — u®)) da dt
> 5 [@9p)

For the gradient term in (4.1.31) we have

/ /VuhVuh(k dx dt = / /|Vuh(k |* dx dt.

Denoting the norm

1 T 1/2
lulgp, = (—/u2(T)dx+/ /\Vu|2dxdt) ,
2 Ja o Jo

we arrive at the inequality

T
WO, < / / (Na® 4 f(@tya"®) da dr. (4.1.32)
0 Q

We now proceed to investigate the first term on the right-hand side of (4.1.32) for m > 2.
Namely, we apply Young’s inequality (see [8], Appendix B) with exponents 2* = €

(2,6] and 2* = 21 < [2,2) to obtain

T T T
/ / Mg ® dg dt < C. / (M2 | Ay dt + & / / @) dpdr,  (4.1.33)
0o Jo 0 0o Ja,

where Ay (t) = {z : @"(z,t) > k}, |Ag| denotes the measure of Ay, and C. is a constant
independent of h. The second term is estimated by the Sobolev imbedding theorem with
HY(Q) C L* (Q) (see [8], Section 5.6) and can be absorbed into the left-hand side if € is
chosen small enough. In this estimate, we make use of energy estimate (4.1.16) and the
fact that 2*/2 € (1, 3] to derive

T 2% /2
/ / 2 dedt < C% / ( / |Vah<k>\2dx) dt (4.1.34)
Ay 0 Ay

T
< OET Cg/ i |Va"®) |2 dx dt,
0 k

m— 2

where C% is a constant (independent of h) obtained from the Sobolev imbedding.
We apply Hélder’s inequality on the first term in (4.1.33) with exponents 2/2* =
mt2 ¢ (1,2] and (2/2%)" = 22 > 2. This, together with estimate (4.1.26) of A", yields

m 73

*/

T e T T T oy \ T
/ (A2 | Ayl dt < (/ (Ah)th) (/ | A3/ )dt)
0 0 0

_m

:(/OT(YL)Mt)MH(/ 1Ay 75 dt)@gc(/ A2 dt)ig.
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Next, we estimate the second term in (4.1.32). According to assumption (4.1.4), we
can write

T T T
/ @™ de dt < 20 / |a"|a"™® dx dt + / / ya"®) da dt
0 Ag 0 Ag 0 Apg
T T
< 20y / / (|a" — k|a"® + ka"®) dv dt + / / ~a"®) dz dt
0 Ak 0 Ak

T
gc/ / (@) £ k? + %) dx dt.
0 Ag

This last expression can be estimated from above by Young’s inequality to give

T
/ / (@2 4 k2 4+ 4?) dz dt
0o JA,

T T T
<e / / (@" ™) dadt + C. / Al dt + (K + 1712 ~(@r) / |Ay| dt
0 Ay 0 0

T * T m+2 mi”
ga/ / (@2 dx dt + C(T)k? (/ |Ak|Tdt) :
0 JA, 0

for sufficiently large k. Here we again see that the first term can be absorbed into the
left-hand side, as in (4.1.34).

Therefore, having started this investigation from (4.1.32), we have acquired the in-
equality

T m+2 ﬁ
|’L_Lh(k)|QT < Ck (/ ‘AMT dt) ,
0

where C' is a constant independent of h. At this point we introduce Theorem 6.1 in
Chapter II of [22] and apply it to the above inequality. This will provide us with a bound
for the weak solution.

Theorem. Suppose that maxq ug < l%, k> 0, and that the inequalities

1+k

T e
b, < vk (/ Ax(t)] dt) (4.1.35)
0

hold for k > k with certain positive constants v and k. Here q and r are arbitrary numbers
satisfying conditions

T 4.1.

r + 2 4’ (4.1.36)
2m

2 2, ——|. 4.1.

relzod, g 22 (1.1.37)
Then X . e e
mecu(e,t) < 2k [1+2z+:z(cyy)1+zT : |Q|T], (4.1.38)
T
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where Cy is a constant from Young’s inequality.

Having stated this theorem, we are now ready to complete the proof of Proposition
4.1.1. Indeed, by taking

4
Qmm+2,  g=20148), K=o
we see that
1+k 1 r  m-++2 29 9cg< m
= _=s — T
r m+2 q 2 ’ C——)

and so (4.1.35), (4.1.36) and (4.1.37) hold. Thus, the Theorem applies to yield our bound:

max ﬂh(t,x) < C.
(tvm)GQT

Since the constant which bounds #" is independent of h, we also deduce that the limit
function — the weak solution u — is bounded by the same constant.

For m = 1 the boundedness follows directly from the energy estimate (4.1.16) and the
imbedding H'(Q2) C C(Q):

—h
max |@"| = max max |a"(t,2)| < max C|a" <C.
QTX| | telo, ?] zeé<| (t, )| te[o,}T(] 2" ()] 1) <

For the case m = 2 we can carry out a calculation similar to the above, making use of
the imbedding theorem for Hg(Q2) C LP(Q), and p € [1,00). For instance, we can use
exponents 3 and 3/2 instead of 2* and (2*)" in (4.1.33) and estimate the second term on
the right-hand side by the mentioned imbedding. The first term then gives

T 1/8
@ ®|q, < Ck(/ Agftat)
0

which is enough to deduce boundedness along the lines of the above Theorem (with r» = 10
and ¢ = 5/2).
We repeat the same process for the function w

/OT/Q<“)?¢+VU_J}}V¢+fh( dxdt / /)\hqbdxdt

whence by setting ¢ = w" and proceeding as above, we obtain

[@"®, / / @"® 4 P~y ™) de dt.

The estimate for the right-hand side does not differ from the one for (4.1.32), since we
worked all the time in absolute values. O

h.— —g". This function satisfies

Proof of Theorem 4.1.2. Let us show the Hélder continuity of w. It is sufficient to
check that u belongs to Bo(Qr, M, 3,7, d, k) (see [22]). One can see that this follows if the
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condition below is satisfied for any piecewise smooth continuous function ¢ with 0 < ¢ <1
which vanishes on the lateral surface of the cylinder Q(p, 7),

to+T7
| 0t s naec [T [ mutpcaa s
Bp

to B,

< /B (W® (2, 0))2¢(, to) e

to+71
2 (K)\2 r
" /Q PGSR >dxdt+< / ( / g dt)

By (4.1.25), for every ¢ € L*(0,T; Hi(Q)) we have

/ (utd + VuVo — Ao — f(u)p) dx dt = 0.

T

%(H—n)

We choose ¢ = (?u® with ¢ supported in Q(p,7) as in (4.1.39), and obtain

/ wu® ¢ da dt + / VuPV(CPu®) dz dt (4.1.40)
Q(p’T) Q(pﬂ—)

—/ A dxdt—/ Fu)yu®¢ de dt = 0.
Q(pT) Q(pT)
The first term in (4.1.40) becomes

/ wu™ ¢ d dt = 1/ 2((1@(’“))2)&&”115
Qo) Qo) 5

= —%/ (u(k’) (), d:l?dt—l— {[ } z,ty+7) — [(u(k))2<2} (:E,to)} du
Q(p,7)
k)y2 1 k)\2 1 9 0

The second term in (4.1.40) gives

/ V¥V () di dt = / V)22 dar dt + 2 / VutTCu®¢ da dt,
Q(pT) Q(Pﬂ')

Q(p,7)
where
1
—2 / VuPVu® ¢ dr dt < = / \Vu®|2C? da dt + 2 / (u*)?|V¢|? da dt.
Qo) 2 Joeom) Qo)

(4.1.41)
Since u and v are bounded, assumption (4.1.4) implies

to+7
/ f(uw)yu®¢? dxdt' < / / (20| u| +7)u™¢? dx dt
Q(va) to Ak,p

to+71
< (20:M + 7]l 1eon) / Cdedt

to Ak,p

C(/ttw(/A (dx)th)m.

IA
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Estimates (4.1.40) and (4.1.41) yield (4.1.39) if we can handle the term with the Lagrange
multiplier. This is achieved by using the weak convergence of A" to A in L?(0,T):

to+T1 to+7
/ ACuP drdt = / (A / Cu® dz) dt < M / (1A / (dz) dt
Q(p,T) to By to Ak.p
to+7 to+T1
< M(/ )\2dt)1/2</ (/ gdx)2dt)l/2
to to Ak,p

< O(/tOtO+T(A (dx)th>l/2. (4.1.42)

k,p

Again it is necessary to determine constants ¢, and k. We set
k=1/m, q=2(14+k), r=4(1+ k).

Then r/q =2 and 2(1 + k)/r = 1/2. Moreover, ¢ and r satisfy (4.1.30):

1 m 1 m m
r 2¢ 4(1+k) 4(1+k) 4

The estimate for —u is derived analogously, as we did not make use of any sign properties
in the above proof. O

If we assume that boundary and initial data are Holder continuous, the regularity of
weak solutions can be extended up to the boundary applying the theory from [22], Section
2.8, because estimates similar to those derived above hold also for cylinders intersecting
the boundary of Q7.

4.1.5 Remarks on boundary conditions

Here we touch problems with boundary conditions that were not analyzed in the main
text, i.e., conditions other then homogeneous Dirichlet condition.
First we consider nonhomogeneous Dirichlet boundary conditions, independent of t:

U\aQ =g.

Assume g is chosen in such a way that g € H'(), fQ gdr = 0, and that ug = g on the
boundary of €.
Using volume-preserving perturbations (¢ € C°(Q), Z = [, ( dx)

u6:u+6(§+€g)
1+¢eZ

the Lagrange multiplier can formally be computed to be

Uy, — Up—_1 1 ou,,

1 2
A\, = V/Q {Tun + [Vu,|* — fn(un)un] dx + v o On

gds,
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where n is the interior normal. However, this form is not convenient for passing to the
limit since we have no information about the behaviour of the gradient on the boundary.
Therefore, we introduce a new function v by u = v + ¢ (analogously w,, = v, + g). It is
easy to see that this function satisfies v|sq = 0, and fQ vdr = V. Consequently, we can
transform the problem into that of finding a minimizer v,, € Ky of the functional

2 1
/\v Up— 1\ §/|V0+Vg\2dx—/Fn(U+9)dxv
0 Q

Ky = {ve H(Q);v|s0 = O,/vda: =V}
0

where

The corresponding Lagrange multiplier can be calculated the same way as in the case of
homogeneous boundary conditions:

= —/ {“” el P V(v + 9)Vu, — f(v, + g)vn] dx. (4.1.43)

Again, we get the same estimates for the functions v,, + g as above in (4.1.16) and conse-
quently also for v,,. Thus passing to the limit as A — 0 introduces no further problems.
We also note that multiplying (4.1.1) by v — ¢ and integrating over € produces a conve-
nient form of A, corresponding to that of (4.1.43).

Second remark concerns Neumann boundary conditions. Let n be the interior normal
vector and consider the boundary condition

ou

a—n:p on 0f2.

We assume that p € L*(9€) and that the initial value satisfies the given Neumann con-
dition.

If outer force is not present or if it preserves volume in the sense fQ fdx =0 for all
t € [0, 7], and if the Neumann boundary condition is homogeneous, the volume preserving
condition is automatically satisfied (i.e., we can put A = 0). This can be shown by
integrating the equation over €:

4 udx:/(Au+f /—dS—O
dt Jq Q a0 O

Otherwise, we define the discretized functional by

2
/‘“ nal” g, +1/\Vu|2dx—/Fn(u)da:+/ puds
2 Q Q 0N

and look for its minimizer in the set

— {ue HY(Q); / wdz =V},

Q
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Computed by our standard technique, the Lagrange multiplier becomes

1 Up — Up—1 9 1
A = v /Q { ; Up, + | V| fn(un)un] dx + v/ pu, dS.

However, by simply integrating the original equation in space we obtain

S

In the discretized case this corresponds to perturbations of the type u+ ¢ of the functional
I(u) = Jo(u) — N, [pudz (see also Remark 4.2.4). Note that the multiplier therefore
only depends on time via f. Thus, if f is continuous in u, the limit process of \,, becomes
obvious. Here the weak solution is defined in the following sense

/OT/Q(thH—VuVQﬁ—f(U)tzﬁ)dxdt—l—/OT/é)Qp(bdtdS:/OT/QAngdxdt,

for each ¢ € L2(0,T; H'(2)).

4.2 Hyperbolic problem

4.2.1 Setting

In this part of the work, we consider a hyperbolic problem with volume conservation con-
dition. Such equations can model, e.g., a fast, vibrating motion of a membrane containing
a liquid of fixed volume. This section presents the contents of paper [37]. Since much of
the calculations and reasoning is similar to the parabolic case, we omit the details in such
cases and elaborate only on the new aspects.

We shall study the following volume-constrained hyperbolic initial-boundary-value
problem:

u(t,z) = Au(t,z)+ Mu) in Qr, (4.2.1)
u(t,z) = g(z) on (0,7) x 09, (4.2.2)
u(0,z) = wup(x) in Q, (4.2.3)
u(0, ) vo(z) in €, (4.2.4)
where A\ takes the form )
A = 1 /Q (s + |Vul?) da. (4.2.5)

Here Qr = (0,7T) x Q, where T" > 0 and 2 is a bounded domain in R™ with Lipschitz
continuous boundary 0f2. Further, u is a scalar function: )7 — R and V is a positive
real number representing the volume. We assume that g € L?*(09) and ug, vy € H'(2)
satisfy the compatibility conditions ug(z) = g(x), vo(z) = 0 for v € I and [, uodx =V,
fQ vodr = 0. These conditions are necessary for the setting to make sense physically,
while being essential also in the subsequent mathematical analysis.
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A solution u of this problem has a constant volume [, udz. Indeed, by multiplying
(4.2.1) by u and integrating over (2, we see that due to the definition of A in (4.2.5), any
solution w fulfils the volume-preservation condition

/ u(t,z)de =V  Vte (0,T). (4.2.6)

Model equation (4.2.1) can be derived formally by considering the Lagrangian of the
physical system in the form

1

L(u) = 5/{) [(ue)? = |Vu|?] dz (4.2.7)

and searching for stationary points of its action among all functions satisfying (4.2.6). Let
us suppose that there is a stationary point u. A heuristic use of the theory of Lagrange
multipliers, explained in Chapter 2, suggests that there should be a function of time A(¢)
such that u is a stationary point of

/OTL(u)dtJr/OT)\(/Qudx)dt

/OT /Q[—Utﬁbt + VuVe|dx dt = /OT <)\ /Q ¢d;p) dt Vo e C3°(Qr),

and, thus, satisfies

which is a weak formulation for (4.2.1).

The aim of this section is to provide a rigorous mathematical justification of this formal
derivation and to prove the existence of a weak solution. We shall see that one obtains
weak solutions of various kinds depending on the regularity of the initial functions ug and
Vo-

The variational method used here to accomplish this aim is again the discrete Morse
flow of hyperbolic type, introduced already in Chapter 3. It consists in replacing the
original problem by a sequence of minimization problems at discrete time levels (see (4.2.8)
below). The discretized functional is nonnegative, thus, the existence of a minimizer can
be shown, which is at crucial advantage over the functional (4.2.7).

In the sequel, we shall simplify the calculations by setting ¢ = 0. For remarks on
nonhomogeneous boundary condition, see Section 4.2.4. Moreover, we do not consider
any outer force term in the equation because it simplifies the exposition greatly. This
issue is also dealt with in a remark in Section 4.2.4.

4.2.2 Approximate weak solution

In this section we present the time-discretized variational scheme defining approximate
weak solutions. We divide the time interval (0,7) into N parts and set h = T/N. The
discretized functional reads

— 2Upp— neal? 1
Jn(u)z/Q'“ Un-1 + tn 2| dx+§/Q|Vu\2dx. (4.2.8)

2h?
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We search for a minimizer u,, in the convex set

K = {ue H'(9Q): ulon = O,/udw Y
Q

where ug and uy := ug+ hvg are given by the initial conditions (4.2.3), (4.2.4). We remark
that ug and u; belong to I because of the compatibility conditions mentioned in the
preceding subsection. By minimizing J,, : K — R, n = 2,3, ..., N, a sequence {u,}_, C K
can be obtained inductively. The second term of the functional is lower semi-continuous
with respect to sequentially weak convergence in H'(Q) and its first term is continuous in
L?(2) due to Rellich theorem. Therefore, the existence of minimizers follows immediately,
taking into account the boundedness from below of J,.

In order to derive a weak formulation, we choose a function ¢ € C5°(2) and consider
a variation of the functional J,, using volume-preserving perturbations

Up + ¢
Jo(un + eQ)dx ek

We note by (4.2.6) that the denominator is equal to V 4 ¢ [, ¢ dz, which implies that it
is positive for sufficiently small values of €. Then we have

u, =V

d
)0
n - 2 n— n—
_ / u “h; tn2 e +/ Vu, V¢ dr
Q Q
Up — 2Up—1 + Upp
—</( h21 2un+|Vun|2)dx>(/Cdx)
Q Q
=0.
Hence, we can write
Up — 2un—l + Up—2
5 (der+ | Vu,V{dr = | \,(dx, (4.2.9)
Q h Q Q
where A, is given by
1 — 2y _
A, = V/ <“" “221 Tln2, o \Vun|2) da. (4.2.10)
Q

We may call the value A, a discrete Lagrange multiplier (see Chapter 2).
~ We define two approximate functions u", 4" and an approximate Lagrange multiplier
A" by time-interpolation of the sequence {u,}_, of minimizers:

ah(t, ) = {“0(“’))’ t=0 (4.2.11)
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Integrating over the time interval (h,T’), we obtain from (4.2.9) the identity

// “t _“tt_ )¢+vuhv¢ du dt = //A%dxdt (4.2.12)
Vo € L*(0,T; HL ().

Further, u"(0) = ug and u”(h) = ug + hvg hold. It is natural to call u" and @" defined
by the sequence {u,}"_, an approximate weak solution of (4.2.1)—(4.2.4).

One of our goals is to show that the approximate solutions defined above converge,
as h — 0+, to a weak solution of the original problem. We define two types of weak
solutions.

Definition 4.2.1. (1) A function u € W»°°(0,T; L*(Q)) N L>(0,T; H}(Y)) is said to be
a weak in space solution to (4.2.1)-(4.2.4) provided that for every ¢ € C§°(£2)

/(uttqb—i- VuVe)dx = / Ao dx (4.2.13)
Q Q

holds for a.e. t € (0,T), with A from (4.2.5). Moreover, we require that u(0) = ug and
u(0) = vg be satisfied.

(2) A function uw € HY0,T; L*(2)) N L>(0,T; H} () is called a weak solution to
(4.2.1)=(4.2.4) if u(0) = ug is satisfied and the following identity holds for all test func-
tions ¢ € C§°([0,T) x Q)

/OT /Q (—uey + VuVe) du dt - /Q vo(0) d (4.2.14)

1 [ 1
= —/ /(—ut(u@)t+ |Vul|?®) dv dt — —/uovo@(O) dx
Vo Ja Vi Ja

Here & = fQ ¢ dx is a function of time only.

Note that on the right-hand side of (4.2.14) stands actually the expression fOT fQ A¢ dx dt
but it is integrated by parts with respect to time.

4.2.3 Limit process

We show that under the assumption ugy,vg € H'({2) the approximate solutions converge
to a weak solution, whereas assuming ug, v € H*(Q) yields a weak in space solution. The
stepping stone in the proof of the convergence is the following energy estimate.

Proposition 4.2.1. Let h < 1 and ug,vo € HY(Q). Then under the assumptions of
Section 4.2.1, the approximate solution satisfies

I (1) 220 + V@ Ol ey < 200+ 52) (lloollFre) + I Vuollfe ) < Cp - (4:215)

for almost every t € (0,T), where Cg is a constant independent of h.
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Proof. We select the test function ¢, = (1—0)u,+0u, 1, 0 € (0,1). Noting that ¥, € K
and by the minimality property we get

0 < ( n(¥n) = Jn(un))

1
= 552 (2(un—1 - un)(un — 2Up—1 + un—2) + e(un - u"—1)2) dx
22 J,
1

= / 2Vt (1 — ) + 0]V (11 — ) |?)
Q

Passing to the limit as § — 0+,

0 < —% Q(un — Up—1)(Up — 2Up—1 + Up_2) dx + /QVunV(un_l — Uy) dx
< 2—}112 Q(un_1 — Up2)? — (Up — Up—1)* dz +/Q |Vun_1\22— Vel d
Thus, after summing up from n =2 to k=2,3,..., N, we arrive at
1 2 2 2
allun = weillzage) + 1IVukllza@) < 55 llun = uo|[Z2() + [ Vinllf2(q)
Recollecting (4.2.11) and u; = ug + hvy, this is already the desired estimate. O

Using this result, we can derive a subsequence h;, such that u converges in a certain
topology to be mentioned in Lemma 4.2.1. Using the simplified notation without indeces
of h (see Chapter 3), we thus have

Lemma 4.2.1. There exists a subsequence of {h — 0+} and a function u belonging to
L>(0,T; HY () nWhe(0,T; L3(Y)) such that
ul  — w, weakly* in L>®(0,T; L*(Q)),
Vi — Vu weakly* in L>=(0,T; L*(Q2)),

ul @ — u strongly in L*(Qr).

Proof. First two convergences are an immediate consequence of estimate (4.2.15). The
last convergence for u" holds by Rellich theorem because u" — uy € H'(Qr) vanishes
n ([0,7] x 9Q) U ({0} x ), and ||[Vu"||r2(q) and |[u}!||z2(q) are uniformly bounded (see
(3.1.16)). Since
17" = w"llr2@r) < Allutllz2@n),

(see (3.1.14)), we conclude that @" and u" converge to the same function. O

A finer estimate for more regular initial data is stated in the following lemma.

Lemma 4.2.2. Let ug,vy € H*(Q). Then the approzimate weak solution u" obeys the
estimate

/ ‘ut t )‘zda:—l—/ |Vul(t)|*dv < CF, for a.e. t € (h,T), (4.2.16)
Q
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where constant C'y; is independent of h.
Moreover, there is a uy € L®(0,T; L*(Q)) and a subsequence to the sequence from
Lemma 4.2.1 such that

ui () — ui'(t = h)
h

Proof. We recall the identity u; = uo+ hvo. Let us further set u_; = ug — hvg +h?Au, €
L?(2). This function may not satisfy the volume constraint but since

— uy  weakly® in L>(0,T; L*(Q)). (4.2.17)

U — 2ug + u_q
12
we have for every ¢ € H}(Q) the relation

QU+
/“1 Zng“ 1Cdx+/Vu1V(dx:O:/>\1§dx.
Q Q Q

= Aul,

The last equality follows from

uy — 2ug +u_

A\ = / (— h‘; Sup 4 |V [?) do = /(Aulul + |Vuy[?) dz = 0.
Q Q

Let us use the notation d,, = u, —u,_1, n =0, 1,..., N, and subtract equation (4.2.9) with

n replaced by n — 1 from (4.2.9) itself. This corresponds to discrete differentiation of the

equation with respect to time. We get

dn - 2dn—1 + dn—2
Q h?

(dx+/Vng§dx:/()\n—)\n_l)gdx,
Q Q
n=23,...,N.

We choose ( = d,, — d,,_1 and since this function has zero volume, that is,

/ (dx = /(dn —dy_q)dr = /(un — 2Up_1 + Upy_2)dz =0, (4.2.18)
Q Q Q

we find that

dn - 2dn—1 + dn—2
9 h?

(dy — dy 1) dz + / Vd,V(dy — dy ) dz = 0,
Q
n—=273 . . N (4.2.19)

Note that the property (4.2.18) is very important because it enables us to get rid of the
nonlinear terms A\,,.
After summing up from n =2 to k =2,3,..., N, and applying (3.1.10), this yields

1 1
3 (dk—dk 1) dx+/ \Vd|* do < — -3

for k =2,..., N, which is, after dividing by h?, the same as

/}ut t (t— >}2dx+/|Vu?(t)|2dx§/|AU1|2dx+/‘vvo|2dx
Q Q L

(dl—d0)2dx+/|Vd1\2dx,
Q
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for a.e. t € (h,T). If we extend the definition (4.2.11) of approximate functions for ¢ €
(—h,0), (4.2.16) holds for a.e. t € (0,T). Hence, there is a function v € L>(0,T; L*(2))
so that
ug (t) — ug(t — h)
h

On the other hand, taking ¢ € C§°(Qr), which is an allowed test function for the above
weak*-convergence, we have

[ [,
h

0 Q

T Uh(t T—h U
//t pdx dt—/ /t o(t+ h)dzdt

o Ja h

T
//u? t+hddt //“t ot + h) da dt
0 Q

T
+/ /ut(tgot—i—hdxdt

T—h JQ h

. h

:/ /u?(t)(pt) :(t+h)dxdt—//(Uo—hAul)godxdt

0 Q 0 Q

T
—>—/ /utaptd:ﬁdt as h — 0+.
0o Jo

— v weakly* in L>®(0,T; L*(Q)).

This shows that v = uy in the sense of distributions, and (4.2.17) follows. O

Remark 4.2.1. The proof of Lemma 4.2.2 suggests that we can get any reqularity of u
with respect to t, if only the initial conditions are sufficiently reqular. The reqularity of
initial conditions allows to define appropriate approximations u_, for negative timest €
(—nh,—(n — 1)h) satisfying the approzimate equation. Then we obtain relation (4.2.19)
for difference quotients d,, of arbitrary order.

By energy estimate (4.2.15) and the strong convergence of u” we immediately get

Lemma 4.2.3. The limit function u from Lemma 4.2.1 satisfies the homogeneous bound-
ary condition (in the sense of traces) and the volume constraint (4.2.6).

Now, we prove the main result for initial functions from H?(€2).

Theorem 4.2.1. Let ug, vy belong to H*(Q). Then the approzimate weak solutions defined
by (4.2.11) converge to the unique weak in space solution of the original problem (4.2.1)-

(42.4).
Proof. Let ¢ € C*((0,7); C5°(€2)). Then

T T
/ / V'V drdt — / / VuVodrdt as h—0+. (4.2.20)
h Q 0 Q
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Moreover, we have

T h(tY — oh(t — T
/ / w(t) —ut=h) . _>/ /uttfbdazdt, as h—0+.  (42.21)
h Q 0 Q

h

If the right-hand side of (4.2.12) converges to fOT Jo Ao dx dt, we arrive at the definition
of weak in space solution to our problem. The multiplier A\* has the form

hig\ o h(p
A = %/ (“t ®) Zt E=M) \Vah|2) da. (4.2.22)
Q

It can be extended to ¢ € (0,h), when one uses the definition of u_; introduced in the
proof of Lemma 4.2.2. By the estimates (4.2.15) and (4.2.16) we find that the approximate
Lagrange multipliers are bounded in L?*(0,7T) independently of h:

/OT(S\h)zdt < % OT [/Q <U?(t) —Z?(t—h)ydf’*/g(ﬂh)zd“f} di

2 ’ h|2 ?
+W/o (/Qwu\ daz) it

< C(T).

In fact, by the same reason, we have even the uniform estimate A*(t) < C for a.e. t €
(0,T). The above estimate shows that there exists a function x € L?(0,T), such that
M — g weakly in L2(0,T). Passing to the limit as h — 0+ in (4.2.12), we have by
(4.2.20) and (4.2.21),

T T
/ /(utt(b + VuVo)drdt = / / k¢ dx dt for ¢ € L*(0,T; H}(Q)).
o Jo 0o Ja
For every t € (0,7 we select

o(t.2) = {u(t,x)7 tel0,t), zeqQ,

to obtain

t 1 t t
/mzt:—/ /(uttu—l—WuP)dxdt:/ Ndt ie(0,T).
0 V 0 Q 0

This shows that £ = A almost everywhere in (0,7"). Hence,

/OT/Q(utt(bJrVqub)dmdt:/OT/Q)\gbdxdt.

/(utt(b + VuVo)dr = / Ao dx Vo € Hy(Q), forae. te(0,T).
Q )

Thus, in particular,
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The function u belongs to W2°°(0, T; L*(€)) and thus also to C'([0,T]; L*(2)), justifying
the strong formulation of initial conditions. Applying Mazur’s theorem to u — uy and
u; — vg, we infer that the initial conditions are satisfied.

The uniqueness follows, as in Remark 4.1.1, from the fact that after subtracting the
above equation corresponding to two different solutions and testing by the difference of
the solutions, the multiplier term disappears. Then we can use standard technique for
uniqueness of solutions to hyperbolic equations (see, e.g., [8], Section 7.2). O

We now explain how to obtain a weak solution for initial data belonging only to H*(2).
In the sequel, we shall need the following identity:.

Lemma 4.2.4. Let v be any smooth function independent of t, satisfying boundary con-
ditions and volume constraint (4.2.6). Let & belong to L*(0,T; Hi(Q)). By X we denote
the integral fgfdz, which is a function of time only. Then it holds

T Ripy _ h(p
/ / (“t (®) Zt (E=h)ony \vuhPX) dz dt (4.2.23)
h Q

T Rip\ _ oh(s
:/ / (ut (t) Zt (t—h) vX + VﬂthX) dx dt.
n o Jao

Proof. The equation is obtained from (4.2.12) by putting ¢ = (@" — v)X, which is a
function from L2(0,T; H3(2)). O

Theorem 4.2.2. Let ug,vy € H'(Q). Then the approxrimate weak solutions defined by
(4.2.11) converge to the unique weak solution w of the original problem (4.2.1)-(4.2.4).

Proof. We can pass to limit in the left-hand side of (4.2.12). Selecting an arbitrary
¢ € Ce([0,T) x ), we find that

/ / V"V de dt = / Via'"V de dt — / / V"V de dt
Q

—>/ /VuV(bd:E dt as h —0+. (4.2.24)

Moreover, we have (see Chapter 3 for details)

//“t _“tt_ M) b o it
/ /ut ¢ da dt—/OT h/ﬁ“iﬁt (t + h) du dt
// t+hddt//ut 6 du dt

o(t+ h)dzdt

T—

h
— —/ /ut tdxdt—/vo¢(0) dx as h — 0+. (4.2.25)
o Jo Q
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The convergence of A" is not obvious and is proven below by the application of Lemma
4.24. Let ® = [, ¢dx. Then, due to (4.2.23), we have

/hTAh </qudx) dt = /hTAhcbdt
_ l/T/ (“il(t)_“?(t_h)u%ﬂwh\?@) dz dt
- —/ /(ut h)UCID—i-Vﬂth(D) dz dt.

Here we proceed similarly as in (4.2.24) and (4.2. 25) writing v® instead of ¢ :

- 1 1
/ N ddt — —/ / (—uw®; + VuVod) dxdt — — / vov®(0) dz. (4.2.26)
h Vo Ja VJa

Using (4.2.24)—(4.2.26), we can pass to limit in (4.2.12) to arrive at

/OT /Q (—wdy + VuVe) de dt — /Q 20(0) de

T
= / /(—utv@t + VuVod) dx dt — / vov®(0) dz.
o Jo 0

By density argument, we see that in the above equation we can choose again ¢ = (v —v)W¥
with v as in Lemma 4.2.4 and ¥ = [, ¥ dzx, ¢ € C°([0,T) x Q) arbitrary. We get

/OT/Q (_ut(u\If)t + \Vu|2\11) dx dt — /QUOU(U)\I’(O) dx (4.2.27)
= /OT/Q(—utv\IlpLVuVU\IJ) dx dt — /QU()U\I’(O) dx.

We have used the fact that the limit function u satisfies the volume condition. Using
(4.2.26) and (4.2.27) for the test function ¢ € C§([0,7) x §2) introduced in (4.2.24)
instead of ¢, we obtain

T T
/ Nddt — + / / (—uy (ud), + [Vul2®) dz dt — - / vou(0)B(0) dz.
h V 0 Q V Q

Combining this fact with (4.2.24) and (4.2.25), together with standard technique for initial
condition u(0) = ug (see Chapter 3) proves our statement. The uniqueness follows by the
same reasoning as in the proof of Theorem 4.2.1. a

In this section, a mathematical model for surface vibration preserving volume was
derived strictly from the mathematical point of view by introducing a series of variational
functionals and making use of the essential properties of their minimizers. Mathematical
analysis of the convergence of approximate solution is also given, leading to the proof of
existence of weak solutions to a hyperbolic partial differential equation and the derivation
of concrete expression for Lagrange multiplier. We realized the approximate solution
by numerical computation for a physical phenomenon of lifting a film, comparing the
volume-preserving and non-preserving cases (see Section 7.2).
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4.2.4 Remarks

In this subsection, we provide several remarks touching the problem with a force term
and other types of boundary conditions.

Remark 4.2.2. (On outer force)
In this remark, we would like to deal briefly with the problem having an outer force term:
instead of (4.2.1) we consider

ug(t, ) = Au(t,z) + f(t,z,u) + A(t) in Qr, (4.2.28)
where we assume that function f is continuous in u and satisfies
[f(t,2,8)] < Cyls| +(t2), v € L*Qr). (4.2.29)

In this case, setting again g = 0, the Lagrange multiplier becomes

1
\O) = 5 / (gt + [Vl = f(u)u) da. (4.2.30)
Q
For functions f, F and ~, where F' is a primitive function to f with respect to the third
variable, we introduce on each time level n = 1,2,..., N a time-independent variant in

the following way:

1 nh 1 nh
folz,s) = E/ f(t,z,s)dt, F,(x,s)= E/ F(t,x,s)dt,
( (

n—1)h n—1)h

1 nh
'yn(gj7$) = _/ ’Y(t,l’,S) dt.
h Ji

n—1)h

The discretized functional then reads

— 2y ol? 1
Jn(u):/g‘u un2}12+un 2 dx+§/9|Vu\2dx—/QFn(u)dx. (4.2.31)

We now prove that we can obtain the same energy estimate as in (4.2.15):

' )220y + IVE" ()12 < Crluo, v0, Cr. [ 22(0r). T)

for a.e. t € (0,T), where CF is a constant independent of h.

Proof. Again, we select the test function ¢ = (1 — 0)u,, + Ou,_1, 0 € (0,1). By the
minimality property 0 < 3(J,(¢)) — J,,(u,)), passing to the limit as § — 0+ and using
(4.2.29), we get

1
0 >~ T 75 (U/n - un—l)(un - 2un—1 + un—2) dx + / VUnv(un—l - U/n) dx
h? Jq g
[ ) = ) d
Q
2 _ 2
< 1 ((un—l - Un—2)2 — (up — Un—1)2) dzx _|_/ [V, | |V, i

Q

202 Jg

2
+C§h/uidm+h/7§dm+ﬁ/ Un = Wn1) gy,

2
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Thus, after summing up, we arrive at

Up — Up—1

|4

H%Q(Q) + ||Vun||2L2(Q) < ||U0||2L2(Q) + ||Vu1||2L2(Q) + 2||7H2L2(QT)

. U — Uk—1
#3020l + 1 |

k=1

Since u,, € H}(Q2), we have a constant 0 < Cp < 1 independent of n such that

[VunliZ2qy 2 Cr (IIVunlay + lunlaey) -

Denoting
Up — Up—1

h

an = || H%Q(Q) + CPHVUHH%Q(Q) + CPHUnH%?(Qy

we get

an < ool 32(q) + IVuLlliz) + 2171720 + max{2C}/Cp, 1}h2ak.
=1

The discrete Gronwall lemma (see [13]) finally yields
max 2
an < (HUO||2L2(Q) + ||Vu1||2L2(Q) + 2||7H2L2(QT)> T max2Cy e},
This is already the desired estimate. O

However, under assumption (4.2.29) we are not able to prove an estimate analogous
to Lemma 4.2.2. Further assumptions, such as a condition on the behaviour of the time
derivative of f, would be necessary. Also, in order to show the existence of minimizers
to (4.2.31), we have to assume that either C'; from (4.2.29) is small enough or that f is
bounded (see estimates in Section 4.1.2).

Remark 4.2.3. (Nonhomogeneous boundary condition, independent of time)
Consider the boundary condition

ulag = g.
Assume g is chosen in such a way that g € H?(2), fQ gdx = 0 and that ug|sn = glag. We

introduce a new function v by u = v + ¢ (analogously u, = v, + ¢). Then v|sq = 0 and
fQ vdr =V and we can transform the problem to: find a minimizer v,, of the functional

|v — 20,1 + Vp_al? 1 )
Jﬁ(v):/Q 577 dx+§ Q\Vv+Vg| dx
in
K = {v € H'(Q): vlpn = O,/vdaz _ vy,
0
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The Lagrange multiplier in terms of v is calculated in the same way as in the case of
homogeneous boundary condition:

1 201+ U
h= o [ [ 2 V(o + 9)Vo,| da. (4.2.32)
v /o 12

Since the test function (1 — 0)v,, + 0v,,_1 again belongs to I, we get the same estimates
for the functions v, as above and, using the properties of g, also for the functions wu,,.
Hence, passing to the limit as o~ — 0+ can be done in the same way as explained in the
previous Section. We should note that by multiplying (4.2.1) by u — ¢g and integrating
over {) we obtain a convenient form of the Lagrange multiplier corresponding to (4.2.32),
i.e., instead of (4.2.5) we have

A= %/Q [ue(u— g) + VuV(u — g)] do = %/ﬂ [vyv + V(v + ¢) Vo] d.

Remark 4.2.4. (Neumann boundary condition, independent of time)
Here we deal with the condition

ou

an =P on OS2,

where n is the unit inner normal to 9. We assume that p € L?(9)) and that the initial
value satisfies the given Neumann condition. We define the discretized functional by

[t — 2Up_1 + Up_o|? 1 / ) /
= d - Vul|*d dS
/Q 577 T+ 2/, |Vu|*dz + ., U

and look for its minimizer in the space

K = {u e Hl(@);/udx _ vy,

Q

The Lagrange multiplier computed by the standard technique becomes

—2n e 1
:_/ Y 1+u 2 n—|—|Vunﬂdx—|—V/ puy, dS.

o0

However, by simply integrating the original equation in space we obtain

1
A=A\, =— [ pds. (4.2.33)
9] Joo

In the discretized case this corresponds to perturbations of the type

e_ UnTE /
= 1+5‘Q| ek
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of the functional J,,:

Jn(u6> - Jn(un)

0 = lim n
e—0 £
_ |€2] |€2] > €]
= /Q ((1 — Vu")(u" — 2Up 1 F Upy_2) — V\Vun| ) dx + /m (1 — Vun)pdS

— _@</ (wn(tn = 2up—1 + Up—2) + |Vu,|?) dz Jr/ Pln dS) Jr/ pds
: o0

o0
= —\Q|)\n+/ pdS.
o0

The weak solution is obtained immediately in the following sense:

/OT/Q(—ut(meVqub)dxdt—/Qvogb(O)d:E—l—/oT/anqdedt:/OT/Q)\gbda:dt

for each ¢ € C§°([0,7); C>(2)), with A from (4.2.33).



Chapter 5

Problems with free boundary

In this Chapter, we study problems with volume preservation, where a free boundary
appears. The equation models the motion of droplets on surfaces — the parabolic equation
is considered as a model for small, viscous, slowly moving drops, and the hyperbolic one
for the faster motion of larger drops. The main idea of the model is to divide the drop
into two interacting parts: a film representing the surface of the drop, and the fluid inside.
The film, which determines a (moving) boundary for the liquid inside, is considered to be
the graph of a scalar function. The motion of the liquid is described by equations of fluid
dynamics. Some more details of the model are given in the Appendix to this Chapter
(see Section 5.3). Here we are concerned especially with the mathematical analysis of the
problem for the film.

The key features of the phenomenon, described by the model equation, are the free
boundary, volume constraint and contact angle. The underlying surface, on which the
droplet rests, plays the role of an obstacle to the motion and gives rise to free boundary.
Moreover, we assume that the volume of the drop does not change, obtaining the volume
constraint. Finally, there is a nonzero contact angle on the boundary of the region where
the drop touches the surface. This adds a delta-function term into the equation. In this
work, we consider only smooth approximations to this term.

Our approach to free-boundary problems avoids direct analysis of the properties of
the free boundary itself. This is a challenging task left for future research. Particularly,
in our definition weak solutions are tested only by functions with support not intersecting
the free boundary.

We propose construction of approximate solutions by a variational method and show
their convergence to a unique weak solution. Application of variational principles to con-
strained problems of this type is effective. Another method that was successful in abstract
analysis of constrained evolutionary problems relies on the technique of subdifferentials
and Yosida approximation (see [2], [5], [26], etc.). Although this framework is able to
solve a large class of problems, there are some disadvantages which we try to overcome
by introducing a different approach. The most substantial contribution of the new proof
is that, contrary to subdifferential approach, it is repruducible in numerical computations
(for an example of numerical results, see [19] or Sections 7.3 and 7.4 ). Another feature
of our method is the absence of assumptions on convexity, which are in essence indis-
pensable for the definition of subdifferentials. This fact is significant in regard of future
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consideration of sharp contact angles. Moreover, the type of regularity results presented
here is new, as far as we know.

5.1 Parabolic problem

First, we attack a problem of parabolic type. We show the existence of a weak solution.
The main tool will again be the discrete Morse flow (see Chapter 3) combined with
smoothing. The contents of this subsection are taken from the preprint [38].

5.1.1 Model equation and its properties

In the Appendix, we have obtained a model equation for droplet motion. Imposing
appropriate initial and boundary conditions, we have the following problem:

w(t,x) = Au(t,z) —y(z)xL(u(t,x)) + XusoA(t) in Qr, (5.1.1)
u(0,2) = wup(z) for x € Q, (5.1.2)
u(t,z) = 0 on (0,T) x 0. (5.1.3)

Here T' > 0 is the time up to which the motion is considered, €2 is a bounded domain in
R™ with smooth boundary Q2 and Q7 = (0,7) x €. The unknown function u represents
the shape of the drop. The initial shape ug is assumed to be a function belonging to
L>(Q) N Hy(Q). The Laplacian comes from an approximation of the minimal surface
operator, when we assume hydrophilic surfaces:

1
V14 |Vu]2 = 5\vu|2. (5.1.4)

Further, v € L>(Q) is a coefficient describing the surface tensions of the three phases: lig-
uid (drop), solid (underlying surface) and gas (air). The dependence on the space variable
expresses the fact that we consider chemically nonhomogeneous underlying surface. The
symbol y,so stands for the characteristic function of the set {u > 0} = {(¢,x) : u(t,z) >
0} and x. is its nondecreasing smoothing (see Figure 5.1) with the property x.(x) < C/e
for z € (0,¢). The term comes from the requirement of fixed contact angle at the free
boundary of the drop. The contact angle 6 depends on the various surface tensions and
is given by Young’s equation

cosf=1-—r. (5.1.5)

In order to satisfy this relation, it would be necessary to insert a delta function term
Yda{u>0} into the equation. We have simplified the problem mathematically by smoothing
the delta function. A formal justification of the approximation is presented at the end of
this subsection.

Finally, A is a Lagrange multiplier defined by

1
A\ = V/ [uu; + |Vul? + yux’ (v)] da. (5.1.6)
Q

This is a parabolic problem with free-boundary 0{u > 0} and a complicated term A
having the form of the integral of the unknown function. The solution of this nonlocal
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Xe

Figure 5.1: Smoothing of characteristic function.

equation as it is, seems very difficult. However, it is possible to solve the problem by
the variational method called the discrete Morse flow, which is presented in the subse-
quent paragraphs. In this method we use the minimality property of a time-discretized
functional, and insert the volume constraint, which gives rise to the nonlocal term, into
the admissible function set. Thus, we can handle the constraint without considering it
explicitly. This method is identical to the case without free boundary (Section 4.1).

Remark 5.1.1. [t is possible to add also a general outer force term f(t,z,u) to the right-
hand side of model equation (5.1.1). However, this would only complicate the formulas, so
we keep only the smoothing of the delta function representing the contact angle condition,
in order to emphasize its features important for later deliberations on the sharp contact
angle case (€ =0).

Here we confine ourselves to stating assumptions on outer force term, which guarantee
the correctness of all proofs below, even with the outer force term present. The function
f should be continuous in the variable v and satisfy f(u) =0 foru <0. If m < 3 and f
does not depend on time, the following condition is sufficient:

—Ciu® =Ty (7) < f(z,u) < Cou+ Ty(x),

where Ty > 0 and T'y > 0 belong to L>®(2), C; > 0 and Cy is a constant smaller than
a certain value. Otherwise, for time-dependent outer forces a more involved assumptions
would be necessary. See [36] for details of the outer force treatment.

For example, gravity acting on a drop on a tilted plane with inclination angle w would
give the form f(z,u) = —gucosw+gxsinw. This function satisfies the above assumptions.
In a coupled model considering also the motion of the fluid, this term would also include
the force exerted on the film by the fluid.

In the present subsection, we mention some features of the model equation (5.1.1),
especially the relation that holds on the free boundary when the smoothing parameter
is taken to zero.

First, we shall formally discuss the maximum principle for our equation. Let us con-
sider the set Q7 N {u < 0}. If w is smooth, then it is an open set with smooth boundary.
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Moreover, from the definition of y. we see that u; = Awu holds in this set. Since u is
zero on its boundary and ug > 0 , from the maximum principle we have that v must
vanish inside the set {# < 0}. This means that the solution of (5.1.1)—(5.1.3) is either
zero or positive satisfying u; = Au — yxL(u) + A. We see that the characteristic function
in front of the Lagrange multiplier realizes the obstacle and gives rise to a free boundary.
Moreover, reasoning from the maximum principle, it appears that it will be convenient to
set up the volume preservation condition in the form

/ Xuaysou(t,z)dz =V Vi€ [0,T), (5.1.7)
Q

so that we can make use of the “cut-off at zero” argument.

Next, we shall formally compute the free boundary condition for the free boundary
problem corresponding to (5.1.1)— (5.1.3) for ¢ — 0+. The obtained identity compared
to (5.1.5) shows the adequacy of this e-approximation.

Proposition 5.1.1. Let us suppose there exists a classical solution u® to (5.1.1)-(5.1.3)
and that for e — 0+ it converges in a sufficiently strong sense, which will be clarified in
the proof, to a function v satisfying v, = Av+A, A = & [ (vo,+|Vo|?) dz in Qrn{v > 0}
and v =0 in QrN{v < 0}. Then |Vv|* = 2y holds on & {v > 0} for almost allt € (0,T).

Proof. We select an arbitrary ¢ € C§° (Qr) and multiply equation (5.1.1) by the
function Cus, (E Cg—gi» k=1,...,m. Next, we integrate the resulting identity over Qr =
(0,7") x 2 and obtain (see [4])

/ Cuy (AU = uf + AXueso) dz = / YCugxL (uf) dz. (5.1.8)

T T

The simplifying notation z = (x1, ..., Z,,, t) is used here. Applying Green’s formula, we
derive an equation with only first order derivatives of u® and then take € to zero. Noting
that [x. (u)],, = X.(v°)uj, and assuming that x. (u®) — Xxu>o0 a.e., we have for the
right-hand side of (5.1.8)

| i) as = - [ 0w ) iz

T T

— (YQ)r dz
e QrN{v>0}

= — / vCvi dS.
QTﬂa{U>O}

The symbol v, stands for the k-th component of the outer normal vector v = (vy, ..., Vpi1)
to the set {v > 0} C Qr, Vmy1 being the time-direction component. Since v € L®()
only, we should mollify it, but we can assume v € C*(€2) in this formal setting.
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As for the left-hand side of (5.1.8), we can proceed in the following way:

Cuy, (Au® — uf + Axusso) dz
Qr

_ / 1V (C) V® + Gl — Ul yueso d

T

1
—— [ (EVCVH — 190G+ Cuia; — G s ds

T

1
— —/ (s V¢V — §|VU|2Ck + Cogty — Cupl\) Xuso dz

e—0
T

:/ Cup(Av —v + A)dz
QTﬂ{U>0}
1
—/ <Cvk (Vv,0) - v — —\Vv\2Cuk) as
Qrrofv>0} 2

1
- _/ (CUk (Vv,0) - v — —IVU|2CVk> ds.
Qrnd{v>0} 2

Under the notation Dv = (vg,, -+ , Vs, , ), the outer unit normal can be expressed as
v = —Dv/|Dv|. Hence, on 0{v > 0} we get vy, = —vy |Dv| and

1 1
—/ <§vk (V%O)-V——‘VQJPCW;) dS:——/ |Vol? Cvy dS.
Qrno{v>0} 2 2 JQrnofv>0}

The above calculations yield

2 / Ve dS = IVo|® vy, dS,
QrNo{v>0} QrNo{v>0}

which means that for almost all times ¢ € (0,7,
Vo> =2y ond{v>0}. (5.1.9)

O

Let us study the relation between the free boundary condition (5.1.9), which we have
just formally derived, and Young’s equation (5.1.5). Using (5.1.5), we find

2v = 2(1 —cos ) = 6% + O(6*).
On the other hand,
|Vo]? = tan® 0 = 6% + O(6*).

We see that the smoothing x. of the characteristic function in (5.1.1) is reasonable and
also that by the approximation (5.1.4) we have introduced an error of order O(#*) in the
contact angle.
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5.1.2 Existence of weak solution

Here we show the main result concerning our problem — the existence of a weak solution to
(5.1.1)—(5.1.3) that is nonnegative and satisfies the volume conservation identity (5.1.7).
We assume that v € L>®(2) and ug € L>®(Q) N H () are nonnegative. We also assume
that ug is Holder continuous and satisfies (5.1.7).

The main idea of the proof is to state and solve a minimization problem corresponding
to a smoothing of the original problem. Specifically, we regularize the volume constraint
(5.1.7) by smoothing the characteristic function. We show the existence and several
important properties of the solution to the smoothed problem using the discrete Morse
flow variational technique. Since we also obtain the uniform convergence of solutions to
the smooth problem with respect to 9, we shall finally be able to construct a weak solution
to the original problem.

First, we introduce the approximate problem parametrized by 6 > 0:

u) = Au’ — L) + (Xs(u’) + u'X5 (1)) A in Qr,

u’(0, ) = up(x) in €,
uw(t,x) =0 on 02, (5.1.10)
where
e Jo (Wdu® + VU 2 + yxL(u)u’) da (5.111)
V+ Jo X5(u®) (w?)? d ’
and Xs(u) is a smoothing of the characteristic function x,so (see Figure 5.2):
a(u) 0, u<-—0
u) =
X 1, uw>0,
interpolating in (—4,0) by a smooth increasing function so that
Xs(u) < C/6 for ue (—0,0). (5.1.12)

Note that the denominator in (5.1.11) is positive.

X6

-0 0 U

Figure 5.2: Smoothing of characteristic function.

A weak solution is defined in the following way.
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Definition 5.1.1. A function v’ € HY(Qr) N L>=(0,T; H(Q)) is called a weak solution
of (5.1.10), if it satisfies the initial condition and

T
/ / (ufgp + Vu'Vp + Wxé(ué)ga) dx dt (5.1.13)
0o Jo

T
= / )\6/ (Vs (u®) + u’X5(u’)) pdxdt Vo € L*(0,T; Hy(S)),
0 Q

where X is given by (5.1.11).

We remark that A\° € L%(0,T) and all the integrals in the above equation have sense for
u® with the stated regularity.

To solve this problem, we make use of the mentioned variational method. The results
are summarized in the following theorem.

Theorem 5.1.1. There exists a weak solution of the above approximate problem satisfying

u’ > —4, (5.1.14)
the perturbed volume constraint
/Qx(;(uﬁ)u‘S de =V (5.1.15)
and the following estimate
14?122 + IVU ()]0 +/vae(u5)(t) dx < C(uo) (5.1.16)

for a.e. t € (0,T), where C(ug) does not depend on ¢. )
Moreover, the solutions are uniformly bounded in [0,T] x Q and uniformly Hélder
continuous on Qr with respect to the parameter §.

The rough structure of the proof, based on the result [36], is to use a minimizing
method for a time-discretized functional in order to construct approximate solutions and
show that these approximations converge to a weak solution. We divide the time interval
(0, T) equidistantly into N subintervals of length h = T'/N, N € N, and for each h > 0

we construct an approximate solution u®" in the following manner.
First of all, put u*® = wg, and for n = 1,2,..., N, find a minimizer u®" of the
functional
; i G T
T8 (u) :/ (ML 21V + e w) do (5.1.17)
Q 2h 2

in the admissible function set
Ko = {u e H():; / Ts(w)uda = V}. (5.1.18)
Q

This functional is called the discrete Morse flow corresponding to (5.1.10). We remark
that neither in (5.1.10) nor in (5.1.17), any penalty term is present, although one would
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expect it for obstacle problems, having the method from [26] in mind. The role of the
penalty here is played by the smoothed characteristic function modifying the volume
constraint in the set K. The maximum principle then yields the estimate (5.1.14), as
proved in Lemma 5.1.2. Therefore, a penalty of the type —1/5(u’)~ on the right-hand side
of (5.1.10) is unnecessary, though all the proofs would hold true also with such penalty
present.

Next, we interpolate the minimizers u®", n =0,1,2,..., N in time, i.e., we introduce
the following functions (see Figure 3.1):

uw™(x), t€((n—1hnh], n=1,...,N
u6’h(t ZL’) _ {UO(]J), t=20

o Dhon(g)  mh=tyde=Y(g), t € ((n—1)h,nhl,n=1,...,N
Nr(t)y = M te((n—1hnh], n=1,... N

@h(t, ) = {“O(“’)’ =0 (5.1.19)

The values \>" are defined later.

We prove Theorem 5.1.1 by sending h to zero in the following lemmata. Above all,
we have to show that there exists a minimizer of J°, that the functions u®" are bounded
in a certain norm and that they converge to a weak solution of the approximate problem

(5.1.10).

Lemma 5.1.1. There exists a minimizer u®™ € K2, of the functional J° from (5.1.17) for
eachn=1,2,... N.

Proof. Let {u;}2°, C K be a minimizing sequence: J2(uz) \, infys JS. Since J? # oo
on K3, there is a function u; € K9, such that JS(u;) < co. Then we have the estimate

U — u5,n—1 2 1
/ <% + §\Vuk|2 +7Xa(uk)> dz < J)(uy) < 00
Q

and we immediately see that the minimizing sequence is bounded in Hj(£2). Hence, there
is a subsequence (denoted again by uy) and a function u € HJ(2) such that

Uy — u weakly in H'(£2),

up — u strongly in L?*(€2).
Moreover, u belongs to K2, which is seen from the following relations:
d . - _
)@(Xa(U)U)) = [X5(w)u + Xs(u)| < C(Ju| + 1) (5.1.20)

and, therefore,

‘/Qf(é(u)udx—V‘ < /Q|>~<5(“)“—>~<6(Uk)uk\ da

< C’/|u—uk\(1+|u|+|uk\)daj—>0 as k — oo.
0
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Since functional .J° is lower-semicontinuous with respect to the sequentially weak conver-
gence in H'(Q), we have

J2 (u) < liminf J® (ug) = iI%fJS,
}CV

k—o0
confirming that u is a minimizer. O
Lemma 5.1.2. The approximate solution is bounded from below:
ut > =5 a.e. in S, (5.1.21)

and satisfies for almost every t € (0,T) the estimate

g ™[22 + IV (D72 + 2/ YX(a"(t)) da < C, (5.1.22)

where C' depends on |[uo|| g3y and ||v[|r1) but is independent of h and 4.

Proof. We prove the first assertion by mathematical induction. For n = 0, we have
u®® = uy > 0. It remains to show that if u®"~1 > —§ a.e. in €, then (5.1.21) holds. If
u®™ belongs to K, then setting

@ = (U 4 0)Xyss 5 — 0
(i.e., cutting at —d), we find that @%" € K, (see [12], Chapter 7.4) and
To(@™) < Jo(u).

This is because the first and last terms of the functional (5.1.17) do not increase by the
cutting, the gradient term also does not increase (see again [12]) and the x.-term does
not change.

Thus, there is at least a minimizer satisfying (5.1.21). In addition, if the set of x € Q
where u®"(z) < —§ has positive measure, we have J2(a%") < JS(u’") because the first
and last terms of the functional increase sharply.

From the relation JS(u®") < JO(u®"~1) we derive

|u6,n B ué,n—l‘2 1 o,n|2 o,n 1 on—1|2 on—1
( + —|Vu"|* 4 xe(u® )) dr < <—\Vu’ |* 4+ xe(u® )) dz.
Q 2h 2 qQ \2

Summing from n = 1 to [, we obtain

hZH g+ 190y + 2 [ nala)

< Vol +2 / e (tag) de
[9]
< IVuoll720) + 217l L1 @) = C(uo, 7).

This readily yields (5.1.22). O
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an

Lemma 5.1.3. The minimizer u®™ satisfies the following weak formula

u&,n o ué,n—l
/ (Ttp + Vub"Vo + 'yx’a(u‘s’”)g0> dx (5.1.23)
Q

_ A‘*"/Q (Xs(u™™) + X5’ ") oz Vo € Hy(Q),
where

fQ (ué,n_;:a,nflua,n + |Vu5,n‘2 + ,yxé(ua,n)uci,n) dx
Vo Jo X (w2 do

PR (5.1.24)

Proof. We derive the weak formulation corresponding to the minimizing problem (5.1.17).
It is possible to introduce Lagrange multipliers A>" (see [8], Chapter 8.4, or Chapter 3 of
this thesis) and compute the first variation of the functional

19(u) = J9(u) — A" / s(wudz

to obtain (5.1.23) for test functions ¢ € C§°(Q2). Using the density argument, we note
that (5 1. 23) holds, indeed, for all ¢ € H}(Q). The form of A\*" is derived by putting
¢ = u®" in (5.1.23). 0

5,h

Lemma 5.1.4. Let ug be bounded in €). Then the approzimate solutions u®" are uniformly

bounded in L*>®(Qr) with respect to h and .

Proof. Rewriting (5.1.23) in terms of u®" and integrating with respect to time, we have

/ / w0 + Vo 4y (a )go) dz dt (5.1.25)

/ W/ X (@) + X5 (@™)at") pde dt Vo € L*(0,T; Hy(2),

where A" is defined in (5.1.19). We remark that owing to (5.1.22) and (5.1.31) below it
is, indeed, possible to allow test functions from L?(0,T; H}(Q)).

Thus, upon choosing the test function ¢ = ﬂ?}g}; = max{u®" — k, 0} for some k > 0,
the above becomes

/ / M 6h+Vu5hVu5h+7x€( M) 5}?) dx dt

/W/ (@) + @M@ty al dedt. (5.1.26)

Since we have a parabolic problem without free boundary, we can proceed similarly as in
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Section 4.1 using the results of [22]. We compute

o,h 6h
[ [t //M s

where we assume that k is chosen large enough for u(0, z) < k to hold almost everywhere.
Then, remembering from Lemma 4.1.4 that

T
/0 /Quf’h(ﬂ?}:; — u‘g;j;) dx dt > 0,

we can rearrange the first term on the left-hand side of (5.1.26) to write

T T
//M i dwdt = / / o ?khdxdt+/ /uf’h(ﬂ‘(s;j;—u‘g;j;)dxdt
0 Q
> 5 [ i

For the gradient term we have

T
/ /VuéhVudedt / /|Vu§;j;|2dxdt.
0o Ja
! 8,0,k
/0 /wafs(u ’h)ﬂ(,’f) drdt > 0.
Denoting the norm

1 T 1/2
lulgp = (—/u2(T)dx+/ /\Vu|2dxdt) ,
2 Jo o Jo

we arrive at the inequality

Finally, we see that

T
g5, < /0 AP /Q (Vs(@™") + Xs(@*™)a*") agyl da dt. (5.1.27)

Since X% is nonzero only for negative arguments and |xs| is bounded by the constant 1,

(5.1.27) implies
T
\uf;jﬂghg/o /\X”’ (ol d dt. (5.1.28)
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We now proceed to investigate the term on the right-hand side of (5.1.28) for space
dimension m > 2. Specifically, we apply Young’s inequality with exponents 2* = 2% ¢

m—2
(2,6] and 2 = 21 € [2,2) to obtain

/ /|)\5h 6h|dl’dt<0/ )\5}1 2%/

where Ay (t) = {z : (2, t) > k}, |Ax| denotes the Lebesgue measure of Ay, and C, is a
constant independent of h and §. The second term is estimated by the Sobolev imbedding
theorem H'()) C L? () and can be absorbed into the left-hand side if € is chosen small
enough. In this estimate, we utilise the estimate (5.1.22) and the fact that 2*/2 € (1, 3]
to find

T 2% /2 T
/ / da:dt<CS/ (/ v, \2dx) dtgc/ V)| de dt,

where CY§ is a constant (independent of h and §) obtained from the Sobolev imbedding.
In order to estimate the remaining term on the right-hand side of (5.1.29), we provide
some auxiliary results. Since x4 is nondecreasing, we see that

1 1
< —.
V + fQ Xs(udm)(ubn)2de = V

Ay, |dt—|—e/ / ¥ dx dt, (5.1.29)

(5.1.30)

Employing (5.1.24), (5.1.22) and (5.1.30),

T_6h2 1 g 0,h—6h 6,h|2 ! (=0,h\~0,h ?
/(Av) dt < [/(utu + |Va*" +7Xa(u’)U’>dx] dt
0 0 Q

< v12 ' {0+2 (/( vh)de) (/Q(uf’hfda:)} dt
< (1 +/ / dxdt)
< (5.1.31)

Note that the last constant C' depends neither on A nor on .
Now, we can apply Holder’s inequality on the first term in (5.1.29) with exponents
2/2¢ = 142 ¢ (1, 2] and (2/2*') = 2 > 3. This, together with estimate (5.1.31), yields

T g T T oy \ @Y
/ (Xs,h)z Agldt < (/ (Xs,h)z dt) </ |Ak\(2/2 ) dt)
0 0 0
T s T sz s T ny2 2
= (A”")"dt | Ak 72 dt <C |AR| "2 dt .
0 0 0

Therefore, having started this investigation from (5.1.28), we have acquired the in-

equality
5,h 2
wihlor < ([ 1 )™
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where C'is a constant independent of h and §. We apply the result from [22] (see Section
4.1.3) to the above inequality. This provides us with the following bound for the weak
solution:

max u*" < O, (5.1.32)

Qr
with C' independent of i and §. Combining this result with (5.1.21), we conclude that

the statement of the Lemma is proved for m > 2.

For m = 1 the uniform boundedness follows directly from the Sobolev imbedding
HY(Q) C C(R2) and (5.1.22):

—4,h —6,h —4,h
(T < (T < Clla®"(t <C.
meax 4 (w)nggggg\u (’“””—E}% 1@ ()] @) <

For the case m = 2 we use the imbedding H}(Q) C LP(Q) for all p € [1, o). For example,
we can use exponents 3, 3/2, instead of 2*, (2*)" in (5.1.29) and estimate the second term
on the right-hand side by the mentioned imbedding. The first term then gives

- T 1/8
\u@ﬂQTsc(/o \Ak|4dt) |

which is an estimate yielding the boundedness according to [22]. O

Lemma 5.1.5. There is a subsequence of u®" converging to a weak solution of the ap-
proximate problem (5.1.10) defined in (5.1.13), which satisfies volume condition (5.1.15).

Proof. From (5.1.22) we obtain the uniform boundedness of " in H(Qr). Therefore,
there is a subsequence u®" and a function u®° € H'(Qr) N L>=(0,T; H}(Q)) such that

oy weakly in L*(Qr) (5.1.33)
Va'" — Vu® weakly* in L=(0,T; L*(Q)) (5.1.34)
TRUNR weakly in H'(Qr) (5.1.35)
" uth - w® strongly in L*(Qr). (5.1.36)

First two convergences follow immediately from estimate (5.1.22). Since it can be checked
(see Lemma 3.1.2) that

_ h
Hvué’hH%%QT) < |’VU6’h||%2(QT) + §||VU0||%2(Q)a

we have also the boundedness of Vu®" in L?(Q7) and (5.1.35) follows. Rellich’s imbedding
theorem gives the strong convergence of u>" in L?(Q7), and the identity

B h
[ — @ 2y = ﬁ“uf’hllp@ﬂ

assures that both u®"* and %" converge to the same function. Moreover, we can prove
that the volume condition (5.1.15) holds for u’ by the same arguments as in (5.1.20).
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It remains to prove that u° is a weak solution of (5.1.10). Let ¢ € C°°([0,T]; Cg°(Q2)).
Since vx. < Cv € L'(Q) and (5.1.36) holds, we get

T T
/ / vxé(ﬂé’h)go dx dt — / / vxg(u‘;)cp dx dt.
0o Jo 0o Jo

Using (5.1.33)—(5.1.36) again, we can pass to the limit as h — 0+ in the left-hand side of
(5.1.25).

We shall study the limit process in the right-hand side. First, we provide some prepara-
tory results. Noting that

(o) + )] = 250) + K4 ] < C(ful + 1),

we have for any ¢ € C*°(Qr)
T 2
L Gata 0 ) = 35 (a)u) |
0

< c/T (/ (u‘;’h—u5)2dx) </Q(1+ ] + [u]) 202 dx) it

<C’/ / dwdt—>0 as h — 0+,
which shows that
[ oty + ity e = [ (Rola) + X ) e
Q Q

in L2(0,T). Further, (5.1.31) implies that (after taking a subsequence) there is a x° €
L*(0,T) such that )
PRy weakly in L?(0,7).

Now, we can pass to the limit as h — 0+ in (5.1.25) getting an identity similar to the
weak formulation of (5.1.10): for all ¢ € C*°([0,T]; C5°(Q2))

T
/ /Q (ufgo + Vu'V + vx’e(u‘s)cp) dx dt (5.1.37)
0

/ /x5 )+ u’5(u’)) p da dt.

By a density argument, (5.1.37) holds for all functions ¢ € L?(0,T; H3(Q)). It suffices

to put here
5
u(t,x), t<ty
o(t, ) =
0, t > i,
for arbitrary o € (0,7) in order to check that x° has the form (5.1.11).

The validity of initial condition can be proved by the use of Mazur’s theorem as in
the previous proofs. We present here another simple proof. Let ¢ = (¢, in (5.1.23),
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where ¢ € H}(Q) and ¢, is a piecewise constant function on the time partition (i.e.,
¥(t) = (nh—h) for t € [nh—h,nh)) converging strongly in L*(0,T) to some ¢ € C([0, T])
(for each such 1) there exists the mentioned approximation). Integration over time in
(5.1.23) is equivalent to multiplication by h and summation from n = 1 to N. Since for
the first term we have

hz / W o — ) da

_ 5n Yn(nh) — u(nh —h) 5N 8,
— h;/ﬂu ¢ . dx—l—/g(u CUR(Nh) — u®Cp(0)) dz

N
=3 /Q i Pl Z O =) g /Q (W Cn(T) = uoCtn(0)) d

we obtain from (5.1.23) in the limit the identity

T
[ [ (= wtcu s vuevce e mi cu) ava
0
/ X / () + w7 () Cob e dt + /Q (= (T)CHT) + ueCib(0)) da,

which implies

T
/ /(—u <pt+Vu5Vg0+7X;(U6)90> dz dt
0
/ )\5/ Vs (u®) + w5 (u ))cpda:dt+/u0<p(0)dm
Q

for all p € L*(0,T; Hi(Q)) with ¢, € L*(0,T; H () and ¢(T) = 0. Comparing the
above result to (5.1.13) yields u%(0) = uy.
Thus, we have proved that u’ complies with the definition of a weak solution. O

Lemma 5.1.6. The constructed weak solution to the approzimate problem (5.1.10) sat-
isfies estimates (5.1.14) and (5.1.16).

Proof: Estimate (5.1.14) follows immediately from (5.1.21) and the strong convergence of
u®". Estimate (5.1.16) might be derived by putting ¢ = u; in the weak equation (5.1.13).
However, for this kind of proof we need the regularity u® € H'(0,T; H3(Q2)) which would
be necessary to prove. Nevertheless, we may use directly (5.1.22). From the properties
of weak convergence, we immediately obtain the desired estimate, since the constant in
(5.1.22) does not depend on . O

Lemma 5.1.7. Weak solutions to the approzimate problems (5.1.10) are uniformly Hélder
continuous with respect to 6 on Q.
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Proof. It is sufficient to check that u® belongs to a class By(Qr, M, 3,7,d, ), where
all the constants describing the class are independent of §. This class is introduced in
Definition 4.1.2 of Section 4.1.

One can see that u € By(Qr, M, 3,7, d, k) follows if the condition below is satisfied for
any piecewise smooth continuous function ¢ with 0 < ¢ < 1 which vanishes on the lateral
surface of the cylinder Q(p,7) = {(t,x) € Qr :t € (t,t + 1), x € B,}.

to+71
/ (way (. to + 7)), to + 7) d + C/ / Vw|*Cdedt  (5.1.38)
By to B,

< / (wioy (2 10) ¢ to) da

P

2 2 foxr c N\ F(+R)
| avep s cahutydedes ([ () cania)
Q(p,7) to App(t)

By (5.1.13), we have for every ¢ € L*(0,T; H}())

// utgo+Vu5Vgo+7x5 /)\5/ Xs(u) +uX5(u)) .
,7)

as in (5.1.38), and we obtain

+3

We choose ¢ = C2u(k) with ¢ supported in Q(p, T
/ | (utu(k S V((Qu?k))> dz di (5.1.39)
Q(p,7

=[O Gty + ) ¢ = ()
P5T)

The first term in (5.1.39) becomes

/ utukC2dxdt 1/ g((uk))@dxdt
Qp,7) ) ot

. / (ul )G dr dt
Q(p,7)

1 1

+§ /BP[(U((;k))?(?](x,to +7)dx — 3 /Bp[(u((;k))%ﬂ(%to) A

The second term in (5.1.39) gives

/ Vu?k)V(QQu‘gk)) dx dt
Qp,7)

= / Vg, ¢ d dt + 2 / Vulyy VCu(y(C dz dt,
Qo) Qo)

where we estimate

1
—2/ Ve VCufy du dt < 5/ Vg, ¢ dxdt+2/ (ufy)’|VC|* da dt.
Q(p,7) Q(p,7) Q(p,7)
(5.1.40)
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. 6 / .
Since Uy and x. are nonnegative, we have

—/ VX (U Yuyy P da dit < 0. (5.1.41)
Q(p,7)

The estimate of the term with Lagrange multiplier is achieved by using (5.1.14),
(5.1.31) and the properties of Ys:

/Q(p | o ()Z(;(u‘s)u‘(sk) + )Zg(u‘s)u‘su‘gk)) C?dx dt

to+T to+7
< O/ <|X5|/ ufyCtdr) dt < C(M)/ (w1 [ caz)ar
to B, t Ag,p

0

. C</tto+r()\6>2 dt)1/2</tto+r (/A Cdx)th) 1/2

0

< O(/:W (/Ak’pgda:)thf/Q. (5.1.42)

Estimates (5.1.39)—(5.1.42) yield (5.1.38) if we can appropriately determine the con-
stants ¢, and k. We set

k=1/m, q¢q=2(14+k), r=4(1+k).
Then r/q =2 and 2(1 + k)/r = 1/2. Moreover, ¢ and r satisfy (4.1.30):

1 n mo 1 n m _m
r2¢ 4(1+k) 4(1+k) 47
The estimate for w® := —u? is derived analogously. The weak equation multiplied by
—1 gives

//wt<p+V'w‘5Vso SAC /XS/ ) + w’X5(—w’)) .

Again, we consider the test function C2w(k). The nonlinear lower order terms can be
estimated in a similar way, except (5.1.41), where we use the boundedness of the functions:

to+7 1/2
/ X (—w ) wiy P da dt < C(/ ( / ¢ dz)’ dt) .
Q(va) to Ak,p

Since g is assumed to be Hélder continuous and identities (5.1.38) hold for +u’ by
the same calculations also for cylinders Q(p, 7) intersecting the boundary of Q7, we can
use the results from [22] (Chapter 2.8) to say that functions u’ are uniformly Holder
continuous in [0, 7] x 2. O

Lemma 5.1.8. There exists a &y such that the functions u® satisfy for 6 < &, the following
estimate:

/Q(u‘s_)Q(T) dx+/0T/Q\vu5—|2dxdt < Co. (5.1.43)
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Proof. The estimate is shown by setting ¢ = u°~ in (5.1.13). Inserting the form of \’

we obtain
T
/ / ufu‘s_ + | Va2 + yxla(u‘s)u‘s_) dedt =

/‘k v+L;;§&ﬂfjﬂKqu+WﬁP+wx)5ymw

Since

}/fca(u‘s)u‘s‘ da| S/ 1’| dz < |96, (5.1.44)
Q {z:ud(x)e(—6,0)}

y/%wwmvwﬂs/ Cwydr<clals,  (5.145)
Q {zu (2)e(~6,0)) 0

we have for ¢ small enough the estimate

oy (R0 + ()@ )?) | _
)Q V+fQX5 (ud)(u®=)? dx ‘SC&

We also note that

/ f2 () dz = / (F (@) + (F)P ()] de

Q
and, therefore, we get

T
/ /utu dx dt + (1 — C~'5)/ / |Vul~|? da dt
o Jo
T
< 05/ / (Judu’| + Va2 + XL (u’)u’) da.
o Jo
This gives by (5.1.16) the desired estimate (5.1.43). O

Now we prove the main result - existence of weak solution to (5.1.1)—(5.1.3), the
meaning of which is explained in the following Definition.

Definition 5.1.2. A function belonging to the space v € H'(Q7) N L>(0,T; Hy(2)) is
called a weak solution to (5.1.1), provided it satisfies the initial condition (5.1.2) and the
identities

T T
/ / (urp + VuVep + vxL(u)p) dedt = / / Aodrdt VYo € Ci°(Qr N {u > 0}),
0o Ja o Ja
=0 in Qr\ {u> 0}, (5.1.46)

with X defined in (5.1.6).

Theorem 5.1.2. There exists a unique weak solution to the problem (5.1.1)—(5.1.3) that
is Holder continuous in [0,T] x (1.
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Proof. Recollecting (5.1.16) provides us with a subsequence of {u’}s~q converging weakly
in H'(Q7):

(TN weakly in L*(Qr), (5.1.47)
Vu® — Vu  weakly® in L>®(0,T; L*()), (5.1.48)
wW = wu strongly in  L*(Qr). (5.1.49)

Moreover, in virtue of the uniform Hélder continuity (see Lemma 5.1.7) and boundedness
(see Lemma 5.1.4), we can use the Arzela-Ascoli theorem to extract another subsequence
converging uniformly on Q7.
We fix an arbitrary function ¢ € C§°(Qr N {u > 0}) and denote its support as S,,.
Then we have
v’ =u  uniformly in S,. (5.1.50)

Our goal is to show (5.1.46) for this u and ¢ by passing to the limit as § — 0+ in
(5.1.13). First, we have by (5.1.47) and (5.1.48)

T T
/ / (wp + Vu'Vy) drdt — / / (ugp + VuVp) dz dt.
o Ja 0o Jo

Since . is continuous and bounded and |yx’(u®)¢| < Cvy € L'(£2), we obtain

T T
/ /7Xé(u6)¢d$dt—>/ /vx;(u)gpdmdt.
0 JQ 0o Ja

Also, by the uniform convergence (5.1.50), we see that u® > 0 on S, for 0 small enough.
Consequently, we have for small ¢ the key identity

[ ot + i) pte = [ wwiipde = [ o

The support of test functions ¢ becomes relevant here, reminding us of the role of the
characteristic function in (5.1.1). Finally, due to (5.1.31), we have the uniform bounded-
ness of A% in L?(0,T). Thus, reselecting a subsequence, there is a function A € L%(0,T)
such that

N~ X weakly in L*(0,7T).

We have arrived at the following identity:

T T
/ /(ugp%—Vchp—i—vxé(u)go) dxdt:/ A/godxdt. (5.1.51)
0o Jo 0 Q

It remains to show that A corresponds to the form of A from (5.1.6), that u is non-
negative and that it satisfies the volume condition (5.1.7). The nonnegativity of u is seen
from (5.1.14) and the uniform convergence. Volume preservation is shown, for example,
in the following way (compare with the proof of Lemma 5.1.5)

| /Q wxwsods — V| = | /Q (1xun0 — wRalu) ]
- )/Q(U)za(u)—ué)@;(ué)) dx‘

< C/\u—u5\dx—>0 for 6 — 0+ .
Q
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Now, the form of A\ would be ensured if we could put

u(t,z), t<tg
t,x) = 5.1.52
o(t,0) { ek e (5.152)

in (5.1.51). We cannot do so directly because this function does not have compact support
inside {u > 0} . We also cannot apply any approximation technique. Indeed, we only
know that function u is a Holder continuous H'-function, which is not good enough
information to get necessary regularity (Lipschitz continuity) of the boundary of {u > 0}.
Thus, we cannot use approximations by functions from C§°({u > 0}). Still, we notice
that (5.1.52) is an admissible function in (5.1.13). Then we get

to to
/ / (wu+ V' Vutyyi(u’)u) de dt = / A0 / (Xs(u’) + u’¥5(u’)) udz dt. (5.1.53)
0 Q 0 Q

For the first three terms on the left-hand side of (5.1.53), the convergences from (5.1.47)—
(5.1.49) are sufficient. In the remaining terms, we use the uniform convergence, bound-
edness of u® from below (see (5.1.14)), properties of the function ys and the following
estimates:

‘/Q)Z(g(u‘s)udx—‘/‘ = ‘/Q()Zg(u‘s)ué—l—f(g(ué)(u—u‘s)) dz — V|

= | [ Sty e

< C’Héax\u—u‘s\ﬂo as 0 — 0,
T

| / PR udz| = | / (R () + () — ) d

< C’5+C’Héax|u—u5\—>0 as 0 — 0.
T

Hence, taking ¢ to zero in (5.1.53) yields

to _ 1 to
/ Nt = — / / (wew + [Vul® + yxL(u)u) dz dt,
0 Vo Ja

which immediately implies A(¢) = A(t) almost everywhere in (0, T).
The uniqueness follows from the uniqueness of the solution obtained by the method
of subdifferentials (see Remark 5.1.2). O

Remark 5.1.2. We show that the weak solution constructed above is the same as the
solution obtained by subdifferential technique. More precisely, we prove that our solution
satisfies the relation

/OT/Q [(_Ut —yxe(w)(z —u) = VuV(z — u)] dedt <0 Vzek, (5.1.54)
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where
K ={ue L*(0,T; Hy(Q); u > 0, / udr =V}.
Q
Since solution of (5.1.54) is unique (this can be seen taking two solutions u,v € IC, setting
z =wvin (5.1.54) and z = w in the corresponding relation for v, adding the resulting
inequalities and using Gronwall’s lemma), we conclude that there is a unique weak solution
in the sense of Definition 5.1.2, which is identical to the unique solution in the sense of
Yosida approximation.
To start with, take any z € KN C(0,T; H(Q)) and define function z" by

2t ) ie(mhmnin) = 2" (%) = 2(nh, x), z € (.

Then for e € (0,1) the function u®™ + (2" — u®") is nonnegative and has volume V', thus
is an admissible variation for the functional (5.1.17), yielding

1

- (Jg(u‘s’”) — Jg(u‘s’" +e(2" — u‘s’"))) <0.
€

Letting € — 0+ gives

T
/ /Q [( — " — XL (@h) (2 — ah) — Vet (2" - a“)} da dt < 0.
0

Using (5.1.33)—(5.1.36) in the limit as h — 0+, we find

T T
/ / [( —u) — (1)) (z —u’) — VU‘SVZ] dx dt + lim inf/ / |Vadh|? da dt < 0.
o Jo h=0"Jo Ja

Hence, by the lower semicontinuity of the Dirichlet integral, we obtain

/OT/Q [( —u) —xL(ud)) (2 — u’) — V'V (z — u‘s)} dzdt < 0.

Results (5.1.47)-(5.1.49) and the same reasoning as above finally give (5.1.54).

Remark 5.1.3. In order to show that the problem is indeed a free boundary problem, i.e.,
that the solution does not “spread” into the whole domain ), we employ the term vyx.(u)
to argue as follows. Let us assume that for some time t € (0,T') the solution is positive
in the whole domain 2. We shall show that for a sufficiently large domain §2, sufficiently
small e > 0 and for nondegenerate v (i.e., v > vo > 0 in Q), this leads to a contradiction.

Choosing Q) large enough, there exists a compact subset Q. C  such that |Q.| > C/~o,
where C' is the constant from estimate (5.1.16). As one can see from the proof of Lemma
5.1.2, we can put

Vol +2 [ xc(w)de < [ Vol +2 [ vde =i,
Q up>0

in particular, C' does not depend on £ but only on the support of ug which is naturally
assumed to be compact. Since €. is compact, there are real numbers n > 0 and dy > 0 so
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that u® > n in Q. for § € (0,00). Further, we set € so small that x.(n) = 1. Then we have
from (5.1.16) the inequality

C Z / ’yXE(Ué) dx :/ '}/dx 2 ‘Qch/O?

which contradicts the assumed measure of €)..

In this section, we have proved the existence, uniqueness and certain regularity of a
weak solution to a parabolic free boundary problem with integral constraint. The equation
can describe slow motion of drops on surfaces, where the contact angles are smoothed.
The volume constraint results in a time-dependent outer force term having a nonlocal form
depending on the solution. The problem was solved by the discrete Morse flow method,
which is a variational method based on the minimization of a time-discretized functional.
The constraints can then be included in the set of functions admissible for minimization.
The possibility of direct application to numerical schemes and independence of convexity
of the problem distinguishes the construction of approximate solutions in the present proof
from the subdifferential technique using Yosida approximation. It remains a future task
to employ the independence of convexity and study constrained evolutionary equations
with delta function terms, corresponding to sharp contact angles in the droplet model.

5.2 Hyperbolic problem

In this Section, we discuss a hyperbolic free-boundary problem with volume conservation.
The equation can model motion of a soap-film bubble on water surface and is explained
in the Appendix to this Chapter (Section 5.3). The disappearance of energy when the
film touches the surface causes the degeneracy of the equation.

We attempt to analyze the problem once again by the discrete Morse flow method.
However, we are not able to prove a sufficient estimate on the approximate solutions.
Therefore, we modify the method by implementing the technique of subdifferentials. Then
we obtain an energy estimate and try to show the existence of a weak solution in the
case of one space dimension. The text is thus divided into two parts: in the first part we
introduce standard discrete Morse flow approximations, which form the base for numerical
computations, and show that they are well-defined. This part is based on the paper
[41]. In the latter part we prove the existence of a weak solution to our problem by the
combination of discrete Morse flow and subdifferential technique.

5.2.1 Construction of approximate solutions

Here we construct well-defined approximate solutions to the problem for bubble motion
using the discrete Morse flow method. We use the graph of a scalar function w : [0, 77 x
) — R to describe the shape of the bubble. Here T > 0 and 2 is a bounded connected
domain in R™ with smooth boundary. The zero level set of u coincides with water surface
where the bubble rests. The set of points where the bubble touches the water surface
is called free boundary. We also assume that the volume of air which is surrounded by
the bubble is preserved at any time, that is, the movement can be described by wave
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equation with volume constraint, i.e., fQ udr =V (V is a positive number representing
the volume). The following equations describe the motion (see Section 5.3 for details):

Yusotnlt, 1) = Ault, 1) — (@) (0) - A(Bxw0 1 Qr = (0,T) x 2,
u(t,z) = 0 on (0,7) x 09,
u(0,2) = wup(x) in Q, (5.2.1)
u(0,2) = wo(x) in Q.

Here x,~0 is the characteristic function of the set {(t,z) € [0,T] x Q : u(t,x) > 0} and
Xe € C?*(R) is a smoothing of x satisfying

Xe(8) = {0’ =0

1, s>¢

with interpolating in 0 < s < € in such a way that x.(s) < C/e (see Figure 5.1). The term
X~-(u) describes the adhesive force which generates new surface against surface tension of
water. It is due to this term that oscillation of solution in the whole domain does not
occur. The specificity of this equation lies in the coefficient x,~¢ on the left-hand side.
Because of this coefficient, non-negativity of the solution is guaranteed.

We assume that v € L>®(Q) and that ug, vg € H'(Q) N L>*(Q) satisfy the compatibility
conditions u(z) = 0, vo(x) = 0 for € 9Q and [,ugdzr =V, [,vodr = 0. We obtain
the explicit form of the Lagrange multiplier A\ as

1
\ = V/ (uwu + | Vul? + yxL(u)u) do (5.2.2)
Q

by formal calculation of the first variation of the Lagrangian with volume constraint
condition (see Chapter 2). The integral representation above makes the problem more
difficult. However, we can calculate an approximate solution to (5.2.1) by use of a time-
semidiscretized functional which is called the discrete Morse flow of hyperbolic type (see
Chapter 3).

We can formally derive the free boundary condition for the problem which is obtained
when ¢ is taken to zero in (5.2.1).

Lemma 5.2.1. Let us assume the existence of u, the classical solution to (5.2.1), and the
existence of v so that u* — v (¢ — 0) in a suitable sense (assumptions are shown in the
calculation) with v satisfying vy = Av+ X in QpN{v > 0}, where X = [, (vyv+|V|?) dx.
Then the equality |Vv|* — (v)> = 2v holds on d{v > 0}.

Proof. We multiply Cui( =(% (¢ C’go(QT)) to both sides of (5.2.1) and integrate on

8mk

Qr. We get the following identity (see [4]):

Cuy, (AU — YuesoUy + A Xues0) dz = / yCug L (u®) dz. (5.2.3)
Qr T
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Noting that [x.(u)], = xi(u)ux and by the integration by parts, the right-hand side of
(5.2.3) can be calculated in the following way:

/ RECARTEES / (O

e—0

__ / oy dS,
QTﬂa{U>0}

where vy, is the k-th element of the outer normal v = (v; - - - v, 41) to the set {v > 0} C Qr
with v,,.1 being the t-direction.
On the other hand, the left-hand side of (5.2.3) can be calculated as follows:

’ _/ (VQ)rdz (xe(u") = Xus0 ae. is assumed)
Qrn{v>0}

Cuy, (AUE — Xus>0Ug + )\EXu€>0) dz
Qr

= —/ (V(Cuy)Vu® — (Cug) et Xus>0 — CUA Xuss0) d2

T

—— [ (1909 = uiG)ui — 5 V0P = (65)°] = CupA ) urmo s

T

— — ([VUVC — v Ge) v — %(k UV@P — (’Ut)ﬂ — C’Uk)\)xv>0 dz
Qr

e—0

= —/ <V(Cvk)VU — (Cv)pvy — Cvk)\> Xv>0 dz

T

1
+§/ (IV]* = (v)?) (v dS
QTﬂa{U>O}
= / Cop(Av — vy + ) dz — / Cog (Vo,—vy) - vdS
QrN{v>0} QrNo{v>0}

1
+§/ (IVo]* = (v)?) e dS
7No{v>0}

1
— _/ Cop(Vo, —vy) - vdS + = / (IV]* = (ve)?) e dS.
Qrndfv>0} 2 JQrroqus0}

Note that outer normal to {v > 0} is v = —Dwv/|Dv|, where Dv = (vgy, -+ , Vs, , Vt).
Therefore, we can see that vy = —v|Dv| on d{v > 0}. Then, eventually, the left hand
side of (5.2.3) becomes

1
—5/ [|Vv|2 — (Ut)z] (v dS.
QTNo{v>0}

Thus we get the equation

1
[ acmas=g [ [veP - @?)onds,
QTNo{v>0} QTNo{v>0}
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which shows that
Vo> = (v)?> =2y on 0{v > 0}. (5.2.4)

The limit boundary condition (5.2.4) is the same as the one obtained for the hyperbolic
free boundary problem introduced in [21]. O

Now we introduce an approximation problem to (5.2.1). We add the volume constraint
in the admissible space for finding a minimizer of a discretized functional corresponding
to the Lagrangian.

Problem 5.2.1. Let functions ug, vy € Hy(2) be given and define uy = ug + hvy. Divide
the time interval (0,T) equidistantly into N subintervals of length h = T/N. For each
such subinterval ((n — 1)h,nh), n = 2,3,..., N, find a minimizer u, of the following
functional

QU+ Uy_o|? 1
(1) ::/Q‘“ “2}12” 2 Xu>0dx—|—5/9\Vu|2dx+/gvxa(u)dx (5.2.5)

in the function set

ICv:{uEHl(Q); u=0 oné?Q,/

g UXu>0 dT = V}.

Let us check that a minimizer is nonnegative (almost everywhere). If 0 < K; < K,
and u € Ky, then also max{u, —K;}) and max{u, —K>} belong to Ky. Due to the
presence of the characteristic function in the discretized term in (5.2.5), we find that
Jp(max{u, —K1}) < J,(max{u, —Ks}). We have used the fact that V max{u, —K}(x) =
0 for {z : u(z) < —K} (see [12], Chapter 7.4). Thus,

Jn(uXu>0) < Jn(u)

To show the sharp inequality requires finer analysis but it is enough for us to know that
there is a nonnegative minimizer. This deliberation makes clear the importance of the
characteristic function in the constraint in /Cy .

In the following theorems, we shall show the existence and regularity of the minimizers.

Theorem 5.2.1. There exists a nonnegative minimizer wu,, of the functional J,, in ICy .

Proof. For given u,_; and u,_o, we shall show the existence of u,. We prove the
lower semicontinuity of .J, which automatically leads to existence. Since the minimizer
is supposed to be nonnegative, it is enough to show the existence in {u € Ky;u > 0},
which is a convex closed set. Let {u*} be a minimizing sequence of .J,,. Then u* — ug are
uniformly bounded in H'(€2). Therefore, there is a subsequence, denoted by {u*} again,
and a limit function u € Ky such that

VuF — Vu  weakly in L*(9),

ut = u almost everywhere in (2.
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Moreover, there is a function v € LP(Q) for any p € [1,00) with 0 < < 1, such that
Xuk>0 — Y weakly in LP(92).

Then, by the lower semicontinuity of Dirichlet integral, we have

— QU + Ups? 1
/‘u U 12+U 2| ,ydx+_/‘Vu|2 dx—i-/'YXa(u)dx
. 2h 2 Jo e

.. uk - 2un— + Up—2 2 1 2
< lim inf [/ ‘ 2h12 } Xuk>0 AT + 5/ ‘Vuk} dzr + / VX (") dx| .
Q Q Q

k—oo

Since 7 = 1 almost everywhere in {u > 0}, the value of J,,(u) is less than or equal to
the left-hand side of the above inequality. Thus we have

Jo(u) < liminf J, (u*),

k—o0

which completes the proof. O

In the following, we show the continuity of minimizers w,, which implies that the
sets {u,, > 0} are relatively open in Q)7. This fact is indispensable in the definition of
approximate weak solutions (Definition 5.2.3). First, we recall the definition of classes de
Giorgi.

Definition 5.2.1. A function u € H'(Q) belongs to the class Bo(Q, M, v, d) if
(1) M =supg|u| < oo,
(2) there is ay > 0 so that for w = +u

1
Vuw|?dz < sup(w — k)* + 1| |Ag.|, 5.2.6
G [ e (526)

forallo € (0,1), B, C Q and k with k > maxp, w —d, for any d > 0, where Ay, = {z €
By; u(z) > k}. The symbol B, means a ball of radius 7.

Theorem 5.2.2. For all compact subsets QO CC Q, there exists a positive constant o

(depending on h) with 0 < o < 1, such that minimizers u,, belong to C*(£2).

Proof. We shall show that the minimizer belongs to the space By (2, M, 7, d). Results
from Chapter 2.6 in [23] then ensure Hélder continuity of the minimizer.

Without loss of generality, we can set V' = 1. Condition (1) from the above definition is
proven by a standard elliptic technique from [23], we have only to consider a test function
belonging to Ky, particularly of the form

 u—=00u—k)*
 Jou—6(u—k)t)da’

Vs (u) 0 — 0+,

where (u — k)" = max{u — k,0}. We use mathematical induction. For n = 2, functions
Up_1 = Ug + hvg and u,_o = ug are bounded, so we assume that we have the boundedness
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of uy for k = 1,. — 1, and prove the boundedness of u,. The minimality property
(Jn (Vs (uy)) — (un))/é > 0 yields after taking § > 0 to zero the relation

n - 2 n— n— ,
Q

n_2 n— + n—
< ([ = wyrde) [ (MR VP () do
Q Q

The last integral on the right-hand side of the above inequality can be rearranged in the
following way:

Up — 2un—l + Up—2
/Q < 2 Up + |V, |* + Wx;(un)un) dx

1 2Up_1 — Up_2 C

< - -

< 2J( )+/Q Y% unalxjt/Q gvundx
1 |2un—l - un—2|

< 2J (un)ﬂL/Q 577 ((un—k:)—kkr)dx—l—C/Qundx
1
2

2 n—1 = WUn— 2 n—1 = WUn—
J(un)+/ [2un1 —u 2‘(un—k)dx+k/|u LU 2‘dx—|—C.
Un >k 2h? Q

<

2h?

Neglecting terms with accordant sign and noting that (u,, — k)™ = 0 on Q \ A, where
A ={x € Q:u,(z) > k}, we have from (5.2.7),

| WP | et o2, k) e

‘2un—1 - un—Q‘ ‘2un—1 - un—Q‘
n—k)d n—Fk)dr +k d ;
+(/Ak(u ) x)(/AIc 572 (u ) dx + ) 572 x+C>

where C' depends on h but not on n. As u,_; and u,,_o are bounded, we get

/Ak|Vun\2dx < C<[4k(un_k)dx)<l+k+[4k(u”_k)dx>

< c[/ (un—k)2dx+k:2|Ak\].
A

This inequality gives the estimate assumed in Theorem 2.5.1 from [23] to obtain the bound
for wu,,.
Let us now derive estimate (5.2.6) for w = 4u. Later, we will show that it holds also

for w = —u. First we prove that the minimizer of J, satisfies the following inequality for
¢>0,¢ e HN):

0 < /Q <|un — 2u,;l_21 + un_2|un + |V, |* + Vx;(un)un) dx(/ﬂgdx)

|un - 2un—1 + un—2|
" / = ¢

d —/QVunVCdx. (5.2.8)
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We shall write u instead of u,, and assume v > 0. Let us set
u—0C
Is

where § > 0 and I5 = fQ(u — 0C)Xu—sc>0 dx. We have I; < 1 by the volume condition
Joudr =V with V = 1, while

Vs =

Xu—5¢>05 (5.2.9)

Is = /uXu—éC>0dx_5/<Xu—5C>0dx
Q Q

= /udx—/ udr — 6 (dx
) u<8¢ u>6¢

> 1—-90 (dxr—9 (dx
u<d¢ u>d¢

_ 1—5/Cdx. (5.2.10)
Q

As ¢s € Ky, we have (J,(¢5) — J,(u))/d > 0 by the minimizing property of u. Passing to
the limit as 6 — 0+ and using the relation (5.2.10), we get after technical computations
the inequality (5.2.8).

Using (5.2.8) for a suitable function ¢ we now show that u satisfies estimate (5.2.6).
Choose r and s = r — or (o € (0,1)) to be arbitrary numbers with 0 < s < r. Take
¢ = n’max{u — k,0}, where 5 is a function with support in B, satisfying 0 < n < 1,
n = 11in B, (concentric with B,.) and |Vn| < 2/(r —s) in B, \ Bs. In this way, we obtain
from (5.2.8) the estimate

0 < C|Ak,| — / Vu,V(dz, (5.2.11)
Q

with the constant C' depending only on h, ¢, M, || and J,(u,). The gradient term is
estimated using Young’s inequality:

—/VunVC dex = —/ |Vu,|*n? dz — Vu,Vn2n(u, — k) dz
Q Ak,r Ak,r
1
< —/ \Vun|2n2dx+—/ \Vun|2n2dx+2/ |Vl (u, — k)* dz
Ak,r 2 Ak,r Ak,r
< =5 [ VPt s~ kP
—= up|” dz up(u, — uE
N 2 Ag,s (UT)2 Brp .
The above estimate together with (5.2.11) gives the desired result (5.2.6).
Let us turn to the case of —u. We set w = —u and note that w minimizes the following
functional
|’UJ + 2un_1 — Un_2|2 1 2
Jn(w) := Xw<odr + = [ |[Vw|*dz + [ yx.(—w)dz  (5.2.12)

in the admissible function set K_y := {w € H'(Q); w =0 on 09, [, wdr =—1,w < 0}.
We introduce function ¢ by the formula

Y= _m, (5.2.13)
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where ( = nmax{w — k,0}. Here, k is a negative real number and 7 is a smooth cut-
off function chosen in the same way as above. For the sake of simplicity, let us denote
K =1/ [,(w—)dr=1/(—1— [,(dz). Checking that ¢ belongs to K_y,, we can write
0 < Ju(p) — Ju(w) and, thus,

1

0 < 2—h2 (\K(—w + )+ 2uy g — un_2\2 — |w+2u,q — un_2|2) X{K (—w+¢)<0} AT

2h2 / |w 4 2Up—1 — Up— 2\ (X{K( w+¢)<0} — Xw<0) dx
+ [ eKCwr e - [ p-u)ds
Q Q
K2 2 1 2
t— [ [V(~w+ )P dr— - | |Vw|da. (5.2.14)
2 Q 2 Q

We estimate the expression on the right-hand side of the above inequality. The term in the
second line is less than or equal to # fsuppc |w + 2wy — un_gP dx, Since X{x(—wt¢)<0} —
Xw<0 = Xw<¢ — Xw<o 18 positive only for z such that 0 < w(x) < ((x). Noting that K? < 1
we can write

K 2 1 2
T3 Q\V(—w—l—gﬂ dx—§ Q|Vw| dx (5.2.15)

1

< K[ (VePO- P+ VaPo -0 do— 3 [ VuPds
Ak’T Ak,r

< KQ/ \Vw\2dx+K2/ |vn\2(w—k»)2dx—(1+f(2)/ IVl de.
Ak,r Ak,r 2 Ak,s

The estimates of the terms in first and third line of (5.2.14) are straightforward. Since
supp ¢ C Ay, we have by (5.2.14)

4
/ \Vw|*dw < 2C|Ay.,| + 0 |Vw|2dx+72/ (w — k) dz,
A, s (r—=s)*Ja,,

Ak,'r

Where the constant C' again depends only on M, |Q, ¢ and h. Here, we denoted 6 =
: /2 - K2 < 1. Applying Lemma V.3.1 from [11], we obtain the desired estimate (5.2.6). O

By use of the above theorem, we can choose the support of test functions in the set
{u, > 0}. Then the first variation formula of J,,(u) is

n 2 n— + n— /
/Q (u “h; Un=2 4 4 Vu, Ve + vxa(un)gb) dr = /Q)\ngb dz
Vo € C(QN {un > 0}),
/ Vu,Vodr =0 Vo € CP (N {u, <0}°).
Q

Here,

1 n — 2Up_ e
Q
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is the Lagrange multiplier coming from the volume constraint. From the second identity,
we can conclude that u, = 0 outside the set {u, > 0}.

We are ready to carry out interpolation in time of minimizers {u,} and introduce the
approximate weak solution. First we state the definition of a weak solution.

Definition 5.2.2. We call u € HY(0,T; L*(Q)) N L>=(0,T; H} () a weak solution to
(5.2.1), if u(0,2) = up(x) in Q and u satisfies the following:

T
/ /(—utgbt—l—VuV(b—l—WX;(u)gb) dxdt—/vofb(o,x) dx (5.2.16)
0o Ja

Q

I 1
Vo Ja V Jq
Vo € C°([0,T) x QN {u > 0}),
u=0 outside {u> 0}, (5.2.17)

where ®(t) = [, o(t, ) dx.

Now, we consider the approximate solutions. We define @”, u* and A" on (0,7T) x Q
by

a(t,x) = un(x),
ul(t,x) = WUH(@ + nhh— tun_l(x),
j‘h(t) = )‘m

for (t,xz) € (n—1)h,nh]xQ, n =1,2,..., N. Further, we set a"(0,z) = u"(0, z) = uo(z).
We can construct approximate weak solution to our problem in terms of @" and u”:

Definition 5.2.3. Let {u,} C Ky and let " and u" be defined as above. If the following
conditions

T ul(t) — ul(t — h) " . T,
/h /Q< h ¢+ V'V + yx.(u )cb) dxdt—/h /QA ¢ dx dt,
Vo € C([0,T) x N {u" > 0}),
u"=0 in Qp\ {u" >0},

and the initial conditions u”(0) = ug, u"(h) = ug + hvy are satisfied, then we call u" and
u” approzimate solutions to (5.2.1).

If one can pass to the limit as h — 0, then the above approximate solutions are
expected to converge to the solution of (5.2.16)—(5.2.17). However, we were not able to
derive estimates for the approximate solution that would guarantee a sufficient regularity
and convergence. The main hurdle in finding the estimates is the characteristic function
appearing with the time-discretized term in (5.2.5).

This difficulty is overcome in the following subsection by introducing certain penalties
and using the subdifferential theory. Still, the approximate solution defined above can be
used to carry out effective numerical computations, which is not directly possible for the
penalized approximations.
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5.2.2 Existence of solutions in one space dimension

In this part of the thesis, we try to prove the existence of weak solutions to problem
(5.2.1), i.e.,

Yool ) = Ault,z) = 1) + AMt)xaso i Qr = (0,T) x O,
u(t,z) = 0 on (0,7) x 09,
u(0,2) = wup(z) in €, (5.2.18)
u(0,2) = wo(x) in

in the following sense (compare with Definition 4.2.1):

Definition 5.2.4. A function v € H'(0,T; L*(Q)) N L>(0,T; HX(Q)) is called a weak
solution to (5.2.18) if u(0) = ug is satisfied and the following identity holds for all test
Junctions ¥ € C5°(([0,T) x Q) N{u>0}) :

T
t/ /ﬁﬂ—w¢r+Vuvw+ﬂwﬁuwﬁdxﬁ—:/UMMMdm (5.2.19)
0 Q Q
I |
— V/o /Q (= w(ul); + |Vul* U + yx.(u)ul) dz dt — V/Quoyoqj(o) dz,

where the notation ¥ = fQ Wdx 1s used.

We put the same assumptions on 2,7 and all the functions appearing above as in
Section 5.2.1. However, we are able to construct only a solution which is still weaker with
respect to the nonlinearity in the right-hand side of (5.2.19).

The method of proof is based on the idea of K. Kikuchi (minimizing movement) and
uses penalties for the constraints and uniform convergence which can be obtained, when
we restrict the space dimension to m = 1. It is worth noting that this method is different
from Yosida approximation method and, thus, is more suitable for numerical schemes.
Unlike in (5.2.5), we define the approximate solution on n-th time level ¢, (h = T/N,
tn, =nh,n=2,...,N) as a minimizer of

— 2Up— n—2|? 1
T (1) :/ v — 2u 12—|—u ] dx+—/ |Vu\2dx+/ YXe (1) dr+Pq (u)+Po(u) (5.2.20)

in the space Hj(f2). The penalties ®; and @, are functionals H*(2) — {0, 00} defined as
follows:

B, (1) 0, ifu>0 ae. in (5.2.21)

u) = 2.

! oo,  otherwise,

By(u) = 4 if Joudr =V (5.2.22)
oo,  otherwise.

Starting functions ug and u; = ug+ hvg are determined from the initial conditions and
remaining approximations us, us, ..., uy are computed inductively.
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We prove that J, is weakly lower semicontinuous in Hj(€2) and that ®; and ®, are
convex, in order to ensure the existence of corresponding subdifferentials (see [8], Section
9.6). Since the sum of convex, lower semicontinuous functions is again convex and lower
semicontinuous, it is enough to show convexity and lower semicontinuity of ®; and ®,
separately. We want to show for 6 € (0,1) and u,v € H*(Q) that

Oy (Qu+ (1 — O)v) < 00, (u) + (1 — 0)B, (v).

If either ®;(u) or ®;(v) is infinite, the inequality is trivially fulfilled, so we consider the
remaining case ®;(u) = ®1(v) = 0. This means that v > 0 and v > 0 a.e. in Q. Hence,
Ou+ (1 —6)v >0 ae. in Qand &1(0u+ (1 —0)v) =0.
The proof for ®, is analogous: if ®o(u) = ®o(v) = 0, then [,udzr =V, [jvde =V
and [,(0u+ (1 — 0)v)de = V. Thus &y(fu+ (1 —0)v) = 0= 0Dy(u) + (1 — ) (v).
Let u* — u weakly in H}(2). We are supposed to show that

®:(u) < lim inf ®y (uF). (5.2.23)

Since both sides of the inequality can have only two values (0 and oo), it is sufficient to
show that if the right-hand side is zero, then the left-hand side is zero, too. Assume the
contrary, i.e., that the right-hand side of (5.2.23) is zero but the left-hand side is infinity.
This implies that for each ¥ € N, there is a K > k so that u® > 0 a.e. in  and that
there is a set S C €2 of positive measure, so that v < 0 in S. In particular,

j:/u2dx>0.
S

/(u —uM?dr — 0 (5.2.24)
Q

From Rellich’s theorem we have

but for each k € N, there is a K > k such that u > 0 a.e. in 2, especially in S. Hence,

u—uf)dr > u—uf)de > u2dx2j>0,
(
0 5 S

which is a contradiction.
The proof of lower semicontinuity for ®5 is similar. Assuming ®9(u) = oo and
lim inf ®5(u*) = 0, we have for any k € N the existence of K > k so that

}/(u—uK)da:}2:}/udx—V‘zzj'>O.

Q 0

/|u k2dx>i</\u—uk|dx }/ u — u¥) dr|?,
2] ]

so the left-hand side in the above cannot go to zero as k — oo, which is in contradiction
o (5.2.24).
We are ready to prove the existence of minimizers.

However,
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Lemma 5.2.2. For eachn=2,..., N, there is a minimizer of J,, in H}(Q).

Proof. Choose a minimizing sequence {u*}?2°, C H}(2) so that

Jo(u*) — inf  J,(u) = m.
weHL(Q)

Functionals J,, are proper and nonnegative, so m is a finite number. Thus we deduce
that the sequence {u*} is bounded in H}(Q2). We can then extract a weakly convergent
subsequence u* — wu. Since J, is weakly lower semicontinuous, u is a minimum of .J,. O

Remark 5.2.1. Since for any function u € H}(Q) satisfying u > 0 a.e. in Q and
fﬂudx =V, the value J,(u) is finite, any minimizer u, of J, must satisfy

U, > 0 a.e. in €,

/undx:V.
Q

We denote the set of functions complying with the conditions from the above remark
as IC:

K:={ueHj(Q); u>0 ae. in Q, /udx =V}
Q
We derive an estimate for approximate solutions.

Lemma 5.2.3. There is a constant C' independent of n so that minimizers u,, satisfy

=

HLQ(Q + [ Vuall720) < C. (5.2.25)

Proof. As the set K is convex, the function (1 — 0)u, + Ou,_; belongs to K for all
6 € (0,1). A function u,, is a minimizer of .J,, if and only if 0 belongs to the subdifferential
dJ, at u, (see [8], Chapter 9.6). This means that J,(u,) < J,(v) for all v € H}(Q).
Therefore, by the minimality property we have

0< (Jn((l — Oy, + Ouy,q) — Jn(un))

| =

Since the terms ®; and ®, drop away, passing to the limit as # — 0+, we get

0 < (un Up—1) (Up — 21 + Uy 2)dx+/VunV(un_1—un) dx
Q

XL — Up_1) dx

;\@\

IN

1
2h2 1= Up2)? = (Up — Up_1) )dx+ /(\Vun 1 = |V )

+h/ —dx+ /(“”_h“” l)zdx.
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Thus, after summing up, we arrive at

U, Up—1
HiHLzm + [ Vunll72@) < lvollZ2@) + IVurllzz ) + ClvlIie

Uk — Up—
Y[ .
k=1

Defining
an = | == oy + [Vl 2,

we get

an < ”U0||L2 + ||Vul||L2(Q +OH’YHL2 +h2ak

The discrete Gronwall lemma (see [13]) implies
an < (llvoll 220y + IVurllZaq) + Cllvll7e0)) €
This is already the desired estimate. ]
As in the previous Sections, we interpolate minimizers in time:

_h . 0(33) t=20
U (t,lf)—{un(x) te((n—1hnh],n=1,...,N
)

I

(5.2.26)

u'(t, ) = ol@), +=0
) t— (nh— )h n(if) + ni;l—tun_l(x% te ((n — 1)h,nh],n =1,...,.N

I

Rewritten in terms of @ and u", (5.2.25) becomes
||u?(t)||%2(9) + ||Vﬂh(t)|]%2(m <C  forae. te(0,7). (5.2.27)
Our next step is to show the Holder continuity of w,,.

Lemma 5.2.4. Minimizers u, of J, are Holder continuous on compact subsets of €.

Proof. Notice that all the test functions from the proof of Theorem 5.2.2 belong to K.
Therefore, we can carry out the proof exactly in the same way because the penalties @,
and ¥, have no influence. O

Thanks to the continuity of minimizers, it is guaranteed that {u, > 0} is relatively
open in ) for n = 2,..., N. Thus, it makes sense to consider test functions with compact
support in QN{u, > 0}. For such a test function o) € C§°(QN{u,, > 0}) with ¥ = [ ¢ dx,
we define the perturbation

ye = Un + e

e >0,

and compute the limit

> 0. (5.2.28)
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Note that uf, € K for e sufficiently small, which implies ®;(uf,) = ®o(ug) = 0 if € < € for
some ¢y > 0. Hence, from (5.2.28) we get

n - 2 n— n— ,
/ (u uh21 +u 2¢ + Vu, Vi + ng(un)zp) dz > M\, 0,
Q

where

1 n - 2 n— n—

Replacing ¢ with —, we obtain the reverse inequality, whence the equality

n — 2 n— n— /
/ <u Up—1 + U 20 + Vu, Vib +7X5(Un)¢) de =AY, Vi€ C(Qn{u, >0}).
Q

72
(5.2.29)
Using the definition of 4" and ", this is the same as

[ (MO 4 way o ) de = X,
Q

for all t € (h,T) and for all ¢» € C§°(2 N {a"(t) > 0}), where M\ is the interpolated
multiplier

v -5 |

Integrating over (h,T) and extending the test functions to time-dependent domains, we
have

(u?(t) — ' (t —h)

- a(t) + |Vat(t))? + vx;(ah(t))ah(t)) dv, te(hT).

U uk(t) = uy(t = h) " o T,
/h /Q< - b+ V'V + (1)) dxdt—/h Nwdt,  (5.2.30)

for all ¢ € C5°(([0,T) x Q) N {a" > 0}).

In passing to the limit as h — 0+, we use a method, which gets rid of the term with
A" by considering only test functions of zero volume and restores the multiplier term after
carrying out the limit. Therefore, we introduce the following space of test functions:

) = {w e CF(0.7) x ) o> 0D [ w =0},

Relation (5.2.30) then implies

T
/ / (U,’?(t) - Z?(t —h e+ WA dedt=0 W € C@@). (5.231)
h Q

In order to be able to pass to the limit as h — 0+ in (5.2.31), we need besides a standard
energy estimate (see (5.2.27)) also uniform convergence of u” because the space C, depends
on the unknown function @". We are able to get the uniform convergence only for m = 1,
and that is why we confine ourselves to the one-dimensional case from now on.
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Lemma 5.2.5. Let Q be an open interval in R. Then there is a decreasing sequence
{h;}32, with limit zero (we write only h — 0+) and a function w € H'(0,T; L*(Q)) N
LOO(O T; H3(Q)) such that

ul = weakly* in L°(0,T; L*(2)), (5.2.32)
vi" — Vu weakly* in L>(0,T; L*(Q)), (5.2.33)
u" = w uniformly in Q. (5.2.34)

The cluster function w is continuous and monnegative in Qr and satisfies the volume
condition [,udx =V. Moreover, it satisfies the initial condition u(0,x) = ug(x) in €.

Proof. First two statements follow from the estimate (5.2.27). We shall prove uniform
equicontinuity of u" with respect to h. First, we see by (5.2.27) that

|u”(s) — uh(t)||2L2(Q) = /Q </ts ul () dT>2dx < O(s—1t)%

with C' independent of h. Further, using the inequality

1L

1/2
1 llze) < ClFI Lo 15l oty

which holds for one dimension and f € Hj(f2), we find again by (5.2.27) that
2 2
[u”(s) = u" ()| () < Cllu(s) = u" ()] oty [ (5) = wal®)]] oty < Cls — ¢'/2.
With these estimates at hand, the proof of equicontinuity is immediate:

[u"(s,y) —u'(t,2)] < Jul(s,y) — (s, 2)| + [u" (s, 2) — u"(t, 2)]

:}/%aaaﬁwwwum—u%wﬂ

y— a2 ( /w ode) "+ Cls 12

< C(ly—al'? + s —1]'2).

IN

Moreover, from this estimate we get the uniform boundedness in L*>°(Qr) by setting s = 0
and y = 0. Therefore, by Arzela-Ascoli theorem there is a subsequence {u"} converging
to w uniformly in Q7. a

Now, we take h to zero in (5.2.31). We aim at obtaining a weak solution according to
Definition 5.2.4, so we fix an arbitrary ¢ € C(u). Since u is continuous on Qr, there is
a constant 1 > 0 such that u > n on the support of . Subsequence {u"} from Lemma
5.2.5 converges to u uniformly, granting a positive hg so that

max |u(t,2) —u(t,z)| <

for h < ho.
(t2)€QT

N3
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Hereby, u" > u — |u"® — u| > 1/2 on the support of ¢ for h € (0, hy). Noting that u"
acquires only a subset of values of u”" (i.e., u"(t,z) = u"(kh,x) for t € ((k — 1)h, kh]), we
have also

a > g >0 on supp ¢ for h € (0, hg).
This means that relation (5.2.31) holds for our test function ¢, if h < hg. The limit as
h — 0+ is calculated in the same way as in the proof of Theorem 4.2.2. We arrive at

T
/ /(—utgot + VuV + yxi(u)) de dt — / vop(0)dr =0 Vo el(u). (5.2.35)
0 Jo 0

The last task is to eliminate the vanishing volume condition imposed on the test
functions in C(u). The fundamental idea is to put

p =V — (/dea:)u for arbitrary v € C5°(([0,T) x Q) N {u > 0}).

Integrating such ¢ over ), we check that it has zero volume and is, in this sense, an
admissible test function for (5.2.35). However, it is not smooth enough and it does not
exactly have compact support inside ([0, 7") x 2)N{wu > 0}, as required. Hence, we have to
use an approximation @ € C§°({u > 0}) to u with volume V. Setting ¢ := Vo—( [, ¥ dz)u
in (5.2.35), we have

T
/ / (= wyy + VuVep + yxL(w)) do dt — / vt (0) dx (5.2.36)
0o Jo 0

T
= / / (= w(a¥), + VuVal + yx.(u)al) dv dt — / vo@(0)W(0) da.
0 Jo Q
It turns out that we have obtained a solution weaker than the solution introduced in
Definition 5.2.4. If we could put & = wu in the above, we would arrive at the desired
identity (5.2.19). In order to do so, further investigation concerning the free boundary
would be necessary.

5.3 Appendix

We derive a model for the motion of a droplet on a plane, driven by the nonuniform surface
properties of the plane. The changing surface tension of the substrate results in different
contact angles in different parts of the drop contour and the instability of the droplet.
The droplet changes its shape leaning towards the area with smaller surface tension. We
suggest that such a motion can be approximately modeled by a parabolic or hyperbolic
equation for the surface of the drop with volume constraint. The resulting problem is a
free boundary equation with a complicated nonlocal term.

In this setting, there is no outer force present. The drop moves purely by the chem-
ical gradient on the surface of the substrate. We adopted this model in order to avoid
complications with an outer force term representing gravity, stress etc. However, one of
the aims of this modelling is to treat moving droplets on inclined surfaces, where an outer
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force is indispensable. In such modelling, we are planning to combine the equations of
motion of the liquid (Navier-Stokes equations) with an equation for the surface of the
drop (the equation mentioned above). It is natural to consider the surface of the drop
separately because, as it is known, a film with characteristic properties develops on the
interface between any liquid and gas (see Figure 5.3). Moreover, this approach is in a
sense inevitable if we aim at realizing a positive contact angle. The liquid and the film
interact in the model via pressure forces, and that is why the outer force term in the
equation for the film becomes important.

Figure 5.3: Coupled model.

One of the most typical features of drops on surfaces is the positive contact angle (the
angle of the surface and the edge of the drop). The equilibrium contact angle 6 of the
droplet depends on the properties of the liquid and the material on which the droplet is
lying ([24], [44]) and is described by Young’s equation

Vs — YsL = VLG cos 0, (5.3.1)

where vg¢ is the solid surface tension, v the liquid surface tension and ~gy the solid/
liquid interfacial surface tension. Certain materials, like ethanol on glass or silicon, make
the droplet spread completely (total wetting), while other materials, as water on plastic
or lotus leaves, make the droplet rest on the substrate in the form of a spherical cap close
to a sphere (non-wetting). In this study, we deal with the case of partial wetting with
relatively small contact angles.

Although many experiments and measurements of moving drops have been done, there
is no well-established analytic model to describe the dynamical aspects of drop motion.
Many papers have been devoted to analyzing the shape of steady drops on horizontal
and inclined surfaces. Works dealing with the motion of droplets generally make some
kind of steady or quasisteady assumptions. The authors of [34] take a similar approach
as [6] and develop a model for a drop that does not change its shape and moves steadily
overcoming shear exerted by the solid surface. They consider a thin ‘pancake’ droplet
and rely on the lubrication approximation of de Gennes ([10]). We would like to show
a different approach that we consider to be more appropriate for slow motion of drops
caused by nonuniform properties of the underlying surface.

Taking into account the principles of surface tension and the main feature of the drop
- positive contact angle, we think that a reasonable design for the model of moving drop
is to approximate the drop by a film, representing the surface of the drop. Then there
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Figure 5.4: Droplet attached to a plane.

is also the option left to fill this film with fluid behaving in accordance to a model of
fluid dynamics, and couple these two models. In the case of the film, we have to develop
a model for a volume-preserving membrane with an obstacle and positive contact angle
that is moving in the horizontal direction. As already Frenkel ([9]) observes, the motion
of the fluid inside the droplet is not a mere translation - the fluid is pouring from the rear
edge of the drop towards the front edge. This led us to the thought that it is plausible
to assume that the film moves in the vertical direction. Moreover, this assumption is
inevitable in a scalar model.

The model, derived here along the lines of these examinations, is very simple and
does not include all the properties that moving drops exhibit. For example, it is known
that moving drops show hysteresis in the contact angle. The contact angle in the front
is larger than the expected value (advancing contact angle) and the angle in the rear
becomes smaller (receding contact angle). This hysteresis leads to stick-slip behaviour
(i.e., sudden large-scale change of the equilibrium shape of the drop caused by a small
perturbation of a parameter of the system) and jerky movements ([17]). It has been
ascribed to surface inhomogeinities but models explaining this phenomenon in different
ways have been developed recently. For instance, in [32] it is shown that a theory con-
sidering a thin film, which is left after the droplet moves away, gives a good agreement
with experiments for hydrophilic surfaces. This explanation would make it possible to
include this phenomenon in our coupled model and actually fits very well in it. See also
[7] for a mathematical model of contact angle hysteresis. In this work, we do not consider
secondary properties, since we are aiming at the development of a general model. To add
aspects such as hysteresis of the contact angle into the basic model will be our future
goal.

We start the derivation of the model by reviewing the equilibrium shape of the drop.
From the assumption of partial wetting (6 < 90°), we can describe the film as a scalar
function u : Qr = (0,T) x 2 — R, where (0,7) is the time interval and 2 is the domain
where the motion is considered (see Figure 5.4). The plane, on which the drop rests, cor-
responds to 0-level set of the function u. The domain 2 C R™ is taken bounded but large
enough so that the drop does not touch its boundary during the motion. Homogeneous
Dirichlet condition is prescribed on its boundary 0f), which is assumed to be Lipschitz.

The main features determining the shape of the drop are surface tension, contact
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angle and volume preservation. The boundary of the drop, i.e., the place where the
contact angle can be observed, agrees with the boundary of the set {u > 0} and will be
called free boundary. We have three types of surfaces in this situation. By vg5 we denote
the surface tension between the solid underlying plane and air, by v the surface tension
between the drop and air and by 7, the interfacial surface tension on the solid/liquid
boundary. We assume that the surface tension of the drop is homogeneous and constant.

Let us use the symbol x,=o for the characteristic function of the set {u > 0} and
simplify the notation for surface tensions:

Vg = VLG, Vs = YLS — VSG-

Under the above simplifications, the surface energy of the drop can be written in the

following way:
Ezvg/ <\/1+ \VUI2>xu>odw+/%xu>odx. (5.3.2)
Q Q

The drop assumes the shape which minimizes the energy E under the volume con-
straint

/ uxuso dz =V, (5.3.3)
Q

where V' > 0 is the volume of the drop. There is obviously no condition on the behaviour
of the minimizer in the region where it is nonpositive which leads us to adding the extra
condition u > 0. Then the minimization of (5.3.2) under condition (5.3.3) is equivalent
to the minimization under the same constraint of the functional

b= 79/Q V14 |[Vul?dz + /Q(vg + Ys) Xuso0 A2, (5.3.4)

the form analyzed in [14] and [40], where, among other results, the existence of minimizers
is shown.

If v, and ~y; are constant and the drop is small so that it is not influenced by gravitation
forces, the drop has the shape of a spherical cap (see [6]). This can be shown using Schwarz
symmetrization and isoperimetric inequality in the framework of BV functions (see, e.g.,
[7]). In this case, we can derive the well-known Young’s equation for the contact angle 6
(133), [44])

Vs = —7gcos (5.3.5)

by explicitly minimizing functional (5.3.2) under condition (5.3.3).

Lemma 5.3.1. Let v, be a constant. Then the contact angle 6 of the spherical cap, which
minimizes the expression (5.3.2) among all spherical caps with the same volume, satisfies
relation (5.5.5).

Proof. Since the proof is just technical, we mention briefly only the case m = 2. Let the
radius of the spherical cap be denoted by r and the angle of the cap by #, as in Figure
5.5.

The value of (5.3.2) then becomes

E(0,r) = 27,0r + 27y4rsin 6. (5.3.6)



Problems with free boundary 91
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Figure 5.5: Proof of Young’s equation.

Since the volume of the liquid does not change, we have
0r2 — r? cosfsinf = V.

Extracting r from this equation and substituting into (5.3.6) gives

. / \%4
E(Q) = 2(799+’7881n9) m

We can see that this function is convex when ¢ > 0, hence the angle 6 yielding the
minimum of F(#) satisfies

dE  2(y4co80 +75)(0cosf —sinf)
do (6 — cos O sin 6)3/2 B

Because for positive values of 8 we have 0 cosf — sinf < 0, we conclude that the desired
relation (5.3.5) holds. O

If we assume that the minimizer exists and is smooth, we derive also the following more
general result, which holds for nonuniform distribution of v (i.e., nonspherical drops).

Lemma 5.3.2. Let the minimizer of (5.3.2) be smooth in {u > 0}. Then Young’s equation
(5.3.5) holds on 0{u > 0}.

Proof. First, we derive the relation satisfied by the minimizer inside {u > 0}. For this
purpose, we fix an arbitrary function ¢ € Cg°(Q2N{u > 0}), denote its volume [, ¢ dz by
® and introduce the volume preserving perturbation

u—+ep
.=V .
“ V+ed
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Then we have

0 = liml(E(ug)—E(u))

e—0 g

Y |Vu+eVpl|? B 5
o ll—rf(l) 5 /Q <\/1 " (1+ed/V)? Xutep>0 L+ Vel X“>O> dr

1
+- / 75(Xu+ago>0 - Xu>0) dz
€ Ja

2
2 <\/1+M T o
Q

(14+ed/V)?
VuVe — +|Vul*® p
= u €T
Vg 0 Tt VP \Vu|2 Xu>0
VuVp
= — — \p | dz,
79/9 <\/1 + [Vul? S0)

where we have put

VoL |Vu|?
V S0y /14 [Vul?

Using Green’s theorem we obtain the relation

/ (Au(l + |Vul?) — VuT D*uVu
?Ja (14 [Vul?)>?

—A)godx:() Vo € C2(QN {u > 0}). (5.3.7)

On the other hand, we can carry out the so-called inner variation of (5.3.2), which

uses the perturbation

where
T.(x) = x + en(z), n € Cy°(2,R™)

with Jacobian
|D7.| =1+ edivp+o0(e), & —0,
and V. is determined so that the perturbation preserves volume:
V. = / u(t 1 (z)) de = / u(y) |D7(y)|dy =V + 8/ udivndr + o(e), € —0.
Q Q Q
Noting that

ou, V ;
I S I e
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and employing the substitution y = 7 !(z), we have

0 = lim 1(E(UE) — E(u))

e—0 ¢
T 7] V_2 ou Ju On; )
N l%g/gl[ 1+V€22Z,:<8 Zaxjaxz) (1 & divn)
1 .
—/1+ \Vuﬂ Xus0dT + —/ (Vs(1) (1 + edivny) — vs) Xuso dz

0
2e divy + = <|Vu\2 — 2y, 2 %%)(1 + 2e divn) — |Vul?
= lim E/ Jom T Xu>0 dx
=0 € Jg 2¢/1+ |Vu|?

+/ (W + vs(72) diw]) Xus0 dT
Q

/ (1+ |Vu|?) divy — Vul DnVu
= 7
! {u>0}

— Audivy | dr + / div(7vsn) dx.
V1+|Vul|? > {u>0} (o)

Using Green’s theorem and result (5.3.7), we find that

0 — lim> (B(w) - E(w)

e—0 ¢

_ / < _ Vu'D*un Auw(Vu-n) + Vu' D*up
? Jiusoy V14 |Vul|? V14 |Vul|?
_ (Vu" D*uVu)(Vu - n)
(14 |Vu|?)3/2

+>\(Vu~7])>dx
(V- )(Vu- v)

+/ Yo/ 1+ |Vul2(n-v) —7

a{u>o}< 7 IVl ) =% V14| Vul|?

- /a{ >0} <7g(1+ Vel v) — (Vu v)(Vu-n) +vs(77-’/>> ds,

V1+[Vu|?

where v denotes the unit outer normal to d{u > 0} and has actually the form v =
—Vu/|Vu|, which yields

+ 7s(n - V)) ds

0:/ (L—i—%)(u-n)db’ Vn € Cg° (2, R™).
{u>0}

V1+ | Vul?

We conclude that

1
= — on O{u > 0},
v T |Vu|279 { }
meaning that the Young’s equation (5.3.5) holds. O

Besides supposing that 0 < —v5 < 7,, i.e.,, 0 < § < 7/2, which enables us to handle
the problem in terms of scalar functions, we additionally suppose that ~, is close to the
value —v,, i.e., that the drop has a relatively small contact angle (hydrophilic surfaces).
This assumption is made only to be able to linearize the minimal surface operator and
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thus to get theoretical results concerning existence of solution. However, in numerical
computation, we can use the full operator and the assumption becomes irrelevant. Making
this assumption, the gradient of u remains small and the following approximation is

possible:
1
V1+|Vu]?2 = 1+§|Vu\2. (5.3.8)

Putting finally

7::1+£ € (0,1),
Vg
we can rewrite the approximation of the surface energy (5.3.4) in the form
. 1
E =+, {5/ |Vul|? do + / Y(Z) Xuz0 dx} . (5.3.9)
Q Q

We have omitted the characteristic function in the first term. This is possible due to
the fact that the minimizer of (5.3.9) satisfying condition (5.3.3) can be shown to be
nonnegative. Indeed, the positive part v of a function v € H'(Q) satisfying (5.3.3)
still fulfils (5.3.3) and E(v*) < E(v). This fact is connected to the maximum principle
for the corresponding differential equation. Functionals of the form (5.3.9) are studied
in [1], where it is shown that their minimizers without volume constraint are Lipschitz
continuous.

In the derivation of a dynamical model for the motion of a droplet driven by the
changing contact angle, we do not start from equation (5.3.5), as is a common practice,
but from the minimization problem for the energy functional (5.3.9). Let us now consider
the situation when ~4 is not constant. Then the contact angle becomes also a function
of space, as is apparent from (5.3.5). Setting a drop on a surface with nonhomogeneous
surface tension, the drop starts moving in order to find its stationary position. If the
surface tension is monotonely decreasing in a certain direction, the drop stretches itself
towards the area with smaller tension and possibly starts moving in this direction, trying
to make its contact angle as small as possible. On the other hand, the surface tension on
the drop/air boundary inhibits this motion, trying to form the drop into a ball. These
two motions, restricted by the volume conservation, result in the change of shape and/or
translation of the drop.

Unlike [34], in the case of motion driven by the changing contact angle, the movements
are relatively slow and the shape is transforming little by little by pouring of the liquid
towards the front edge. Therefore, the influence of inertial forces and friction can be
assumed negligible. In such situation, it seems acceptable to consider the motion as a
result of vertical displacement of the film. Here we have adopted the scalar description
which inevitably allows only the variation in the vertical direction. Nevertheless, the
comparison of numerical results with experimental photographs (see Section 7.3) suggests
that it is an adequate approximation.

Now we derive an equation of motion along the lines mentioned above. Using (5.3.9)
as the potential energy for the surface of the drop and considering the kinetic energy
proportional to y.,sou?, we find that the Lagrangian becomes

L = [ [ (Bt =5 Vul = Gy + 20 0) dedr
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Assuming the existence of a stationary point, we can compute the variation of the La-
grangian using test functions

u+ep

= m; ¢ € C°((0,T) x 2N {u > 0})
Q

Ue

as in the proof of Lemma 5.3.2. This procedure is formally equivalent to introducing a
time-dependent Lagrange multiplier \(¢) and calculating the variation of the functional
L(u) — fOT)\ Jq wdz dt without the constraint. Noting that the resistance force acting
against the vertical motion of the film is proportional to the speed of the film, we get a
weak formulation for the following relation

BXusotu + puy = vy (Au — yxL(1) 4+ Xus0A) , (5.3.10)
where .
A\ = v /Q [Bugu + pugu + vy Vul® + ygyuxt (u)] da.

This is the type of equation studied in Section 5.2. Here, 3 is proportional to area density
of the region constituting the membrane, p is a drag coefficient and A is a Lagrange
multiplier originating in the volume constraint (see the similar derivation of (5.3.7)). The
characteristic function in front of uy; expresses the fact that energy is lost when the film
touches the surface. Refer to the paper [43] for more detailed explanation of the equation.

We have replaced the characteristic function in the second term of (5.3.9) by a function
Xe € C?(R) satisfying

and |x. (s)| < C/e for s € (0,¢). The purpose of the smoothing is to avert the appearance
of delta function in the equation.

If we consider a motion with a long time-scale without oscillations (|Busy| << |puyl),
it can be sufficiently expressed by the following parabolic partial differential equation

up = Au — XL (1) + Xus0, (5.3.11)
where we have put 1/, = 1. The specific form of the time-dependent function A (¢) is

1
A=< / [ty + [Vuf? +yux, ()] da. (5.3.12)
Q

This is the model equation analyzed in Section 5.1.






Chapter 6

Numerical algorithms

For constrained problems, the discrete Morse flow is not only an effective tool of theoretical
analysis but also a very practical method of numerical computation. As the evolution
problem is approximated by minimization on discrete time levels, the constraint is taken
care of just by restricting the set of admissible functions for the minimization. Here we
deliberate on the practical aspects of the method in numerical computation and introduce
the basic algorithm.

6.1 General comments

The discrete Morse flow method consists in partitioning the time interval (0,7") into N
subintervals of length h = T'/N and with given initial functions ug (and w; for hyperbolic
problems) computing the minimizer of the functional

1
T, (1) :/ (Dt s, tn2) + 5V + Fi(u)) d (6.1.1)
Q 2
forn =1,2,..., N, in the admissible function set
o — {ue H}(Q); [yudz=V} for problems without obstacle, (6.1.2)
v {u € Hy(Q); [oXusoudr = V} for problems with obstacle. o

The term F,(u) in (6.1.1) includes, e.g., outer force terms or the term yx.(u) expressing
contact angle in the model for droplets. The discretized term D(u,t,_1,u,_2) has the
form

lu — u,_1|*/(2h) for parabolic problems,
D = ¢ |u—2u, 1+ u,_2|*/(2h?) for hyperbolic problems without obstacle,

|t — 2wy, + Un_2]*Xus0/(2h?)  for hyperbolic problems with obstacle.
(6.1.3)

We would like to bring to notice the fact that the way of computing approximations to a
solution of a parabolic free-boundary problem, as stated above, is different from the defini-
tion of approximate solutions used in Section 5.1 to prove the existence of weak solutions.

97
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To rectify this, we add an Appendix to this Chapter (see Section 6.3), where we intro-
duce approximate solutions for the parabolic obstacle problem applicable in numerical
computation and show that they are well-defined.

In numerical computations, the space is discretized as in the standard finite element
method, usually with triangular meshes and standard basis functions {@;}%, . Apart
from the outer-force term, functional (6.1.1) is then a quadratic function of coefficients a
corresponding to individual basis functions in the expansion of the approximate solution,
ie.,

un(x) :Za?¢2(x>7 TLZO,]_,,N

M

~
[y

On the other hand, the volume condition represents a linear constraint, most typically
(in the case of Dirichlet boundary conditions) of the form

M
Vv
Za?:Z:const, n=20,1,..., N,

=1

where A is the area of one element. Here we assume that all elements are identical because
dropping this assumption has no substantial influence on the character of the situation.
Thus, the functional is constrained to a hyperplane S giving again quadratic function and
a (unique) minimum. The question is how to find this minimum in praxis.

The direct but often not practical way is to first find the explicit form of the constrained
functional and then minimize it. One of the disadvantages of this approach is that the
resulting stiffness matrix loses its good properties, in particular, symmetry and sparsity.

Other possibility is to apply gradient minimizing method with simultaneous project-
ing on the volume-constraint hyperplane. In one step of this method we compute the
minimum in the direction of steepest descent starting from a point on the volume hyper-
plane and project it back on the constraint hyperplane (see Figure 6.1). As in the usual
gradient method, the speed of convergence depends on how near are the level curves of the
functional to a circle (that is, how much clustered are the eigenvalues of the corresponding
matrix), which leads to the usage of preconditioners.

When solving problems without obstacles, we can use the orthogonal projection on
the constraint hyperplane. However, when we compute an obstacle problem, we have the
lower admissible set from (6.1.2). This set is not convex, but since we have shown in
Chapter 5 that the minimizers are nonnegative, we can use the following convex set in its
place:

v ={ue Hy(Q); u>0, /udx: Vi
Q
The condition © > 0 written in terms of the coefficients a; is
a; > 0, 1=1,2,..., M,

which again designates a convex subset of the hyperplane:

M
ICM:{[al,...,aM] e RM; Zai:V/AJ a;>0,i=1,...,M}.
=1
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constraint
hyperplane

Figure 6.1: Constrained gradient method.

We can define the projection of a point X on K¥ as the nearest point to PX in KM,
where PX is the orthogonal projection of X on the hyperplane S (see point X’ in Figure
6.2).

Figure 6.2: Projection on the admissible set.

Since the set K/ in the discretized setting is a polytope, the projection is well-defined.
The orthogonal projection P amounts to adding a fixed value to each component a;
because the normal vector to S is the vector -£[1,1,...,1]:

VA — sz\il a;
M

P(la,...,anm]) = a1, ..., ap] + 1,...,1].
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If the projection PX of X already is a point of K}/, the free boundary does not appear.
On the other hand, if PX falls outside of K%, the nearest point in K% will have at least
one vanishing component, which means that the free boundary is realized. Figure (6.3)
shows the hyperplane and the set K (hatched region) in the case of three dimensions (4
elements).

Figure 6.3: Volume constraint hyperplane.

If PX is in one of the dotted cones, the final projection will have two vanishing
components and the corresponding function looks like Figure 6.4 (a), while the projection
of points from the white region results in functions of the shape in Figure 6.4 (b).

A A
(a) “ (b)
al
a2
a as as
: R — .
0 A 2A 3A 0 A 2A 3A

Figure 6.4: Discretized functions with free boundary.

Nonetheless, besides this type of projection, in real computations we often adopt easier
ways of “projecting”, such as the “cut and adjust” method. In this method, we compute
the unconstrained minimizer, cut it at the obstacle and correct the volume by multiplying
the whole function by a suitable value.

A completely different approach, using a modification of the finite element method
with special basis functions of zero volume, is proposed in the following Section 6.2.
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In the end, we briefly explain the general algorithm for numerical computations of
volume-constrained obstacle problems. However, a detailed analysis is beyond the scope of
the thesis. Our numerical method uses finite element discretization of space and searches
for a minimizer of the functional (6.1.1) in this discretized space. The minimizer is
determined by the steepest descent method combined with bisection method. In each
step of the search, the resulting function is projected on the volume-constraint hyperplane
and, if need be, on the set satisfying the obstacle condition. The rough scheme of the
algorithm is presented in Figure 6.5 for the parabolic case.

input: ug € Ky
n=20

1

v =
k=1

Un

»
|

\

compute the gradient: p* = V,,J,(v")
search minimizer 9**1 of J,, in the direction —p*
project on Ky: vt = P (o)

no yes k+1

Un+1 = U n=N
n=n+1

k=k+1

Figure 6.5: Numerical algorithm.

The time step h and diameter of each finite element are chosen small enough related
to the smoothing parameter € in the contact angle term, if present. As minimization
methods are of implicit type, there is theoretically no restriction on the relation between
the time step h and the smallest diameter of the space-mesh.

6.2 Finite elements with zero volume

Here we propose a version of finite element method suitable for volume-preserving prob-
lems. The proposed method differs from standard FEM in the definition of basis functions.
Instead of “hat” functions v;, we shall use basis functions ; with zero volume, having
the shape of a wavelet (see Figure 6.6).

First, we have to change the formulation of the problem, so that we get a constraint
of zero volume. This can be done by subtracting a suitable function, having the originally
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»; i

Figure 6.6: Standard and modified basis functions.

required volume V', from the solution (for example, the initial condition). This may
be sometimes difficult with obstacle problems, where it may be necessary to adjust the
subtracted function in each time step.

We present the main aspects of the new method on the example of a constrained heat
equation in one dimension. Let us consider the problem in the space interval 2 = (0,1),
[ > 0. We define a triangulation .7, of (0,1) as the equidistant partition {z;}X5! with
space step h = [/(N +1): ©op = 0, x;y = h,...,zy;1 = [. Only in this subsection the
symbol A will have a different meaning than in the preceding text because we do not want
to change the established notation in the FEM. The time step is denoted by 7. We shall
solve the problem with linear finite elements, so the standard and modified finite element
spaces are defined as

Vi, = {up € C([0,1]); uy is piecewise linear on F, uy(0) = up(l) = 0},
N

Y = {w € C([0,1]); wy, is piecewise linear on 7}, up,(0) = uy(l) = 0, Zuh(xz) =0}.
i=1

Note that the condition

Zuh(a:i) =0 (6.2.1)

and the condition f(f up dr = 0 are equivalent for u;, € Vj,.
The basis of %, consists of {¢;}\', where (see Figure 6.6)

(x —xi1)/h T € [y, 74

i) = —2(x —x)/h+1 € vy, Ti41] (62.2)
(z—ziy1)/h =1 @ € [Tiy1, Tiza)
0 otherwise.

Lemma 6.2.1. Every function uy, from ¥, can be expressed as a linear combination of
functions o1, ..., oN_1.
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Proof. We are looking for the coefficients a;, i = 1,..., N — 1, in the expansion

=

up(x) = - a;pi(x). (6.2.3)

i=1

The above holds if and only if it holds for z;, j =0,..., N + 1. This gives the relations

up(r1) = @

up(r2) = ag —up(ry)

Uh($3) = a3z — uh($2)
Uh(IN—l) = AaN-1 — uh(mN—2)~

The solution is ,
1
a; = Z up(z;).
j=1

However, we have to check that (6.2.3) holds also for = xx because this condition is
not considered in the above system of equations in order not to make it overdetermined.
We have

N-1 N-1

> aipi(en) = a1y (y) = —an-1 = — Y un(x;) = up(zy),

i=1 j=1

due to (6.2.1). O

The volume constrained heat equation is reduced (see Section 4.1 for details) to the
minimization of the following functional

l _ ,,mn—1]2 1 l
Jn(u):/ “‘2#'@%5/ IVl dz
0 T 0

in the set .
K = {ue Hy(); / uwdr =V},
0

Here u™! is the solution on the previous time-level and «° is a given initial function

from K. We use the transformation v = u — u° (analogously v™ = u™ — u°), whereby the
problem changes to minimizing of

l n—112 l
- v — o™ 1/ 012
W)= | ——————dx+ = Vou+ Vu'|*d
In(v) /0 5 T+ 0\ v u’|* dx

in the space

V = {ue Hy(Q); /ludx:O}.
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A variation of J, gives the following identity:

T

ZU—Un_l l
/7cpdx+/(Vv+Vu0)Vg0da::O Vo e V.
0 0

The finite element approximation consists in searching for the solution v, € ¥}, of

T

l _ n—1 l
/ g da+ / (Vor + Vuy)Vorde =0 Yy € %,
0 0

or, equivalently, minimizing J, in ¥, Here, uY) € ¥, is an appropriate interpolation of u°.
Define the bilinear form B and functionals f", f;' as follows:

! !
B(v,p) = 1/ngoalx—l—/oVvVgoal:z;,

T

I :
o) = - / o di— / ViV e,
T 0 0
1 [ !
file) = —/ U;ZL_IQde—/ VulVdz.
0 0

T

Since V is a Hilbert space, 7} is its finite-dimensional subspace, the form B is contin-
uous and coercive on V' and functionals f™ and f}' are bounded and linear, Lax-Milgram
theorem gives a unique solution to each of the following problems:

B(v,o) = f"(p) for all p €V, (6.2.4)

B(un,n) = frlen)  forall g, € %, (6.2.5)

Problem (6.2.5) is solved by the finite element method with modified basis functions
{¢:i}. Using (6.2.3), we have the system for coefficients a":

1 N—-1 1 N—-1

1
;/ Za?cpicpjdx—l—/ Za?VgoiV%-dx:b", j=12...,N—1,
0 =1 0 =1

where b" is the corresponding force vector. This can be rewritten as

1 n __ n
(;A+B)a =b",

where the stiffness matrix A with elements a;; = fol @ip;jdr and the stiffness matrix B
with elements (3;; = f(f Vo;Vpjdzr are given by

6 -2 -1 0 : . . :
-2 6 -2 -1 0 . .0
-1 -2 6 -2 -1 0 .

0O -1 -2 6 -2 -1 0

o O OO

ol =

. . .0 -1 -2 6 -2 -1
0 . . .0 -1 =2 6 -2
0 -1 -2 6
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and

6 —4 1 0 . 0
—4 6 —4 1 0 . 0 0
1 - 6 —4 1 0 0
1 -4 6 -4 1 0 0

5ol

h
. . . 01 —4 6 —4 1
0 . . .0 1 —4 6 —4
0O 1 -4 6

We can see that we have obtained a system with pentadiagonal symmetric matrix. Com-
pared with the tridiagonal matrix in the usual finite element method it is somewhat more
computationally demanding but this is the price paid for the constraint. If we apply the
volume condition (6.2.1) directly, we get a matrix which is neither a band matrix nor a
symmetric matrix because a full row (1,1,1,...,1) appears there.

Since the discrete Morse flow is a minimization method, we usually do not solve
systems with the above matrices but use an iterative minimization method. Mostly, a
gradient method is used, which amounts to searching for the minimum in the direction
of the gradient of .J, with respect to the coefficients a;. The gradient is an (N — 1)-
dimensional vector, in contrast with the N-component vector for the unconstrained case.
Nevertheless, the algorithm of the minimization is the same.

Now, we are concerned with the convergence of the approximation as h — 0, that is,
with error estimates. By Céa’s lemma we have

oy — v ||y < C dist(v", ¥4,).

Hence, to get an error estimate, it is sufficient to find a good approximation of a function
v™ € V in ¥#,. In the sequel, we write €2 instead of (0, ).

Lemma 6.2.2. Let v € VN H*(Q). Then there exists a function v, € ¥, such that
||U — UhHLQ(Q) S ChQHUJz::cHLQ(Q); (626)
v = vnllaie) < Ch||Vaell 20,

for h less than some fixed hyg.

Proof. We define two types of projections. Projection P, : V' — V}, takes the same values
at nodes:
Py € Vy, Pyw(z;) =v(z;), 1=0,1,...,N+1.

On the other hand, projection Il : V' — ¥}, adjusts the volume by subtracting a fixed
value at nodes x1,xs, ..., xN:

N
1
v € %, po(x) = v(w;) — N Zv(xz% i=1,...,N, Iyv(z) = pv(zn4+1) = 0.
=1

Then we have

||U - HhUHHl(Q) < ”U - PhU”Hl(Q) + ”Ph’U - HhU”Hl(Q)' (627)
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The estimate for the first term is a well-known result of the interpolation theory:
v — Prollai) < Chlveel|22)-

We estimate the second term on the right-hand side of (6.2.7). Function Ppv — IIzv
vanishes at the end nodes and has a constant value s := 1/N S v(z;) at all other nodes
(see Figure 6.7).

U(CCNfl)

v(z1)

v(xny_1)— S

v l'N) HhV
v(zn) — s
Figure 6.7: Projections P}, and IIj,.
This leads to the estimates
T S 9 N-1 TN+1 S 9
||PhU—Hh’U||%2(Q) = / (E.T> dl’+232dl’+/ (E(.T—xN)) dx
o i=1 TN
1
= (N - g)hs2 < s (6.2.8)
T 9 TN+l o 9
(P, = Mkl = [ (1) do [ (3o
o TN
2
= Es? (6.2.9)

It remains to estimate the sum .~  v(z;), which should be small for small h, since v has
zero volume. We write

iz}(xi) - ivm) - /0 i = Nij (“@‘—1)2* o) _ : / Cod)  (6210)

and use Taylor’s theorem for v on each interval (z;_1,z;):

v(z) = v(wis1) +ve(miq)(x —xiq) + /I (x — t)vge(t) dt,

o(z) = () — valws) (s — 7) — / " (@ = o (1) dt.
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Adding the above identities, dividing by 2h and integrating over (z;_1,x;) we obtain

1 [% B “v(wisg) + v(w) /x Ve (zi1)(x — 251) — vo(x) (25 — )
h/mi_lvdx = /jﬂi_1 o dr + ’ o dx

1 T x; -
—i-% /mi_l /ﬂgi_1 |x — t|vg(t) dt dz
h

v(xi_1) + v(zy)

= 5 + Z(Uz(mi—l) - Ur(*rz»
]_ i 2 2
v | (=m0

Inserting this form into (6.2.10),

> vte] = 513 (enloin) = vaa)

N+1

+ﬁ Zz:; /:1 ((t = 2i0)? + (23 — 1)) [0aa(t)] dt
h

Z|Uz(l) - UI(O)‘

IA

N+1 N+1

P [ s e ) (8 [ wira”

h | 1 /70
= 31 [ vatyar + 1y 5 Al

< C\/ZhHU:cxHLQ(Q)-

Thus, |s| < Ch?||vge||r2() and (6.2.8) plus (6.2.9) immediately yield the announced error
estimates. a

One can see that error estimates (6.2.6) are of the same optimal order as estimates for
standard finite element approximation.

The presented method is likely to be extendable to higher dimensions and approxi-
mations by polynomials of higher degrees, with error estimates for higher order norms.
We shall not study such extensions here. We only remark that the numerical example in
Section 7.2 was computed using two-dimensional volume-free basis functions, essentially
of the shape illustrated in Figure 6.8. To construct modified bases in higher dimensions
seems rather difficult but it is not too restrictive because the two-dimensional case corre-
sponds to a surface in 3d space. Unfortunately, the application of the modified basis to
obstacle problems is not straightforward.

In the end, we shall discuss an application of volume-free basis functions to problems
with pinned points or points whose motion is prescribed. An example of such problems is
given in the second part of Section 7.1. We solve the motion of an elastic volume-preserving
string, which is fixed on both ends and picked and lifted with prescribed velocity at one
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%

\ 1\

Figure 6.8: Basis functions for 2d domains supported on 10 elements of mesh.

point inside the domain. The direct way of solution would mean to split the domain into
two subdomains with boundary at the pinned point. In each subdomain one would solve
the model equation with time-dependent boundary condition. However, the solutions in
respective subdomains are correlated by the overall volume preservation.

In the standard finite element method, it would be enough to fix the coefficient of the
basis function corresponding to the moving point to be the prescribed value. In the case
of modified basis functions, there are two basis functions that do not vanish at a node, so
the same method does not work. The problem can be solved by a simple change of the
basis functions having support in the neighbourhood of the moving point so that there is
only one basis function that does not vanish at the concerned node. The new basis for a
pinned point x; is depicted in Figure 6.9.

We can see that basis functions ;1 and ¢; were replaced by new volume-free func-
tions ¢;_; and ¢}, where only function ¢, has a nonzero value at x;. Hence, we can fix
the coefficient of this basis function according to the prescribed value and solve for the
remaining coefficients aq,...,a;_1,a;11,...,ay_1. The same procedure can be done with
any number of pinned points.

6.3 Appendix

Here we define and justify approximate solutions of parabolic free-boundary problem
(5.1.1)—(5.1.3), suitable for practical computations. The construction of an approximate
solution for computational purposes is based on the minimization of the following time-
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Figure 6.9: Basis functions for a problem with pinned nodes.

discretized functional:

%@%ié(B;%EL+%WM%WWwU—FW»dr (6.3.1)

in the admissible function set

Kv:{ueﬂaax/

XusoU dr = V}. (6.3.2)
)

Compared to (5.1.17), we see two differences. One is that a sharp characteristic func-
tion appears in (6.3.2) to accomplish the effect of the obstacle. In numerical computation,
the solution is projected on Ky every time a new approximation of the solution is com-
puted. The other difference is the presence of the new term F'(u) representing the action
of outer forces. We have not considered this term until now in order to simplify the
formulas. For example, the corresponding form for gravitation force would be

1
F(U) = _§gu27

or gravity for a drop on a tilted plane with inclination angle a would give

1
F(u) = —qu2 cos a + grusin a.

For simplicity, we assume that F'(x,s) (where s represents u) is independent of time and
has the form F(x,s) = (a(x)s? + b(x)s)Xs>0, where a,b € L*(Q2), a(z) <0 and b(z) > 0.
By f(x,s) we denote the derivative with respect to s, i.e., f(x,s) = (2a(x)s + b(z))xs>0-
For a more general approach regarding the outer force, see Section 4.1.

We start the computation from the function ug that is given as the initial condition
and inductively calculate u,, n = 1,..., N. The characteristic function in the volume



110 Numerical algorithms

condition in (6.3.2) ensures that the minimizer is nonnegative and, therefore, satisfies the
obstacle condition. Indeed, should the minimizer u, be negative in a region of positive
measure, the function x,,,~ou, still belongs to Ky, and the value J,, (x4, >0tx) is less than
for the original function, which is a contradiction.

As in the proof of existence of a weak solution, we interpolate the minimizers in time
producing a piecewise constant function 4" and a continuous piecewise linear function u”
(see (5.1.19)).

In what follows, we shall briefly mention the main properties of the approximate so-
lutions and show they are well-defined. Our assumptions are the same as in Section 5.1.
The following theorems show that there exists a Holder continuous minimizer. The regu-
larity is indispensable for obtaining an equality from the first variation of our functional
by considering only test functions with support inside the open set {u > 0}. Otherwise,
taking general test functions would yield only an inequality.

Theorem 6.3.1. There exists a minimizer of J, for eachn=1,...,N.
Proof. The proof is similar to the proof of Theorem 5.2.1 in Section 5.2. O

Theorem 6.3.2. For each compact subset of Q, there is a positive number a < 1,
depending on h, such that the minimizers u, of J,, forn =1,..., N, belong to the Holder
space C(£2).

Proof. If a function u belongs to the class By (2, M,~,d) defined in Definition 5.2.1,
Theorem 2.6.1 of [23] tells us that u is Holder continuous.

Without loss of generality, let us suppose that V' = 1. The condition (1) from Defi-
nition 5.2.1 (boundedness of u,) can be proved by the technique for elliptic equations of
[23]. We won’t go into details here, referring to the proof of Theorem 5.2.2. We study the
condition (2) in the case w = +u and w = —u, respectively. For a nonnegative function
¢ € H}(Q) we select a volume-preserving test function

1

¢5=I—6(

u—0C) Xu—sc>0, 0>0, Is= /(U — 0C) Xu—sc>0 d.
Q

The minimality of u gives (J,, (¢5) — J, (u)) /0 > 0, where we take 6 — 0+, while em-
ploying the estimate 1 —¢ [, (dx < I; < 1:

- /Q <%“ + [Vul + 7 () u - 20u?) da (/chx)
+/Q ( - % — X (u) + b)éda: - /Qvu V(dz, (6.3.3)

Specifying the form of ¢ in (6.3.3) provides us with (5.2.6) for +u. Let us take any
smooth function 1, 0 < n < 1, supported in the ball B, valued n = 1 in the concentric
ball By for s = r —or, 0 € (0,1) and satisfying |Vn| < 2/(r — s) in B, \ Bs. Setting
¢ = n?*max{u — k,0}, we obtain the estimate

0<C|Ak,| — / VuV{dz.
Q
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The constant C' depends only on h,e, M, || and J,(u). The application of Young’s
inequality gives

—/VuVCdx < —/ |Vu\27720l96—|—1
Q Ak,r 2

/ |Vu\2772dx+2/ IV|® (u— k)2 dz

k,r Ak,r
< —= |Vul” de + 5 sup(u — k)* [Ag.|,
2 Ap, s (or)? B,
which is the desired estimate. The calculations for —u are similar. O

Now, we can select test functions with support in {u, > 0} and compute the first
variation of .J,. We find that the interpolated functions u" and @" comply with the
following definition.

Definition 6.3.1. A function u" € HY(Qr)NL>(0,T; H}(2)) is an approximate solution
to (5.1.1)-(5.1.3), if it satisfies

T T _
/ / (up g+ V"V +yx. (") ¢ — f(a")¢) dudt = / / N da dt
0 Q 0 Q

Vo € C5°(Qr N {u" > 0}),
u" =0 in Qr\ {u" >0}, (6.3.4)

and the initial condition u" (0) = ug. Here, \" is defined as
N = / (uya" + V" |* + yxi@")a" — fa")u") de.
Q

For the approximate solution, we get the following energy estimate.

Proposition 6.3.1. There is a constant C' depending on ||V L=(q), ||a]/L=@), €,
uoll z1y, bl 22y and T, such that

[l 20, + IVE" (07200 + IV=a@(®)[|7e) < C forae te(0,T)

Proof. We use the perturbation (1 — §)u,, + du,_1 in the minimization of .J,. O

Unlike the hyperbolic case, we got the energy estimate without having to resort to
singular penalties. It also turns out that from this estimate we can show the existence of a
weak solution for one space dimension by similar method as in the hyperbolic case (Section
5.2.2), including the correct form of the limit Lagrange multiplier (i.e., corresponding to
@ = u in (5.2.36)). As the limit process in Lagrange multiplier for the hyperbolic case
is still missing, the difference in difficulty of analysis between parabolic and hyperbolic
problems becomes apparent.






Chapter 7

Numerical experiments

In this Chapter we present some examples of numerical experiments for each type of
problem, as classified in Section 2.2. As we have already emphasized, the discrete Morse
flow method, being a minimization method, is highly suitable for constrained problems.
This Chapter has the purpose of illustrating the real usage of the method but does not
aim at constructing accurate models. The models presented here are very simple and,
in fact, often far from being exact, though we claim they capture the features of the
phenomena well. To develop more reliable models, it would be necessary to couple the
presented model in each case with another complicated model (usually for the fluid, as
was, e.g., hinted at in Section 5.3 when deriving a model for moving droplet). However,
this would far surpass the primarily theoretical scope of the thesis. First results in this
direction were presented in [19].

For each type of equation from the range studied in Chapters 4 and 5, we choose one or
two examples of physical phenomena and carry out numerical simulations with concrete
data. The results are presented in figures and are not further analyzed from the numerical
point of view.

7.1 Parabolic problem without free boundary

Here we present two applications of the theory from Section 4.1, i.e., volume-constrained
parabolic equations without free boundary. These results are taken from [36]. Equation
(4.1.1) is used. One cannot readily see if structural conditions (4.1.4) — (4.1.6) are satisfied
in these examples. However, the numerical experiments suggest that these assumptions
are not necessarily essential to the computation.

Our first application uses Neumann boundary conditions and concerns the motion
of an electrolyte. An electrolytic suspension is kept in a container covered by a plate
electrode. A small perturbation in the solution causes the liquid to move in the direction
of the electrode. After touching the electrode, the discharged electrolyte returns to its
initial position.

We consider equation (4.1.1) in a rectangular domain (0, 1) x (0, 1), with initial con-
dition ug(x) = 0.5 and the electrode positioned at height 1.0. The outer force depends
linearly on the value of u (with coefficient of order 10%) and becomes zero when the elec-
trolyte touches the electrode. A small perturbation is created at the center of the domain.

113



114 Numerical experiments

In the program, the discharge is delayed by smoothing the dependence of f on u. We use
400 elements and time step 0.001. The situation at four distinct time points is shown in

Figure 7.1.

t=26-10"* t=5-10"4

Figure 7.1: Motion of electrolyte.

t=0.025 t=0.15 t =045

Figure 7.2: Raising an elastic lid from a single point.

Our second example deals with an experiment where we raise part of a film which,
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like a lid, covers a container filled with an incompressible fluid. Since the amount of fluid
inside the container is preserved, the film must sink in certain parts.

We consider the one-dimensional case where the set of points being lifted contains only
one point. The domain  is the interval (0, 1), ug(z) = 0, and we lift the point z = 0.7
in such a way that it moves up with a constant velocity. The boundary values are fixed,
i.e., the homogeneous Dirichlet condition is used.

The domain is divided into 200 elements and time step is chosen as 0.5 - 107%. In the
program, we use special volume-preserving basis functions which enable us to consider the
problem as a whole (see Chapter 6 for details). We thus avoid the necessity of solving two
problems in two domains with time-dependent boundary conditions, which are interrelated
by means of the volume constraint. The results can be seen in Figure 7.2.

7.2 Hyperbolic problem without free boundary

In this Section, we present numerical results for a two-dimensional volume-constrained
hyperbolic problem with outer force term and compare them with the nonpreserving case,
paraphrasing the paper [37]. Equation (4.2.1) is solved. As a numerical example, we have
chosen the phenomenon of lifting a membrane under Dirichlet boundary conditions. This
is similar to the example in preceding Section, the differences being the dimension, the
way of lifting and the type of equation. The real experiment can be carried out by filling
a container to the brim with water and covering the water surface by a film which is then
fixed at the boundary. The film lid is then picked at a certain place and raised.

In the numerical computation, we used a square domain (0,1) x (0,1) triangulated
into 3200 elements, time step 0.025, diffusion coefficient 0.01 and a constant outer force
of the magnitude 60.0 applied at a circular subdomain with center [0.4,0.5] and radius
0.27.

In the minimizing of the functional, we used special volume-preserving basis functions.
This simplifies the computation in the sense that we do not have to project the minimiz-
ers on the volume-conservation hyperplane. Moreover, the computation is reliable and
accurate (see Section 6.2).

The results at time 0.35 are shown in Figure 7.3 for the volume-preserving case and
for the problem without volume constraint, respectively. It is observed that in both cases
the film oscillates for a certain time until it reaches a stable state where the outer force
and the surface tension expressed by the Laplacian are in balance. This state is depicted
in the Figure.

The most important difference between the volume-preserving and nonpreserving cases
lies in the fact that in the volume-preserving case the membrane caves in downwards in
the region between the lifted subdomain and the boundary. We also solved the Neumann
problem, where the membrane which is not volume-constrained moves upward without
any obstruction while the volume constrained membrane merely caves in. Therefore, if we
neglect gravity, the volume-constraint acts in a similar way as air pressure. We suppose
that this fact could be useful in the solution of multiple-factor coupled problems, where
the influence of outer pressure is commonly ignored, although it plays an important role.
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Figure 7.3: Lifting of a film - comparison of the volume-preserving and nonpreserving
cases.

7.3 Parabolic problem with free boundary

We made the first attempt to realize numerically the following experiment: A surfactant
is spread on the left part of a horizontally fixed plastic foil while the right part is left
untreated. In this way, the surface tension in the left part of the foil decreases. A drop of
coloured water is placed with a syringe on the right part of the foil, so that it touches the
left part just enough to be influenced by the difference of equilibrium contact angles on
both sides. The drop was created as slowly as possible in order to surpress the influence
of acceleration of the liquid. The motion of the drop is recorded by a camera with 3 shots
per second. Selected five shots starting from the time short after the drop started leaning
to the left are shown in Figure 7.4.

0.00s 1.33s

2.67s 4.00s 10.7s

Figure 7.4: Laboratory experiment.
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The model equation (5.1.1) is derived in Section 5.3. The numerical computation was
performed with the use of the algorithm explained previously in Chapter 6. In order to
reproduce the practical experiment, we chose the values of the parameters as

v = 0.05 (left side),
vr = 0.35 (right side),
h o= 0.001,

= 0.02.

Here h is the time step. The nonuniform distribution of the surface active agent
is reflected in the function 7 in equation (5.1.1). In the laboratory experiment, it was
necessary to contact an area greater than several points with the treated surface in order
to make the drop move. We, therefore, chose a stage of the drop short after it started
moving to the left as the reference state. This is possible, since with parabolic equations
one can choose the initial time freely. However, it is essential to control the creation of
the drop and avoid the consequences of liquid acceleration. The first and second shots
of the experiment were matched with the numerical results and the relative time for the
numerical computation was determined. The following pictures in Figure 7.5 are selected
so that they correspond to the experimental ones with respect to this relative time. The
numerical results were obtained by H. Nakagawa.

The domain is the rectangle (—2,1) x (—1.5,1.5), the “left part” being the rectangle
(—=2,0) x (—1.5,1.5). The domain is partitioned into 300 x 300 squares with sides of length
Az = 0.01 and each square is divided into two triangular elements. Then we have set
h =0.001 and € = 2Az. A precomputed stationary solution of the equation (5.1.1) with
v = 7g is set as the initial shape. It is positioned in the right side of the domain but
impinges on several elements of the left side. The boundary conditions are homogeneous
Dirichlet because the drop is not supposed to touch the boundary.

0.00s 1.33s

Figure 7.5: Numerical results.

One can observe a good agreement of the shape evolution, including the final stationary
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state. However, more precise experimental measurements and comparison with results of
numerical computations with corresponding data are still to be done.

7.4 Hyperbolic problem with free boundary

Here we present computational results for a hyperbolic free-boundary problem obtained
by T. Yamazaki and published in the paper [41]. The equation can model, as mentioned
in Section 5.2, the motion of a soap bubble on water surface. We consider several different
types of bubble motion.

In the following simulations, we use equation (5.2.1) with a damping term puy, i.e.,

Xusols + g = Au — yxL(u) — Axyu>o0-

We choose the parameters as follows: h = 0.005 (time step), e = 0.05 (parameter of
smoothing of the characteristic function in the contact-angle term), = 0.5 and v = 0.5.

The first example is calculated under Dirichlet boundary conditions (see Figure 7.6).
An initial velocity is imparted to the bubble through defining the shape on the first time
level by shifting the initial shape in a suitable direction. The bubble approaches the
boundary of €2, reflects on the boundary and stops in a certain position.

t = 0.000 t=0.190 t =2.500

Figure 7.6: Bubble motion under Dirichlet boundary conditions.

The second example uses Neumann boundary conditions. The results are shown in
Figure 7.7. In this case, after touching the boundary, the bubble stops and keeps the
smallest surface. This means that the bubble settles itself in the corner of the boundary

osL.

ﬁ::—_

t = 0.000 t =0.350 t =2.500

Figure 7.7: Bubble motion under Neumann boundary conditions.
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The third example treats a collision of two bubbles with the same volume. After the
collision, the bubbles merge. The resulting volume is the sum of volumes of the original
bubbles (Figure 7.8).

t =0.000 t=0.175 t = 2.500
Figure 7.8: Collision of two bubbles with the same volume.

The last example is similar to the third one. In this case, however, the bubbles have
different volumes. One can see in Figure 7.9 that during the collision, the small bubble is
absorbed into the big one.

t = 0.000 t = 0.150 t =1.500

Figure 7.9: Collision of two bubbles with different volumes.






Chapter 8

Conclusion

The present thesis attempts to comprehensively study evolutionary problems with vol-
ume constraint (i.e. with constant area under the graph of the solution), starting from the
derivation of suitable equations, continuing with their analysis and ending with develop-
ment of numerical schemes and obtaining numerical results. The goal has been achieved
partially because we were not able to cover all the aspects in detail, the core part of the
study being the mathematical analysis of the problem. We proved the existence of weak
solutions for a heat-type parabolic problem, wave-type hyperbolic problem and parabolic
problem with an obstacle. Partial results were found for a degenerate hyperbolic obstacle
problem.

The variational method called discrete Morse flow proved to be a powerful tool both
in the theoretical analysis and the numerical computation. Since it is a time-discrete
minimization method, the volume constraint reduces to “trimming” of the set of functions
admissible for minimization on discrete time levels.

We propose numerical algorithms for solving volume preserving problems, believing
that they will be useful in numerical solution of coupled models, for example, models for
interaction of a volume-preserving membrane and a fluid. Such kind of models have wide
applications, and interesting numerical results for the motion of drop on surfaces and
simple simulation of heart motion have been obtained recently. These simulations use the
discrete Morse flow minimization method for the membrane and particle method for the
fluid.

The investigation of volume-constrained problems is not closed. There are many in-
teresting problems yet to be solved. We mention some of the main items:

e proof of existence of a weak solution to the hyperbolic obstacle problem in higher
dimensions

e analysis of free-boundary problems with sharp contact angles (this means to take &
to zero in the term x. in (5.2.1), to study solutions near the free boundary and the
properties of the free boundary itself)

e generalization to arbitrary integral constraints

e analysis of evolutionary (free-boundary) problems with minimal surface operator,
as mentioned in Section 5.3

121
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Conclusion

treatment of vector-valued problems (e.g., “overhanging” droplets with contact an-
gles greater than 90° or the case of a drop dripping from a horizontal plane)

error analysis of numerical schemes

posing well-defined systems for the coupled problems and their mathematical anal-
ysis

comparison of numerical results with real experiments.
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