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Segmentation of Whole Cells and Cell Nuclei From
3-D Optical Microscope Images Using Dynamic

Programming
Dean P. McCullough, Prabhakar R. Gudla, Member, IEEE, Bradley S. Harris, Jason A. Collins, Karen J. Meaburn,

Masa-Aki Nakaya, Terry P. Yamaguchi, Tom Misteli, and Stephen J. Lockett*

Abstract—Communications between cells in large part drive
tissue development and function, as well as disease-related pro-
cesses such as tumorigenesis. Understanding the mechanistic
bases of these processes necessitates quantifying specific molecules
in adjacent cells or cell nuclei of intact tissue. However, a major
restriction on such analyses is the lack of an efficient method
that correctly segments each object (cell or nucleus) from 3-D
images of an intact tissue specimen. We report a highly reliable
and accurate semi-automatic algorithmic method for segmenting
fluorescence-labeled cells or nuclei from 3-D tissue images. Seg-
mentation begins with semi-automatic, 2-D object delineation
in a user-selected plane, using dynamic programming (DP) to
locate the border with an accumulated intensity per unit length
greater that any other possible border around the same object.
Then the two surfaces of the object in planes above and below the
selected plane are found using an algorithm that combines DP and
combinatorial searching. Following segmentation, any perceived
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errors can be interactively corrected. Segmentation accuracy is not
significantly affected by intermittent labeling of object surfaces,
diffuse surfaces, or spurious signals away from surfaces. The
unique strength of the segmentation method was demonstrated
on a variety of biological tissue samples where all cells, including
irregularly shaped cells, were accurately segmented based on
visual inspection.

Index Terms—Confocal microscopy, dynamic programming,
segmentation, three-dimensional image analysis.

I. INTRODUCTION

COMMUNICATION between cells in multicellular organ-
isms is fundamental to the development and homeostasis

of organisms and tissues within an organism. Furthermore,
altered cell-to-cell communication underlies many disease-re-
lated processes, such as tumorigenesis. Attempts to understand
the nature of such communications and their downstream ef-
fects on cell behavior are widespread, and are often performed
using optical microscopy of samples fluorescence labeled
for specific molecules of interest. However, interpretation of
microscope images, which is done predominantly by quali-
tative visual examination, is limited. Quantitative analysis of
3-D microscopy images on the other hand provides a much
richer source of information leading to much more in depth
understandings of cell–cell communication processes and
potentially leading to improved diagnosis and treatment of
major human diseases, such as cancer. The information derived
from quantitative analysis for example can serve as input for
testing hypothesized mathematical models of complex cell–cell
processes from which fundamental kinetic parameters of under-
lying molecular interactions can be determined. While recently
there have been several reports of mathematical modeling
of cell communication processes, they have been restricted
to theoretical or idealized representations of the actual cells
in the tissue [1]. We believe that this restriction is in large
part due to the lack of efficient and accurate computational
algorithms for segmenting (delineating) individual cells from
within tissue samples. Following segmentation, it is possible
to quantitatively measure features relating to cell morphology,
spatial organization of cells, and the distribution of specific
molecules inside and on individual cells.

Early work on cell segmentation concentrated on the auto-
matic detection of cell nuclei in 2-D images from the stand-
point of automating and improving disease diagnosis of cyto-
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logical and histological samples. Significant interest in the 3-D
segmentation of cells emerged with the advent of confocal, flu-
orescence microscopy approximately 15 years ago, which en-
abled researchers to directly acquire 3-D images of biological
samples. It was quickly realized that computational 3-D analysis
was essential for the accurate, individual and contextual quan-
tification of cells.

Concurrent with the introduction of confocal microscopy,
several advanced image analysis approaches were being devel-
oped for other applications that could potentially improve the
accuracy of the segmentation of cells in culture and tissue sam-
ples. Dynamic programming (DP) was one of the first of these
advanced segmentation approaches, which has the particular
advantage of finding the globally optimal path between two
points in 2-D space based on an a priori figure-of-merit and
with some modest constraints on the curvature of the path. The
global search makes the method extremely robust against noise,
enabling it to correctly identify paths that are significantly
corrupted by noise, missing segments, and low resolution. In
this sense, DP is similar to the geodesic active contour method
that minimizes a path integral with an implicit border constraint
[2]. DP was applied early on to optimally detect curves in 2-D
noisy pictures [3], and its first utilization in cell segmentation
was for automatically determining the optimum dividing paths
between clustered cell nuclei in 2-D images [4], [5]. Since
then DP has been used for a variety of other applications,
including finding networks of lines in 2-D images from which
neuritis could be traced and cells segmented in heart tissue
[6], [7], tracking individual fluorescence particles in time-lapse
microscopy [8], and tracking living cells in 4-D time-lapse
images [9]. Recently we have developed a semi-automated
DP-based segmentation method for detecting whole cells or
cell nuclei in tissue [10], and an algorithm based on 2-D DP for
segmenting 3-D electron tomogram images of HIV particles
was reported by Bartesaghi et al. [11]. A 3-D version was
developed for delineating surfaces of cells in 3-D images [12],
but it had not been formally proven that it finds the globally
optimal solution, neither had the method been demonstrated in
practical applications involving cells in tissue.

In parallel with the utilization of DP based techniques, several
other advanced image analysis approaches have been adopted
for cell segmentation. Gradient-curvature driven flow and level
sets and related approaches became widely known in the 1990s
[13], [14]. They can identify edges of objects in significantly
degraded images and have the major advantage of extending to
three or more dimensions. Consequently, several applications
for fluorescence microscope images based on this approach have
emerged. One of the first was segmentation of whole cells and
cell nuclei in tissue sections [15]. Since then the approach has
been used to track the dynamics of living cells [16], and re-
cently Appleton and Talbot reported a 3-D segmentation tech-
nique based on finding globally minimal surfaces by contin-
uous maximal flows [17]. Other promising approaches for seg-
mentation of cells in microscope images include utilization of
the watershed algorithm [18]–[21], the “active snake” method
[22], statistical partitioning of images into objects [23]–[27], the
Markov chain Monte Carlo method [28], Markov random fields
[29], [30], and graph-cut methods [31].

Although a variety of promising approaches for segmenting
cells in fluorescence microscope images exist, there is not yet a
segmentation method that is highly reliable and accurate across
the wide range of 3-D cell images encountered in biomedicine,
as well as practical to use. Here, we report a highly reliable and
accurate semi-automatic algorithmic method for segmenting
3-D images of individual whole cells and cell nuclei (objects)
from inside tissue. The 3-D images must be acquired with
high-resolution optical microscopy and the surfaces of the ob-
jects must be fluorescence labeled, or in the case of nuclei their
volumes can be labeled instead. When considering the design
of our algorithm, we accepted the “gold-standard” for correct
segmentation as being the human visual system. In order to
incorporate this gold-standard into the segmentation, the pro-
cedure must either permit retrospective visual verification and
interactive correction of an automatic result, or alternatively
incorporate prospective guidance by the human in the segmen-
tation procedure for each object. The retrospective approach
is tedious because it requires the user to search through all
segmented objects to find and correct errors. Instead, we have
chosen the prospective approach as being potentially more
accurate and less demanding on the user, because it enables
the algorithm to direct the user to each object being segmented
one at a time. A similar reasoning had been used earlier in the
design of an algorithm for neurite tracing [7] Furthermore, it
means that erroneous segmentations are detected and corrected
earlier in the process, which if left uncorrected could precipitate
erroneous segmentations of subsequent objects. Additionally,
it allows the segmentation of visually unsatisfactory objects
to be trivially avoided. The other major design criterion for
our method was that it should work on very noisy images
that could arise from using low levels of fluorescent dyes and
low excitation light intensity in order to minimize damage to
living cells. We chose dynamic programming as the basis of
our segmentation method, since it finds the border by globally
maximizing an intuitive figure-of-merit, and, therefore, is ex-
tremely insensitive to noise. This was recently demonstrated to
be the case by us when segmenting 2-D images [10] and earlier
by Meijering et al. for neurite tracing [7].

The paper is organized as follows. The major part of the paper,
Section II, outlines and illustrates the main steps involved in
segmentation, and includes a detailed description and justifi-
cation for each step. The latter part of this section describes
the generation of computer simulations for assessing the per-
formance of the segmentation approach, followed by a descrip-
tion of the preparation and image acquisition of cell and tissue
samples used for testing the segmentation procedure. Section III
presents the accuracy of the segmentation using simulated ob-
jects with noise levels significantly greater than expected in con-
focal microscope images and with objects closely juxtaposed to
each other in order to rigorously test our method under realistic
tissue-like conditions. This is followed by segmentation results
from biological samples. The paper ends with a discussion of fu-
ture enhancements to the segmentation approach and concludes
with ideas of biological questions that could be answered fol-
lowing the segmentation of individual cells or cell nuclei in their
tissue context.
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II. MATERIALS AND METHODS

A. Overview and Operation of the Segmentation Algorithm

The goal of the segmentation algorithm is to find the optimal
surface around each selected object in the image. This section
starts with a description of the operation of the algorithm, which
is summarized in a flow diagram in Fig. 1(a). This is followed
by detailed explanations of each step of the algorithm.

The input to the algorithm is a 3-D image of a biological
sample where the borders of objects of interest have higher in-
tensity than other features in the image. Typically, the objects
will be whole cells or cell nuclei in intact tissue. Contrast is
achieved either by fluorescence labeling the surfaces of the ob-
jects of interest [Fig. 1(b)], or by labeling the object’s volume
so that changes in intensity across the object’s surface are high
[Fig. 2(g)]. In the latter case, the image is converted to an equiva-
lent image of surface labeling by calculating the directional gra-
dient at every voxel [Fig. 2(h)] (see Section II-B-5 for details).
Given these labeling schemes where the surface is at a higher in-
tensity than elsewhere, the optimal surface enclosing an object
is defined as having an accumulated intensity per unit surface
area greater than all other surfaces.

Segmentation commences with the user visually selecting a
planar – slice through the object and interactively marking
a point inside ( ) and a point on the border ( ) of the ob-
ject [Fig. 1(a) box 1 and Fig. 1(b)]. Next, a subvolume of the
image centered on is spherically transformed (Fig. 1(a) box
2) and then DP automatically calculates a border around the
object in the selected – slice that surrounds and passes
through (Fig. 1(a) box 3). Thus, is guaranteed to be on
the border. This border has an accumulated intensity per unit
length greater than any other border surrounding and inter-
secting [Fig. 1(c)] [10]. The user visually verifies this 2-D
segmentation (Fig. 1(a) box 4) and can add control points for
correction, for example, when the border encompasses two ob-
jects [Fig. 1(a) box 5, Fig. 1(d) and (e)]. Following satisfactory
2-D segmentation of an object in the selected – slice, the
complete surface of the object in the 3-D image that includes
the segmented 2-D border is automatically found using DP in
conjunction with combinatorial searching (Fig. 1(a) boxes 6–8).
The user visually inspects this surface (Fig. 1(a) box 9) either in

– slice images (Fig. 1(f) left), or in planar images at different
angles of elevation about the internal point (Fig. 1(f) right),
and may correct the surface by adding control points in any dis-
played image (Fig. 1(a) box 10). The above steps are repeated
for segmenting subsequent objects (Fig. 1(a) box 11). Fig. 1(f)
shows the graphical user interface.

The algorithm was implemented in C and GTK-2.0 libraries
were used for the graphical user interface. The source code is
available from the first or last author under a licence from the
National Cancer Institute, USA. The application was compiled
using GNU C Compiler (GCC, version 3.4.x) and all assess-
ments and segmentation results described in the following sec-
tions were carried out on a SGI-Altix platform. Computation
time is a few seconds per object with the rate limiting step being
the careful visual inspection, resulting in times of 15–60 s per
object. However, the total time for segmenting all objects is still

small compared to the overall time needed for undertaking a
great many biological studies in their entirety.

B. Details of the Segmentation

1) Spherical Transformation: The automatic calculation of
the 2-D border and 3-D surface surrounding an object is per-
formed in a spherically-transformed subvolume of the image
where the origin ( ) is set to the user marked internal point
(Fig. 1(a) box 2). Spherical transformation simplifies the calcu-
lation of 2-D borders and 3-D surfaces enclosing objects, and
allows segmentation of objects with moderately-sized concav-
ities. We represent the spherically transformed subvolume by

( ), where 0 is the azimuth, 0 is
the elevation angle (also known as the “polar angle”), and is
the radius [Fig. 2(a)]. In the digitized, spherically-transformed
3-D space [Fig. 2(b)], is uniformly divided into 128 elements
and the voxel size in the radial dimension approximately equals
the size in the / dimensions of the Cartesian image. (The size
of voxels in the and dimensions are normally equal for con-
focal microscope images, but the voxel size in the dimension
is greater.) For , the number of elements assigned
to is 256, but elsewhere the number of elements decreases as

increases in order to avoid excessive over-sampling as
approaches 0 or 128. This spherical transformation results in

a total of 24 946 voxels in each plane. The number of
elements assigned to and could be readily changed. Voxel
intensities in the spherical coordinate system are linearly inter-
polated from the closest eight voxels in the Cartesian image and
are only calculated in the range , where is the
distance between and the border point . was set to 0.3
and prevents the surface from being erroneously attracted to the
internal point by a few high intensity voxels close to .

was set to 4.0 and limits the extent of the 3-D search space.
In addition, any differences in the size of voxels in the direc-
tion versus the and directions in the Cartesian image (aspect
ratio) was accounted for during the spherical transformation.

2) Two-Dimensional Dynamic Programming Algorithm:
Although we have published the 2-D DP algorithm for finding
the border around an object in an – plane [10], we briefly
explain it here for completeness (Fig. 1(a) box 3). The spherical
coordinate transformation converts a looped border around
the object in a specific – slice into a pair of nonstraight
paths in ( , ) planes at , and 128 [red paths in
Fig. 2(b)]. We define the globally optimal path as having the
highest accumulated intensity along its length compared to all
other paths, subject to the constraints that the radial coordinate
can at most change by one voxel between adjacent voxels
in the direction (connectivity constraint) and that there is
exactly one voxel on the path at each . Thus, the curve does
not double back on itself. Mathematically, the optimal path
is expressed as , where is the
radial coordinate of the voxel on the path at and
is the voxel intensity at ( ). The connectivity constraint is

, where is a notational shortcut
for one step back in the digitized version of . DP is a recursive
algorithm for determining the optimal path. It is based on the
observation that the best partial path to that passes
through contains (as a subpath) the best
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Fig. 1. Overview of the segmentation algorithm. (a) Flow diagram of the 3-D DP based segmentation procedure. (b)–(e) Segmentation of an object in a 2-D �–�
slice. (b) First two control points are interactively marked inside the object (� , red dot) and on the border (� , green dot). (c) Two-dimensional border, red line,
calculated by DP. (d) An incorrect border enclosing two objects and (e) interactive correction by adding a control point (blue dot). (f) Graphical user interface
showing the buttons for controlling the displayed images, saving results, loading previous results, and deleting the segmented surface of a cell. “Up” and “down”
change the ��-slice in the left image. The right column changes the angle of the elevation displayed in the right image.

partial path to [Fig. 2(c)]. The calculated
path however may not agree with visual inspection [Fig. 1(d)],
in which case control points can be interactively added that are
forced to be included in the path (Fig. 1(a) boxes 4 and 5).

3) Three-Dimensional Algorithm Combining Dynamic
Programming and Combinatorial Searching: The optimal
surface of the 3-D object is defined as having the highest
accumulated intensity per unit area compared to any other
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Fig. 2. The dynamic programming-based segmentation method. (a) Schematic of an object in Cartesian coordinates showing the 2-D border (red) and the 3-D
surface (green), with the definition of the spherical coordinate system used in this study. �’, �,’ and �’ are the dimensions of the Cartesian system after translation
and rotation so that the internal point � is the origin and the border point � is on the positive �’ axis. We also call � the “north pole” (� ) and the “south pole”
(�) is the intersection of the 2-D border and the negative �’ axis. �� � and 	 are the azimuth, angle of elevation, and radius in the spherical transform system. The
green curves represent the surface of the segmented object. (The curves around the back of the object (
 � � to 2�) are not shown.) (b) The object in digitized
spherical coordinates. �and � convert to straight lines parallel to the 
 axis (blue) and the 2-D border converts to two paths in (	, �) planes at 
 � �, 256 and
at 
 � ��� (red). The 3-D surface is calculated as a sequence of paths (green lines). Each path, which is at a fixed �, connects to the 2-D border at 
 � � and

 � ���. (c) Two-dimensional DP is used for finding the optimal path in the (	� �) plane. The partial solution at the solid square �� � 	 �� ��, equals the sum of the
intensity at �� � 	 �� ��� ��� � 	 �� �� and the maximum of the partial solutions amongst the three connected predecessors (open squares). (d) In 3-D, the goal is
to calculate an optimal surface of height � �  using DP in conjunction with combinatorial searching. For a given point under consideration in the 
 dimension, 

(solid square), there are 3 possible paths (dotted line illustrates one of them) from� � � to � �  under the connectivity constraint �� �
� ������ �
� ��� � �.
(e) Candidate paths for the calculation of the set of partial solutions at (���� � ��� �� for a look ahead of  � �. (f) The triangular regions within which voxels
intensities are incremented so that the control point (	 � 
 � � ) is included in the surface. (g) and (h) Calculation of the gradient of volume-labeled objects. (g)
Two-dimensional slice image of volume labeled nuclei. (h) Directional gradient image of the same slice showing high intensities at the border of the object being
segmented (red boundary), but low intensities at the close-by borders of neighboring objects (arrows).

surface surrounding the internal point and intersecting
the border point . Mathematically, it is expressed as

, where is the radial
coordinate of the voxel on the path at and is
the intensity at ( ). However, we believe that determina-
tion of a truly global optimum of this expression is impractical
for two reasons. First, before calculating the above expression,
manual initialization is required to ensure that the algorithm
finds a surface enclosing only the selected object. This involves
marking the border point , but there is no guarantee that

lies on the globally optimal surface. Similarly, there is
no guarantee that the subsequently calculated 2-D border is
part of the globally optimal surface. Second, the connectivity
constraints, which are necessary to guarantee that the surface is
connected to itself at every point, limit the maximum curvature

of the discretized surface to in spherical coordinates.
This is because the radial coordinate can change by at most

for each increment of or . However, the true surface
may exceed this curvature limit. As a consequence of these
limitations to calculation of a globally optimal surface, we
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have adopted a suboptimal method, which we show through
simulations achieves a very close approximation to the global
optimum.

Our 3-D segmentation algorithm (Fig. 1(a) box 6) utilizes the
border found by the 2-D DP algorithm [red border in Fig. 2(a)]
as a set of control points for calculating the complete surface
of the object, where the initially marked border point, is set
to the “north pole” ( ) where . The point at
is designated the “south pole” ( ). Determination of the 3-D
surface starts from and is calculated as a succession of paths
at fixed elevation angles from to and where
each path [green curves in Fig. 2(b)] starts and ends on the 2-D
border (Fig. 1(a) box 6). Then the surface is calculated starting
from to (Fig. 1(a) box 8). The surface is
subject to the above-mentioned connectivity constraint meaning
that the radial coordinate can at most change by one between
adjacent voxels on the surface. Mathematically, this is

and ,
which limits the number of candidate values of to 3 for
a given value of or . Starting from both
poles, rather than proceeding from one pole to the other avoids
a problem close to the destination pole where
reassignment of the path to fewer elements in the direction
can violate connectivity constraints.

The simplest suboptimal solution to the calculation of the suc-
cession of paths is known as the “greedy” algorithm [32]. It finds
the 2-D path at each successively with the only constraint that
the path is connected to its preceding path. However, it does
not necessarily find the best overall solution, because it can not
anticipate the location of subsequent paths. This problem was
alleviated here by extending the “greedy” algorithm to “look
ahead” subsequent paths. Thus, the look ahead method finds
a “ribbon” around the object of voxels wide in the dimen-
sion, where the solution is globally optimal for the ribbon and
the ribbon is connected to the previously determined ribbon
[Fig. 2(d)]. Since this method determines the surface over the
large number of voxels in the ribbon, it is highly robust against
image noise and gaps in the true surface. Thus, it closely ap-
proximates the global optimum. This was our primary reason
for choosing this method.

Calculation of the optimum surface for each ribbon,
is complicated because DP

does not straightforwardly extend to more than two dimensions
due to the loss of the natural ordering of surface voxels on
which the recursion depends. Nevertheless, DP can still be
utilized in the dimension since the best partial surface to

that is connected
to
contains the best partial surface to

.
In the dimension, however, a combinatorial search must

be employed. Fig. 2(d) illustrates the combinatorial approach,
where for a given point under consideration in the dimension,

(solid square), there are 3 possible paths (dotted line illus-
trates one of them) from to under the connectivity
constraint . The partial solution
is calculated for each of these paths, and it is the summation
of voxel intensities in the path plus the maximum of the partial

solutions from the connected paths at . The set of par-
tial solutions is recorded for subsequent calculation of the path
at . We point out that a combinatorial search in both the

and dimensions would result in possible permutations,
which would be computationally prohibitive to calculate. Thus,
DP is a vital component to our 3-D segmentation algorithm. In
practice, we set to 4 to limit computation time.

We present the combinatorial search in further detail for
, noting that calculations for follow straightforward-

edly. Referring to Fig. 2(e), we explain the calculation of the set
of possible solutions along the line at . This line
is equivalent to the dashed line from to the
solid square in Fig. 2(d)and extending beyond the solid square in
the + direction. We assume that the voxels
(solid black circle) and ( , 3) (open circle) in Fig. 2(e) have
already been determined to be on the surface. The partial solu-
tions that are connected to ( , 3) for all the pairs of voxels,
where for one voxel and for the other voxel must
be calculated and stored for the subsequent calculation at .
There are nine pairs of partial solutions indicated by the upward
arrows from ( , 3). For each pair, if the two voxels are con-
nected, the partial solution is calculated by adding to the sum
of the intensities of the two voxels, the maximum accumulated
intensity from the set of partial, connected solutions calculated
previously at . For example, for the pair of voxels: ( , 3)
and ( , 3) [indicated by solid and open squares, respectively,
in Fig. 2(e)], all permutations of one blue voxel connected to one
green voxel will be inspected for the maximum partial solution.

Following the calculation of an optimal “ribbon,” the solution
for is kept, and the calculation is re-
peated for the “ribbon”

.
4) “Control” Points Must Be on the Surface: Interactively

marked “control” points must become surface voxels even if
they are far from the previously computed surface (Fig. 1(a) box
10). To guarantee this, “attraction” regions are set up that guide
the evolving surface to the control point in the direction. This
is achieved by incrementing the intensities of the control point
and all voxels in adjacent, triangular regions in the and
directions by a large number [Fig. 2(f)]. 6400 was selected as
being sufficiently large and the attraction range was set to 40.
Both numbers can be changed if necessary. These attraction re-
gions do not bias the surface, because adding the same (large)
constant to voxels inside the triangle does not change the se-
lection of surface voxels inside the triangle. There is no need
to attract the surface in the dimension to a control point or in
2-D segmentation, because the global search of DP guarantees
inclusion of the control point. For control points near the north
or south poles, the triangular region is in the negative or positive
directions only.

Automatically set control points are used to ensure that the
two evolving surfaces from the north and south poles agree at

(Fig. 1(a) box 7). When the evolving surface from the
South pole reaches , an attraction region is set up by
incrementing the intensity of all surface voxels at and
all voxels in a triangular region in the negative direction. This
attraction region guides the evolving surface from the north pole
to the surface from the south pole at .
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5) Calculation of the Gradient of Volume-Labeled Objects:
For the case of volume-labeled objects [Fig. 2(g)], it is necessary
to transform images so that the intensities at the object’s surface
becomes higher than elsewhere. Rather than applying a standard
gradient magnitude filter, we take advantage of the user-defined
internal point to calculate the gradient in the outward direc-
tion from the object. Mathematically, the gradient of a voxel at
radial position, along an outward line from the origin ( ) is
calculated as . This directional
derivative has the major advantage that voxels on the surface
of the object being segmented will generally receive positive
values, because the intensities inside the object ( and )
are usually greater than intensities outside the object ( and

). In contrast, voxels on the surface of close-by objects re-
ceive negative values [Fig. 2(h)]. The result is that the computed
surface is much more likely to follow the surface of the object
being segmented rather than “jump across” to the surface of a
close-by adjacent object.

C. Assessment Using Simulated Objects

Three types of simulated objects were prepared: a sphere, a
cube, and a sphere juxtaposed to the concave surface of a dish-
like object. In all cases, different levels of Gaussian noise were
added to the image, and none of the segmented surfaces were
interactively corrected.

1) Spheres: Spheres were used to evaluate the accuracy of the
algorithm in the presence of random noise and to assess the in-
creased accuracy gained by using “look ahead.” They were cre-
ated directly in the spherical coordinate system with the and

dimensions discretized each into 256 steps. For all spheres,
voxel intensity values were assigned according to the expres-
sion for . This resulted in an in-
creasing intensity from to and then decreasing
to . Different levels of Gaussian noise were added with
zero mean and standard deviation equaling: 5, 10, 15, 20,
30, and 40. These noise levels are significantly greater than
those expected in confocal microscope images where .
The center and border points were set to the origin and to a
random point at , respectively. For each noise level,
the segmented surface was determined with the look ahead
set to 1, 2, 3, and 4 for 20 trials. The accuracy of the seg-
mented surface, was parameterized by the root mean
square (rms) deviation from the true surface using the
expression , where 24 946 is

the total number of radii in the image. In addition, we calcu-
lated the average intensity of the voxels on each segmented sur-
face (AVSCR) in order to assess bias of the algorithm towards
voxels that have high intensity due to noise, but are not on the
true surface.

2) Cubes: Cubes were used to model closely packed cells in
tissue and to assess segmentation accuracy at edges and corners.
Each simulation consisted of a 100 100 67 voxel image,
with the axis aspect ratio of 1.5. The cube was embedded in
the image with faces at

. All voxels had a minimum intensity of 100 and those
voxels on the faces were set to 120. Voxels within four units of

one of the faces were given values between 100 and 120 to sim-
ulate the finite spatial resolution of the confocal microscope re-
sulting in apparent thickness of cell boundaries. Gaussian noise
was added with zero mean and equaling: 5, 10, 15, 20, 30, and
40.

In the spherically transformed space, the surfaces of cubes
and other objects have some adjacent coordinates ( and )
that differ by more than one in the radial dimension. We call
these coordinate transitions “large steps,” and they cannot by
definition be modeled exactly by the segmentation algorithm
and, therefore, are a source of error.

Fifty trials were run for each value of . Each trial consisted
of the random selection of a central slice uniformly distributed in
the range , an internal point where both and were
uniformly distributed in the range [40, 59], and an edge point
with and uniformly distributed in the range [15, 84].
Each trial was assessed using the rms deviation along radial lines
between the true border and the segmented border in the initial
2-D slice image (2DRMS), the rms deviation between the true
and segmented surface of the segmented cube (3DRMS), the
maximum absolute difference between the true and segmented
surfaces averaged over the trials (MAXDIF) and the mean voxel
intensity of each segmented surface (AVSCR).

3) Sphere Juxtaposed to the Concave Surface of a Dish-Like
Object: Certain types of cells (and cell nuclei) in tissue, which
are in close proximity to each other frequently possess concav-
ities. In order to demonstrate the performance of the segmenta-
tion method for proximal objects and at concavities, 3-D images
were generated simulating a sphere juxtaposed to the concave
surface of a dish-like object, as defined in Fig. 3(a).

The pair of objects simulated either volume labeled cells by
setting internal voxels to 255 or surface labeled cells by setting
only surface voxels to 255. Other voxels were set to zero. Blur-
ring of the microscope was simulated by convolving the images
with a Gaussian kernel of followed by adding Gaussian
noise with a mean of zero and and renormalizing the in-
tensity range to [0, 255] to simulate random noise significantly
greater than expected from confocal microscopy. Objects were
segmented before and after blurring and adding noise to the im-
ages. Segmentation accuracy was assessed by calculating the
rms and mean deviations between the segmented and true ob-
jects over the entire surfaces and only in the concave contact
region [red box in Fig. 3(a)].

D. Preparation and Image Acquisition of Biological Samples

1) Mouse Embryo: Early somite stage (E3.0–5) mouse
embryos were obtained from NIH Swiss female mice. Embryos
were fixed with 2% paraformaldehyde/phosphate buffered
saline (PBS) for 30 min at room temperature (RT) and labeled
with the fluorescent dye, Alexa 633-phalloidin (Molecular
Probes, Eugene, OR), which labels cortical actin concentrated
on the cell surfaces. Images of samples mounted in Vectashield
were acquired using a 40X, 1.3 numerical aperture (NA) oil ob-
jective lens, and pinhole of 1 airy unit on an LSM 510 confocal
microscope (Carl Zeiss Inc., Thornwood, NY). Excitation was
with 633-nm laser light and emitted light above 650 nm was
acquired. Voxel size was 0.22 m in the and dimensions
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Fig. 3. Computer simulation of a sphere juxtaposed to the concave surface of a
dish-like object. (a) Central slice through the 3-D image showing coordinates of
the objects. The image is 127� 127� 127 voxels and the objects are circularly
symmetric about the axis ��� �� � ���� ���. All circular arcs are centered at
��� �� �� � ����������. The red box indicates the contact region between the
objects. (b) and (c) Overlay of the original image and segmented surface in the
central slice image through the object. (b) Simulation of surface-labeled objects.
Arrow indicates “jumping across” of the segmented surface to the adjacent ob-
ject. (c) Simulation of solid-labeled objects. Arrow indicates truncation of the
segmented object in regions of high curvature.

and 0.44 m in the dimension resulting in 20–40 slices per
cell. The 3-D image was 512 512 167 voxels.

2) MCF-10A Acinus: Mature acini were grown for 14 days
from single MCF-10A cells on Basement Membrane Extract
(Trevigen Inc., Gaithersburg, MD), fixed in 4% paraformalde-
hyde in PBS for 10 min at RT and labeled with the DNA
dye, 4-in, 6-diamidino-2-phenylindole (DAPI). Samples were
mounted in Vectashield. Images were acquired using a 63X,
1.4 NA oil objective lens, and pinhole of 1 airy unit on an
LSM 510 confocal microscope (Carl Zeiss, Inc.). Excitation
was with 405-nm laser light and emitted light between 420 and
480 nm was acquired. Voxel size was 0.14 m in the and
dimensions and 0.50 m in the dimension, resulting in 10–20

slices per nucleus. The 3-D image was 1024 1024 70
voxels.

III. RESULTS

A. Assessment Using Simulated Objects

1) Spheres: Table I(a) reports results for the segmentation
of spheres averaged over the trials for different levels of noise
and “look ahead.” As expected, rms deviations increase with
increasing additive noise, but remain small (less than 2 voxels)
even for very high noise levels . This accuracy is par-
ticularly impressive given that the effective signal-to-noise ratio
(SNR) is much less than 1 close to the true border where mean

TABLE I
RESULTS FROM SIMULATIONS. (A) RMS DEVIATION BETWEEN THE KNOWN

SURFACES OF SIMULATED SPHERES AND THE SEGMENTED SURFACES AND THE

MEAN VOXEL INTENSITY OF SEGMENTED SURFACES (AVSCR) AVERAGED

OVER MULTIPLE TRIALS FOR DIFFERENT LEVELS OF GAUSSIAN NOISE

��� AND DIFFERENT AMOUNTS OF “LOOK AHEAD.” (B) RESULTS FOR THE

SEGMENTATION OF CUBES. “LARGE STEPS” ARE ADJACENT POINTS IN

THE � AND � DIMENSIONS ON THE TRUE SURFACE WHERE THE RADIAL

DISTANCES DIFFER BY MORE THAN ONE. 2DRMS IS THE RMS DEVIATION

BETWEEN THE TRUE AND SEGMENTED BORDER IN THE INITIAL 2-D SLICE

IMAGE, AND 3DRMS IS THE DEVIATION BETWEEN THE ENTIRE TRUE AND

SEGMENTED SURFACES. MAXDIF IS THE MAXIMUM ABSOLUTE DIFFERENCE

BETWEEN THE TRUE AND SEGMENTED SURFACES, AND AVSCR IS THE MEAN

VOXEL INTENSITY OF THE SEGMENTED SURFACE. ALL RESULTS ARE THE

AVERAGE OVER 50 TRIALS. (C) RESULTS FOR SEGMENTATION OF THE SPHERE

JUXTAPOSED TO THE CONCAVE SURFACE OF A DISH-LIKE OBJECT. RMSALL
IS THE RMS DEVIATION AVERAGED OVER THE ENTIRE SURFACE OF THE

OBJECT AND RMSCONT IS THE RMS DEVIATION AVERAGED OVER ONLY

THE CONTACT REGION BETWEEN THE TWO OBJECTS

intensities change by one per radial unit, but is between 10 and
40. The typical level of noise in a confocal microscope image is
equivalent to where the rms deviation is very accept-
able at just over one voxel averaged over the sphere’s surface.
The rms deviation reduces for increasing look ahead and ap-
pears to be reaching a limit at a look ahead of 4, because the
reduction in rms deviation from look ahead 3 to look ahead 4 is
much smaller than the rms deviation. For example, at ,
the rms decreases by 1.6% from 1.072 to 1.051 for look ahead
3 versus look ahead 4. This suggests that no further quantita-
tive improvement in accuracy could be achieved by increasing
the look ahead above 4 and thus the accuracy at look ahead 4 is
very close to the accuracy of a globally optimal search for the
surface.

Table I(a) additionally reports the mean voxel intensity on
each segmented surface (AVSCR). As expected, AVSCR in-
creases with increasing due to the inherent property of the
algorithm to seek high intensity voxels. However, the algorithm
has still sought the best estimate of the surfaces of the objects
given the limited information available in the noisy images.
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2) Cubes: Table I(b) reports the results for cubes, which were
used to simulate the close packing of cells in tissues. As ex-
pected, both the rms deviation in the initial 2-D slices (2DRMS)
and the rms deviation for the entire 3-D surfaces (3DRMS) in-
crease with increasing noise. However, the deviations are greater
than spheres for similar levels of noise. This is due to a combi-
nation of “large steps” where, by design the algorithm cannot
follow the true surface and high noise causing the truncation
of corners (Fig. 4 in [10]). Truncation at corners leads to rel-
atively large deviations between segmented and true surfaces
(MAXDIF), but can be corrected by subsequent interactive cor-
rection. Nevertheless, rms deviations are satisfactory at noise
levels expected in confocal microscope images . Also
similar to spheres, the mean voxel intensity (AVSCR) of the seg-
mented surfaces increases with increasing noise.

3) Sphere Juxtaposed to the Concave Surface of a Dish-Like
Object: Table I(c) reports the rms deviations between the true
and segmented surfaces of the two objects averaged over the en-
tire surface (RMSALL) and averaged over only the “contact” re-
gion (RMSCONT) [red box in Fig. 3(a)]. Fig. 3(b) and (c) shows
overlays of the objects and segmented surfaces in 2-D images
through the center of the objects for the cases where blurring and
noise have been applied. As expected, rms deviations increased
in the presence of blurring and noise, but remained acceptable
in all tests (generally ). The sources of error were trunca-
tion in regions of high curvature [arrow in Fig. 3(c)] as was the
case for cubes and a tendency of the border to “jump across” to
the adjacent object [arrow in Fig. 3(b)]. These errors could be
removed by interactive correction. Notably, rms deviations for
both objects were improved slightly in the contact regions com-
pared to the entire surfaces, demonstrating that close proximity
of objects did not adversely affect segmentation accuracy. This
result is particularly significant, because it demonstrates the ro-
bustness of the method for analyzing clustered cells in intact
tissue.

B. Assessment Using Biological Samples

Fig. 4 shows the segmentation results for the 3.5 day mouse
embryo and acinus of MCF-10A cells grown for 14 days in 3-D
culture, respectively, in evenly-spaced and slices over-
laying the original 3-D image and as surface renderings of the
segmented cells [Fig. 4(i) and (r)]. The contiguous areas of red
in Fig. 4(a)–(d) and (j)–(m) are locations where the segmented
surface is parallel to the plane of the image. These areas are
more frequent in the slices than in slices, because of the
coarser sampling in the dimension. Although some interac-
tive user correction was required, all 20 whole cells and all 64
cell nuclei were accurately segmented based on visual judgment
from the embryo and acinus, respectively. These results, for the
first time, demonstrate the correct 3-D segmentation (based on
visual assessment) of every whole cell in an organism that was
surface labeled and every cell nucleus in an organo-typic cell
culture that was volume labeled.

IV. DISCUSSION

We have developed a highly robust method for segmenting
whole cells, cell nuclei and other objects from 3-D optical mi-
croscopic images of biological samples, thus removing a major

bottleneck preventing quantitative and contextual analysis of
cells in tissue samples. DP was utilized for calculating the sur-
face, because of its robustness to noise. A modest and acceptable
level of a priori user interaction was involved in the segmenta-
tion process in order to guarantee 100% correct segmentation
of each object based on visual assessment. For the vast majority
of nuclei [Fig. 4(j)–(r)], only the minimum number of mouse
clicks were needed for each nucleus. In a modified user-inter-
face, which was written after completion of this study, the min-
imum number of clicks was three. In addition, user interaction
readily enabled unsatisfactory objects to be excluded.

There were several minor limitations to our approach, which
caused small inaccuracies in the segmented surfaces. One of
these limitations was the restriction to point convex objects that
was inherent in our method, because the segmented surface must
have exactly one radius value for each pair of angles ( and )
in the spherically transformed space. In the Cartesian image,
this translates to the requirement that any radial line from the
user marked internal point must intersect the surface exactly
once. In practice, however, this restriction is not severe since it
still allows the detection of objects with concavities (Figs. 3 and
4). Inaccuracies in the segmented surface also occurred at places
where the angle between the tangent to the surface and the line
from the surface to the internal point approached zero. At
these places, the radial distance increased by more than one unit
for changes or by , defying the connectivity constraint
imposed by the algorithm. However, this error could readily be
reduced by increasing the number of elements assigned to and

, although it comes at the cost of less “look ahead.”
High noise caused distortion in the surface for two reasons.

First, by design the algorithm maximized the accumulated in-
tensity (or intensity gradient) of the segmented surface, favoring
voxels with high intensity due to noise to be included in the
surface. This was the reason for the increase in AVSCR with
increasing noise in Table I. There is no solution to this limita-
tion because more accurate information was not available from
the images except by exploiting additional a priori information
about the shape of the objects. Second, high noise had signifi-
cant effect at places of high curvature, where the segmented sur-
face tended to “cut the corner” [Fig. 3(c)]. On the other hand,
such errors can be interactively corrected. An additional source
of error is the spatial resolution of the confocal microscope that
is poorer in the axial versus lateral dimensions. This introduced
segmentation errors, by biasing the surface inwards or outwards
at locations with convex or concave curvature respectively. Nev-
ertheless, such distortions were considered insignificant. Coarse
voxel sampling in the , , or dimensions, which may occur
when imaging living samples, also decreases segmentation ac-
curacy. However, it is always possible to obtain segmentation
results as good as visual judgment by using the interactive cor-
rection option.

We envision several improvements to our method to solve
some of the limitations mentioned above. The restriction to
point convex objects could be removed by enabling interactive
marking of multiple centers resulting in the segmentation of
multiple partial objects that are then merged together. The
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Fig. 4. Biological Results. (a)–(i) Segmentation results of whole cells in a mouse embryo labeled with Alexa633-phalloidin against cortical actin (green). The red
overlay shows the surfaces of the segmented cells and blue shows regions determined to be inside the segmented cells by the algorithm. (a)–(d) �� slices equally
spaced in the � dimension through the embryo. (e)–(h) �� slices equally spaced in the y dimension through the embryo. (i) Surface rendering of the segmented cells.
(j)–(r) Segmentation results of cell nuclei in an acinus of MCF-10A cells labeled with DAPI. The red overlay shows the surfaces of the segmented nuclei. (j)–(m)
�� slices equally spaced in the � dimension through the acinus. (n)–(q) �� slices equally spaced in the � dimension through the acinus. (r) Surface rendering of
the segmented nuclei.
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spatial resolution of the imaging system is an inherent limita-
tion, which although can be improved by deconvolving the im-
ages prior to segmentation, imposes an upper limit on the cur-
vature of the object surfaces as represented in the images. This
upper limit could be exploited as a constraint on the segmented
surface and thus further increasing the robustness of the seg-
mentation.

Although other segmentation methods calculate an actual
global optimum [17], [31], whereas ours closely approximates
a global optimum, other errors and restrictions that are common
to all methods exist. These include the situation when the cal-
culated surface differs from visual judgment due to poor choice
of cost function, when the optimum surface encloses more than
one object and when objects are not point convex. It is likely
that a combination of different image analysis approaches
will ultimately prove more accurate and thus lead to further
automation than the use of only one approach. For example,
Park and Keller [33] combined four image analysis approaches:
watershed algorithm, snakes, multiresolution analysis, and
dynamic programming to segment 2-D images of cells. Zeng
et al. [34] combined dynamic programming with anisotropic
diffusion for finding 3-D sulcal ribbons in magnetic resonance
images. Also a significant subset of segmentation algorithms
applied to cells and nuclei are model based in order to exploit
shape and texture features of the objects [26]. Thus, it is likely
that a merging of DP with a model-based method will increase
robustness and thus reduce user interaction. A further consid-
eration is the close packing of cells in tissue that to a large
extent determines cell and nuclear shapes. This property of
tissue has not yet been taken full advantage of in image analysis
and implies that algorithms designed for segmenting multiple
objects simultaneously will be more robust than segmenting
each object separately [16].

We believe our 3-D segmentation method will be most useful
in applications where tens to hundreds of cells per sample re-
quire segmentation, with the confidence that the segmentation
of each cell chosen for segmentation is accurate based on visual
judgment. Following 3-D segmentation, it is possible to analyze
the structural and molecular properties of individual cells using
morphological and texture features [35]. However, not only is
it possible to analyze the properties of individual cells, but it
is possible to quantitatively analyze the contextual relationships
between cells in their true tissue environment using spatial sta-
tistical methods [36]. The combination of individual and con-
textual quantitative feature measurement is a rich source of in-
formation that will lead to a much deeper understanding of nu-
merous biological processes in multicellular organisms, partic-
ularly those related to tissue development and solid tumorige-
nesis. Examples include understanding genetic variations from
cell to cell that arise in solid tumors [37], interactions between
drug-resistant and drug-sensitive cells [38], and cell polarity in
tissue development and homeostasis [1].

In conclusion, we have developed an accurate, practical, and
robust method for segmenting fluorescence labeled cells from
3-D confocal microscope images. This method enables the
quantitative analysis of the individual properties of cells and
their contextual relationships inside intact tissue samples.
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