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Abstract

This paper is concerned with control of a 3 link planar
underactuated manipulator whose most distal joint is
unactuated. This system is known as a second order
nonholonomic system. In a previous paper, we pro-
posed a control law that guarantees the convergence
of its state to a given desirable trajectory and to any
desired final point. We also gave a design method of
the desirable trajectory, but this method has a limita-
tion on the location of the initial state. In the present
paper, we propose a design method of a desirable tra-
jectory that starts from any given initial point, con-
verges to any given desired final point, and on the way
passes through any given desired passing point that can
be specifyed rather freely. By this new design method,
we can derive a desirable trajectory that satisfies given
requirements much better than the previous method.

1 Introduction

Recently, there has been a growing interest in the
control of nonholonomic systems. There are two
important classes in nonholonomic systems. One
is the class of first-order nonholonomic systems
and the other is the class of second-order nonholo-
nomic systems. The former systems have velocity-
dependent constraints that are not integrable to ob-
tain configuration-dependent constraints. Wheeled
mobile robots, multifingered robot hands with rolling
contact, and free-flying space robots are included
in this class. The latter systems have acceleration-
dependent constraints which are not integrable to
obtain velocity/configuration-dependent constraints.
Underactuated planar manipulators in which some
joints are unactuated, submarine robots, and surface
vessels are included in this class.

In the first- and second-order nonholonomic systems,
there exist some systems which have the following
two properties; (i) the linearization of the systems
are not controllable, and (ii) there exists no time-
invariant state feedback law to stabilize the systems [1]
～[11]. First-order nonholonomic systems with these
two properties have been studied by many researchers
and various results about their controllability and sta-
bilization have been obtained [1]～[3]. A second-order
nonholonomic system with the above two properties
also have been studied , but the obtained results are
still limited [4]～[11].

One group of well-known second-order nonholonomic
systems is a underactuated planar manipulator [5]～
[11]. This group of the systems is more suitable for
the mechanical analysis and verification than other
systems such as submarine robots and surface ves-
sels, since the equations of motion of the underactu-
ated planar manipulators don’t need obvious lineariz-
ing approximation. For the 2 link planar manipulator
whose first joint (i.e., on the base side) is actuated and
whose second joint (i.e., on the end-effector side) is
unactuated, several closed-loop control methods have
been developed [9]～[11]. However, the controllability
of the system has not been proved yet and the con-
troller which guarantees the convergence to a desired
final point has not been developed yet.

The controllability of the 3 link planar manipulator
(including their systems) whose first and second joint
(i.e., on the base side) is actuated and whose third
joint (i.e., on the end-effector side) is unactuated has
been proved by Arai et al. [6]. De Luca et al. [5]
have formulated this system as a second-order chained
form, have given a sufficient condition for the control-
lability, and have developed an open-loop controller
which can achieve an any desired configuration. But,
they haven’t developed closed-loop controller. Arai



et al. [7] have developed the design method of a tra-
jectory from an any given initial state to an any de-
sired final state and have given a closed-loop controller
to converge its state to the trajectory. Arai et al.’s
method of trajectory design is to determine two pass-
ing points as a function of the given initial and final
states and to joint these four states by using circular
and straight trajectories. However, they assumed that
the initial state is at rest. For the case where the initial
velocity is not zero, it needs to determine more pass-
ing points and the obtained trajectory is more com-
plicated. Moreover, the method does not guarantee
the convergence to the final state in the closed-loop
control along the trajectory and has possibility that
the control error will not be zero when control is over.
Especially, it will be a big problem when a steady ro-
tational velocity error in unactuated joint remains.

On the other hand, we have obtained a second-order
chained form for the same system, and have proposed
a closed-loop control method [8]. This method guaran-
tees that the state converges exponentially to a desir-
able trajectory which converges exponentially to the
origin. Therefore, the convergence of its state to a de-
sirable trajectory and the exponential convergence to
a desired final point are simultaneously obtained. One
feature of this method is that it avoids the problem of
generating steady states error from the desired final
state by using a desirable trajectory whose final part
consists of an exponential trajectory whose length is
infinite. However, the desirable trajectory in [8] is lim-
ited, since the initial state of the trajectory cannot be
given arbitrarily.

In this paper, we propose a new design method of a
desirable trajectory that starts from any given initial
state, passes through any given desired passing point,
and converges exponentially to the origin, in order to
control a 3 link planar manipulator whose first and sec-
ond joint (i.e., on the base side) is actuated and whose
third joint (i.e., on the end-effector side) is unactuated.
We can use this trajectory as a desirable trajectory in
the closed-loop controller proposed in [8]. The paper
is organized as follows. In sections 2 and 3, the proce-
dure to transform the equation of motion of the 3 link
planar manipulator into a second-order chained form
and the closed-loop controller for the chained form are
briefly described [8]. Then, a new design method of a
desirable trajectory for the controller is proposed in
section 4. The validity of this method is illustrated by
simulation results in section 5.

Figure 1: 3 link planar manipulator

2 Chained Form
We consider a manipulator shown in Fig.1. We as-
sume that the manipulator moves in a plane and that
gravity forces doesn’t work. All joints are rotational
ones, and we call the joints, joint 1, 2, 3, respectively,
in the order of closeness to the base side. We also call
the links, link 1, 2, 3, respectively, in a similar way. In
addition, we assume that joints 1 and 2 are actuated
and joint 3 is unactuated. Let θi(i = 1, 2, 3) be the
each joint angle and q = [θ1, θ2, θ3]

T be the general-
ized coordinates. We also let mi the mass of link i,
Ĩi the inertia moment of link i, li the length of link
i, lgi the distance between joint i and the center of
gravity of link i, andτi the torque of joint i. Then the
equation of motion is given by

τ1 = I1θ̈1 + I2(θ̈1 + θ̈2) + I3(θ̈1 + θ̈2 + θ̈3)

+ (m2 +m3)l
2
1 θ̈1 +m3l

2
2(θ̈1 + θ̈2)

+ (m2lg2 +m3l2)l1{C2(2θ̈1 + θ̈2)

− S2(2θ̇1θ̇2 + θ̇22)}
+m3l1lg3{C23(2θ̈1 + θ̈2 + θ̈3)

− S23(θ̇2 + θ̇3)(2θ̇1 + θ̇2 + θ̇3)}
+m3l2lg3{C3(2θ̈1 + 2θ̈2 + θ̈3)

− S3(2θ̇1θ̇3 + 2θ̇2θ̇3 + θ̇23)} (1)

τ2 = I2(θ̈1 + θ̈2) + I3(θ̈1 + θ̈2 + θ̈3)

+m3l
2
2(θ̈1 + θ̈2)

+ (m2lg2 +m3l2)l1(C2θ̈1 + S2θ̇
2
1)

+m3l1lg3(C23θ̈1 + S23θ̇
2
1)

+m3l2lg3{C3(2θ̈1 + 2θ̈2 + θ̈3)

− S3(2θ̇1θ̇3 + 2θ̇2θ̇3 + θ̇23)} (2)

0 = I3(θ̈1 + θ̈2 + θ̈3) +m3l1lg3(C23θ̈1 + S32θ̇
2
1)

+m3l2lg3{C3(θ̈1 + θ̈2) + S3(θ̇1 + θ̇2)
2} (3)

where, Ii = Ĩi +mil
2
gi, Ci = cos θi, Si = sin θi, C12 =

cos(θ1 + θ2), C23 = cos(θ2 + θ3), S12 = sin(θ1 + θ2),
S23 = sin(θ2 + θ3), C123 = cos(θ1 + θ2 + θ3), and
S123 = sin(θ1 + θ2 + θ3). Now we introduce the new



coordinates cx, cy, and θ, determined by⎧⎪⎨
⎪⎩

cx = l1C1 + l2C12 +
I3

m3lg3
C123

cy = l1S1 + l2S12 +
I3

m3lg3
S123

θ = θ1 + θ2 + θ3

(4)

Then, from (1), (2), and (3), we get⎧⎨
⎩

c̈x = cos θv1
c̈y = sin θv1
θ̈ = v2

(5)

where v1, v2 are the new inputs satisfying[− C12

S2l1
1
S2

(C12

l1
− C1

l2
)

− S12

S2l1
1
S2

(S12

l1
− S1

l2
)

] [
τ1
τ2

]
−
[
α1

α2

]

= W

[
C123 −S123

S123 C123

] [
v1+

I3
m3lg3

(θ̇1+θ̇2+θ̇3)
2

− I3
m3lg3

v2

]
(6)

where, α1, α2, W are given by[
α1

α2

]
=

[−m3lg3 cos θθ̇
2

−m3lg3 sin θθ̇
2

]

+

[
C12

S2
{ I1
l1

+m2l2(1− lg2
l2
)} −C1

S2
( I2l2 −m2lg2)

S12

S2
{ I1
l1

+m2l2(1− lg2
l2
)} −S1

S2
( I2l2 −m2lg2)

]

×
[ 1

S2l1
{C2l1θ̇

2
1 + l2(θ̇1 + θ̇2)

2}
− 1

S2l2
{l1θ̇21 + C2l2(θ̇1 + θ̇2)

2}
]

W =

[
w1 w2

w2 w3

]

+

[
C12

S2
{ I1
l1

+m2l2(1− lg2
l2
)} −C1

S2
( I2l2 −m2lg2)

S12

S2
{ I1
l1

+m2l2(1− lg2
l2
)} −S1

S2
( I2l2 −m2lg2)

]

×
[ C12

S2l1
S12

S2l1

− C1

S2l2
− S1

S2l2

]

w1 = m2
lg2
l2

+m3 −
m2

3l
2
g3

I3
sin2 θ

w2 =
m2

3l
2
g3

I3
sin θ cos θ

w3 = m2
lg2
l2

+m3 −
m2

3l
2
g3

I3
cos2 θ

Note that the new coordinates cx and cy express the
center of collision [6], and θ expresses the angle be-
tween link 3 and x axis. Note also that v1 and v2
,respectivity, are the force which acts on the center of
collision in the direction whose angle to x axis is θ and
the torque which acts on the center of collision.

Subsequently, using another coordinate and input
transformations given by

ξ =

⎡
⎣ ξ1
ξ2
ξ3

⎤
⎦ =

⎡
⎣ cx − I3

m3lg3

tan θ
cy

⎤
⎦ (7)

[
v1
v2

]
=

[
sec θu1

cos2 θu2 − 2 tan θθ̇2

]
(8)

we get ⎧⎨
⎩

ξ̈1 = u1

ξ̈2 = u2

ξ̈3 = ξ2u1

(9)

(9) is called the second-order chained form. Note that
we can also get (9) when we use ξ = [ cx, tan θ, cy]

T

in place of ξ given by (7). Then, [ξ1 , ξ3] corresponds
to the center of collision, and ξ2 corresponds to the
tangent of the angle between link 3 and x axis. But,
in order that the proximal end position of link 3 and
the angle between link 3 and x axis, respectivity, cor-
respond to the origin and 0 when ξ = 0, we use ξ1
in (7). Note that I3/m3lg3 is the distance between
the proximal end and the center of collision of link 3.
(this is to show the convergent (desired) configuration
in the simulation in section 5 easier. ) Note also that
we can let ξ = 0 correspond to any static state by
using a similar coordinate transformation [8]. So, the
problem for the control of the system which guaran-
tees the convergence of its state to any static state can
be replaced by the problem of the convergence of ξ to
0.

3 Controller

We have already the controller . In this section, we
summarize the controller proposed in [8] for the system
given by (9).

We consider the following control inputs.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u1 = r̈1(t)− k1(t)(ξ̇1 − ṙ1(t))
− k2(t)(ξ1 − r1(t))

u2 = r̈2(t)− k3(t)(ξ̇2 − ṙ2(t))
− k4(t)(ξ2 − r2(t))

− k5(t)(ξ̇3 − ṙ3(t))

r̈1(t)

− k6(t)(ξ3 − r3(t))

r̈1(t)

(10)

Here, ki(t) is given by

ki(t) = κij (tj ≤ t < tj+1) (11)

where κij is determined to make the following matrices
asymptotically stable.

Λ1j =

[
λj − κ1j −κ2j

1 λj

]
(12)



Λ̃j =

⎡
⎢⎣
−κ3j −κ4j −κ5j −κ6j

1 0 0 0
0 1 λj 0
0 0 1 λj

⎤
⎥⎦ (13)

In addition, ri(t)(i = 1, 2, 3) is a desirable trajectory
of ξi(t) to specify the transient response, satisfying the
following conditions.

(i)r̈1(t) and r̈2(t) are bounded.

(ii)For tj(j = 1, 2, . . . ,m) satisfying 0 = t0 < t1 <
. . . < tm < tm+1 = ∞,

r̈1(t) = aje
−λj(t−tj)(tj ≤ t < tj+1)

where λj ≥ 0(j = 0, 1, . . . ,m− 1), λm > 0.

(iii)limt→∞ r1(t) = 0.

(iv)there exist a positive constant εi(i = 2, 3) satisfy-
ing limt→∞ ri(t)e

(εi+(i−2)λm)t = 0.

(v)r̈3(t) = r2(t)r̈1(t).

Note that ri(t) is a trajectory which converges expo-
nentially to the origin due to conditions (ii), (iii), and
(iv).

Then, we get the following theorem.

� Theorem1 �
Suppose a desirable trajectory r(t) = [r1(t), r2(t),
r3(t)]

T for the system given by (9) satisfying the con-
ditions (i)∼(v) is given. Let the state of the system
be x = [xT

1 , x
T
2 , x

T
3 ]

T where xi = [ξ̇i(t), ξi(t)]
T (i =

1, 2, 3), and the error between the state and the de-
sirable trajectory be e = [eT1 , e

T
2 , e

T
3 ]

T where ei =
[ξ̇i(t)− ṙi(t), ξi(t)−ri(t)]

T (i = 1, 2, 3). Then, applying
the controller given by (10) to the system, there exist
a monotonous increasing and differentiable function φ
satisfying φ(0) = 0 and a positive constant α which
satisfy

‖ e(t) ‖≤ φ(‖ e(0) ‖)e−αt (t ≥ 0) (14)

Theorem 1 guarantees that the state converges to the
desirable trajectory and finally to the origin even when
there exist some error between the initial state of the
real system and the desirable trajectory. However,
in [8], we only gave the trajectory of r1(t) explicitly,
and let r2(t), r3(t) be r2(t) = r3(t) = 0. So, in the
following section, we address the problem of designing
a desirable trajectory with non-zero r2(t) and r3(t).

4 Desirable Trajectory

In this section, we consider the following problem.

[Problem 1] Suppose that an initial state [ξ̇di(0),
ξdi(0)]

T (i = 1, 2, 3), a desired passing time td,
and a desired passing state [ξ̇di(td), ξdi(td)]

T (i =
1, 2, 3)(ξ̇d1(td) = 0) are given for the system given by
(9). Based on these data, design a desirable trajectory
ri(t)(i = 1, 2, 3) satisfying conditions (i)∼(v).

Because of ṙ1(td) = 0, ξ1(td) mostly becomes a switch-
ing point where the direction of ξ1 changes. In [8],
the desired passing time td and the desired passing
point ξd1(td) were given. But, since ξd1(td) didn’t
correspond to the actual switching point because of
ξ̇d1(td) 	= 0, it is to hard to understand the desir-
able trajectory given by [8] intuitionally. In addition,
compared with a desirable trajectory given by Arai et
al. [6] [7], this desirable trajectory seems better in the
sense that the number of desired passing points is only
one whether the initial state is at rest or not, and that
we can select any point as the desired passing point.

In the following, we actually design the trajectory.

First, we design a trajectory r1(t). In order to satisfy
conditions (i)∼(iii), suppose

r̈1(t) =

⎧⎪⎪⎨
⎪⎪⎩

a0 (0 ≤ t < t1)
a1 (t1 ≤ t < t2)
a2 (t2 ≤ t < t3)
a3 exp(−λ(t− t3)) (t3 < t)

(15)

where ⎧⎨
⎩

t1 = td
2

t2 = td
t3 = td +

2(ξd1(td)−h)
λh

(16)

and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

a0 = 4ξd1(td)−3tdξ̇d1(0)−4ξd1(0)
t2
d

a1 = − 4ξd1(td)−tdξ̇d1(0)−4ξd1(0)
t2
d

a2 = − λ2h2

2(ξd1(td)−h)

a3 = λ2h

(17)

which are determined under the boundary conditions
at t1, t2, and t3. Note that h = kξd1(td)(0 < k < 1) is
a design parameter satisfying r1(t3) = h .

Integrating (15), r1(t) is given by

r1(t) =

⎧⎪⎪⎨
⎪⎪⎩

a0

2 t2 + ξ̇d1(0)t+ ξd1(0) (0 ≤ t < t1)
a1

2 (t− t2)
2 + ξd1(td) (t1 ≤ t < t2)

a2

2 (t− t2)
2 + ξd1(td) (t2 ≤ t < t3)

h exp(−λ(t− t3)) (t3 < t)

(18)

Since we consider the case r̈1(t) 	= 0 which is a sin-
gular point of the controller given by (10), the desir-
able trajectory of ξ1(t), r1(t), is required that r̈1(t)



has a large value even when ‖ ξ1(t) ‖ is smaller than
‖ ξ1(0) ‖. Determining r1(t) by using (18), we can get
a practical trajectory which first goes to the position
ξ1(td) = ξd1(td) and then converges to the origin even
when ξ1(0) = 0.

Next, we design r2(t) and r3(t). From (15), we get
r̈1(t) 	= 0. Hence, if we assume that ξ1 and ξ3 are (vir-
tual) outputs, all states and inputs [ξ , ξ̇ , u] become

functions of ξ
(i)
1 and ξ

(i)
3 (i=0,1,2,...). This property is

called flatness [12]. Concretely, from (9) and condition
(ii), we can get

r2(t) =
r̈3(t)

r̈1(t)
(19)

ṙ2(t) =
(r

(3)
3 (t) + λj r̈3(t))

r̈1(t)
(20)

for tj ≤ t < tj+1. Because of the flatness property,
the problem of designing desirable trajectories r2(t)
and r3(t) satisfying conditions (iv) and (v) can be re-
placed by the problem of designing r3(t) which is dif-
ferentiable 3 times for any interval (tj ≤ t < tj+1).
In the following part, we design r3(t) first for interval
(0 ≤ t < td) and then for interval (td ≤ t).

First, r3(t) for interval (0 ≤ t < td) is given by

r3 =

{ ∑5
k=0 Ak(t− t1)

k (t < t1)∑5
k=0 Bk(t− t1)

k (t1 ≤ t < t2 = td)
(21)

Here, we use a fifth-order time polynomial function, in
order to satisfy that r2, r3, ṙ2, and ṙ3 are continuous
at t1, and to satisfy the boundary conditions at the
initial and the desired passing states. Ak and Bk are
given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A0 = (4γ(a0 + a1) + 6δ(a0 − a1))/Δ
A1 = (−10γ(a0 − a1)− 20δ(a0 + a1))/Δ

A2 = 10ξd3(0) + 6ξ̇d3(0)t1 + 1.5a0ξd2(0)t
2
1

+ 1
6a0ξ̇d2(0)t

3
1 + 4A1t1 − 10A0

A3 = 20ξd3(0) + 14ξ̇d3(0)t1 + 4a0ξd2(0)t
2
1

+ 1
2a0ξ̇d2(0)t

3
1 + 6A1t1 − 20A0

A4 = 15ξd3(0) + 11ξ̇d3(0)t1 + 3.5a0ξd2(0)t
2
1

+ 1
2a0ξ̇d2(0)t

3
1 + 4A1t1 − 15A0

A5 = 4ξd3(0) + 3ξ̇d3(0)t1 + a0ξd2(0)t
2
1

+ 1
6a0ξ̇d2(0)t

3
1 +A1t1 −A0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

B0 = A0

B1 = A1

B2 = 10ξd3(td)− 6ξ̇d3(td)t1 + 1.5a0ξd2(td)t
2
1

− 1
6a0ξ̇d2(td)t

3
1 − 4A1t1 − 10A0

B3 = −20ξd3(td) + 14ξ̇d3(td)t1 − 4a0ξd2(td)t
2
1

+ 1
2a0ξ̇d2(td)t

3
1 + 6A1t1 + 20A0

B4 = 15ξd3(td)− 11ξ̇d3(td)t1 + 3.5a0ξd2(td)t
2
1

− 1
2a0ξ̇d2(td)t

3
1 − 4A1t1 − 15A0

B5 = −4ξd3(td) + 3ξ̇d3(td)t1 − a0ξd2(td)t
2
1

+ 1
6a0ξ̇d2(td)t

3
1 +A1t1 +A0

where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ = a1(20ξd3(0) + 14ξ̇d3(0)t1
+ 4a0ξd2(0)t

2
1 +

1
2a0ξ̇d2(0)t

3
1)

+ a0(20ξd3(td)− 14ξ̇d3(td)t1
+ 4a1ξd2(td)t

2
1 − 1

2a1ξ̇d2(td)t
3
1)

δ = a0(10ξd3(0) + 6ξ̇d3(0)t1
+ 1.5a0ξd2(0)t

2
1 +

1
6a0ξ̇d2(0)t

3
1)

− a1(10ξd3(td) + 6ξ̇d3(td)t1
− 1.5a1ξd2(td)t

2
1 +

1
6a0ξ̇d2(0)t

3
1)

Δ = 20(a20 + a21) + 280a0a1

Next, we design r3(t) for interval (td ≤ t). we use
an exponential function as a trajectory of r3(t) for
this interval. Using α (α > 2λ), r3(t) for interval
(td = t2 ≤ t < t3) is given by

r3(t) = e−α(t−t2)

× {ξd3(td)(1 + α(t− t2)

+
1

2!
α2(t− t2)

2 +
1

3!
α3(t− t2)

3)

+ ξ̇d3(td)(1 + α(t− t2)

+
1

2!
α2(t− t2)

2)(t− t2)

+ r̈3(t2)(1 + α(t− t2))
1

2!
(t− t2)

2

+ r
(3)
3 (t2)

1

3!
(t− t2)

3} (22)

and for interval (t3 ≤ t) is given by

r3(t) = e−α(t−t3)

× {r3(t3)(1 + α(t− t3)

+
1

2!
α2(t− t3)

2 +
1

3!
α3(t− t3)

3)

+ ṙ3(t3)(1 + α(t− t3)

+
1

2!
α2(t− t3)

2)(t− t3)

+ r̈3(t3)(1 + α(t− t3))
1

2!
(t− t3)

2}

+ r
(3)
3 (t3)

1

3!
(t− t3)

3} (23)



Here, r̈3(t2) and r
(3)
3 (t2) are given by (15), (19), (20)，

ξd2(td), and ξ̇d2(td). r3(t3), ṙ3(t3), r̈3(t3), and r
(3)
3 (t3)

are given by (15), (19), (20), and (22) under the con-
tinuity of r2, r3, ṙ2, and ṙ3 at t3.

Summarizing the above, the solution of Problem 1 is
as follows.

1.we obtain r1(t) from (17) and (18).

2.we obtain r3(t) for interval (0 ≤ t < td) from (21),
and r3(t) for interval (td ≤ t) from (22) and (23).

3.we obtain r2(t) from (19) and (20).

ri(t) given by the above design satisfies ri(0) = ξdi(0),
ri(td) = ξdi(td), and conditions (i)∼(v).

5 Simulation

We show simulation results in this section to verify
the validity of our approach. We design a desirable
trajectory when the initial configurations are given
by [θ1(0),θ2(0),θ3(0)]

T = [150, −120, −30]T (degrees)
and[θ̇1(0),θ̇2(0),θ̇3(0)]

T = [−0.1, 0, 0.1]T , and when
l1 = l2 = 1, l3 = 0.5, lg1 = lg2 = 0.5, lg3 = 0.25,
mi = 1, I1 = I2 = 1/3, and I3 = 0.25/3.

The initial values are [ξd1(0),ξd2(0),ξd3(0)]
T = [0,0,1]T

and [ξ̇d1(0),ξ̇d2(0),ξ̇d3(0)]
T = [0.1,0,0]T . Let the val-

ues at the switching point be [ξd1(td),ξd2(td),ξd3(td)]
T

= [2,0,0.5]T and [ξ̇d1(td),ξ̇d2(td),ξ̇d3(td)]
T = [0,2,0]T ,

and the time at the switching point be td = 1. We
also set λ = 0.8, α = 2.5, and h = 1.5. The obtained
trajectory is shown in Fig.2. Fig.2(a) shows a tra-
jectory of the state ri(i = 1, 2, 3), Fig.2(b) shows the
corresponding input ui(i = 1, 2), Fig.2(c) shows the
behavior of link 3 where white and black circles, re-
spectivity, are the proximal end and the tip positions
of link 3 at each time. From these figures, we can
see the convergence of the state of the system to the
desired position and configuration (i.e., the origin).

Next, in order to see the stability of the sys-
tem, we did the simulation when the initial
values are [ξ1(0),ξ2(0),ξ3(0)]

T = [0.1,0,1.1]T and
[ξ̇1(0),ξ̇2(0),ξ̇3(0)]

T = [0,0,0]T , namely there exist
an error between the real initial states of the real
system and the desirable trajectory. The feed-
back gains are given by k1(t) = 4, k2(t) = 5,
[k3(t),k4(t),k5(t),k6(t)]=[8,29,52,40] for t < t3, and
[k3(t),k4(t),k5(t),k6(t)] =[9,38,88,74] for t > t3. These
gains have been determined from pole assignment of
Λ̃1j and Λ̃j . The result is shown in Fig.3. Fig.3(a)
shows the response of ξi(i = 1, 2, 3), and Fig.3(b)
shows the behavior of link 3. From these figures, we
can show the convergence of the state of the system to

Figure 2: Desirable trajectory

Figure 3: Simulation results with initial error

Figure 4: Desirable trajectory with a different switch-
ing point

the desirable trajectory and finally to the origin even
when there exists an initial error.

We have also obtained another desirable trajectory
shown in Fig.4, just changing the state at the switch-
ing point to [ξd1(td),ξd2(td),ξd3(td)]

T = [2,0,1]T and
[ξ̇d1(td),ξ̇d2(td),ξ̇d3(td)]

T = [0,2,0]T . Fig.4 shows that
we can derive a desirable trajectory that satisfies some
given requirements such as avoiding obstacles(for ex-
ample, we can avoid the hatched obstacle shown in
Fig.4 by the above change of the switching point.).
6 Conclusions

In this paper, we have propsed a design method of
a desirable trajectory that starts from any given ini-



tial point, passes through any given desired passing
point, and converges to any given desired final point,
in order to control a 3 link planar manipulator with a
nonholonomic constraint. We can use this trajectory
as a desirable trajectory in the controller given by [8].
We have also presented simulation results in order to
show the validity of this method. By this new de-
sign method, we can derive a desirable trajectory that
satisfies given requirements much better than the pre-
vious method proposed in [8].
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