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Abstract In this work, we compared six global search heuristics and two scoring functions

in the field of ligand-receptor docking. A new way for the gradient based minimization of a

ligand whose position in space is defined by translation, orientation and a set of torsional flexible

angles was implemented and thoroughly tested. The default local search method of a Lamarckian

genetic algorithm was replaced by our novel gradient based approach and the new hybrid was

compared to non-gradient global search heuristics. Finally, we present our docking program

BALLDock, in which we incorporated our findings.

Zusammenfassung In der vorliegenden Arbeit wurden sechs populationsbasierte Optmie-

rungsheuristiken und zwei Scoring-Funktionen im Hinblickauf ihre Leistungsf̈ahigkeit im Be-

reich Ligand-Rezeptor Docking miteinander verglichen. Parallel dazu wurde eine neuer Ansatz

entwickelt, der die lokale, gradientenbasierte Optimierung partiell flexibler Molek̈ule, deren Po-

sition und Konformation durch Translation, Orientierung und eine Anzahl flexibler Bindungs-

winkel definiert ist, erlaubt. Danach wurde die gradientenfreie Methode zur lokalen Optimierung

eines Lamarck genetischen Algorithmus durch das neuartigegradientbasierte Verfahren ersetzt

und dessen Einfluss auf die Ergebnisse der globalen Suchheuristik analysiert. Abschließend wird

das Dockingprogramm BALLDock vorgestellt, in das die neu gewonnenen Erkenntnisse einflos-

sen.
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1. Introduction

Down to this day it happens that unknown tribes emerge from the deep jungle in south America

or some islands in the pacific ocean and even those people, never having had any contact with

modern civilization and basically still living in the stoneage, try to overcome diseases or palliate

pain by some kind of medication. Thus, we can conclude, that medicine is one of the most

ancient fields of cultural effort. Still, indicated by the average life expectancy (Fig. 1.1), the

capabilities of physicians in the civilized world just 200 years ago do not represent a significant

improvement over naturopathy, applied by a tribal medicineman.

In the second half of the nineteenth century, however, scientification of medicine and pharmacy

together with advances in other natural sciences led to a better understanding of pathological

processes and allowed for a much more effective treatment ofdiseases. Nevertheless, the quest

for new drugs has been a process of trial and error, (e.g. arsphenamine, a therapeutic agent against

syphilis discovered by Paul Ehrlich) or even of chance (e.g.penicillin, discovered by Alexander

Fleming). Emil Fischer explained the activity of an agent bythe ”key-lock principle”,1 i.e. the

drug fits like a key to a target structure. This parable was extended by Daniel Koshland to

the induced fit theory2 by postulating, that the conformation of the target proteinchanges upon

binding of a ligand molecule. Recently, an alternative theory called “conformational selection”

was introduced to explain alterations in protein conformations. Of course, it would be desirable

to be able to blueprint such a key for a target that has been identified as the cause of a specific

disease. In fact, this is a central task in computational chemistry, called rational drug design,

which implicates the ligand-receptor docking problem (Fig. 1.2):

Given a small ligand molecule and a large target receptor, reconstruct the native

binding pose of the ligand and calculate the binding free energy.

The binding free energy defines some kind of measure for the quality of the ligand-receptor

complex and can be determined experimentally. Unfortunately, this approach is time consuming

and expensive, so computational chemistry aims at computing the binding free energy in silico.

To date, there are more than sixty different docking programs available and each one, at least

to our knowledge, uses the same basic approach: the space of possible ligand positions and con-
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Figure 1.1.: Development of human life expectancy (data extrapolated from multiple sources).

formations is sampled and evaluated by a scoring function. The actual method for the sampling

process as well as the scoring function differ from program to program. Results from compara-

tive studies of docking programs are somewhat inconsistent. Nevertheless, there have been two

general sampling methods that seem to produce good results on a regular base: fragment-based

approaches and population based meta-heuristics. The goodperformance of the latter is espe-

cially surprising as they rely strictly on the one-dimensional result of the scoring function and

disregard available information of the potential energy hyper-surface.

A similar task in molecular modeling is the optimization of molecules, based on the energy

gradient. Given a structure, ”local optimizers” travel on the potential energy hypersurface (PES)

to find the next local minimum, which, hopefully, corresponds to a natural conformation. Here,

methods that do not use the energy gradient cannot compete interms of speed and precision.

One example for such a non-gradient method is the Powell minimizer3 that implicitly gains

gradient information by applying bracketing methods to findthe minimum of well-defined search

directions. This observation raises the question why the energy gradient is regularly ignored in

ligand-receptor docking. First, the current programs for molecular optimization work on the

pure 3-dimensional representation for each atom, i.e. eachatom of the molecule possesses ax-,

y- andz-value defining its position in Euclidean space. Contrary to that, most docking programs

use an internal representation, which consists of rotations around flexible torsional angles with

a 3-dimensional translation and rotation for the whole molecule. This has the advantage of a

largely reduced search space. The drawback is the non-trivial computation of the gradient for

2



(a)

(b)

(c)

Figure 1.2.: Docking problem illustrated: For a given ligand (a) and receptor (b), we have to find
the native binding pose (c).
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1. Introduction

parameters defining the molecular orientation. There has been an effort to represent not only

a single molecule but multiple molecules and their relativepositions using virtual atoms and

bonds which is called ICM.4 Additionally, the method to calculate the energy gradient for this

representation has been published. However, it must be noted, that the approach to handle the

translation and orientation of a rigid body by introducing aset of virtual atoms is highly prone

to a gimbal lock like phenomenon:5 rotational axes may align, leading a loss of one or more

degrees of freedom.

4



2. Objectives

This work aims at answering two main questions: (1) What are the characteristics of population-

based meta-heuristics when applied to the ligand-receptordocking problem and (2) Can we im-

prove those meta-heuristics by employing a gradient based local search algorithm.

To study the performance of different population based meta-heuristics, we perform docking

experiments with the well establishedAUTODOCK energy function and piecewise linear poten-

tial (PLP) of Gehlhaar. In this process we also analyze the impact of a dedicated local search

procedure (Solis & Wets), as proposed by the authors ofAUTODOCK. The experiments and their

evaluations have to be designed such that they allow for a fair comparison between the various

sampling methods and scoring functions.

To answer the second question, we have to develop a method to use gradient based optimiza-

tion in ligand-receptor docking. This approach requires the computation of the derivatives of the

scoring function with respect to the model parameters, which is trivial for translation and flexible

torsional angles but problematic for orientational parameters.

In the next step, we replace the local search method of Solis &Wets by our gradient based

approach and compare the results to non-gradient search heuristics.

Finally, all optimization methods and the Gehlhaar scoringfunction are implemented in BALL

to provide the docking suite BALLDock.

5





3. Related Work

3.1. Comparison of docking methods

Most related work was performed by many comparative studieson the accuracy of docking

programs and algorithms. In a few cases, only the sampling method was changed while the same

scoring function was employed.6,7 While such studies allow for investigating the influence of

the sampling method on the docking results, the number of complexes employed was usually

small. In most cases, however, comparisons between different programs using different search

heuristics and scoring functions were performed.8,9 Such studies do not allow to assess the

individual influence of the search heuristics or the scoringfunctions on the docking accuracy,

because both are intricately woven with each other in the final program. Hence, such studies

impede a fair comparison of the sampling strategies or the scoring functions.7 In addition, several

issues (binding site definition, experience with docking programs etc.) may bias comparisons,

too.10

3.2. Local optimization in ligand-receptor docking

Local optimization was first applied to ligand-receptor docking in a Lamarckian genetic algo-

rithm by AUTODOCK 3.0, replacing the simulated annealing method of previous versions. Since

it does not require any gradient information,AUTODOCK, as well as many docking programs,

that are based onAUTODOCK, e.g. PSO@AUTODOCK11 and SODOCK,12 use the method of

Solis & Wets13 for local optimization. Interestingly, all three studies unanimously reported a

beneficial effect, when local optimization was employed.

In related work with respect to the main focus of this work, gradient based minimization in

ligand-receptor docking is mainly confined to structure optimization after the actual docking

procedure. To our knowledge, there is only a single program,ICM,4 that utilizes gradient based

minimization for ligand receptor docking.4 Since ICM is a commercial software, the authors

obviously do not want to unveil any details of their approach. Additionally, they do not give any

7



3. Related Work

Figure 3.1.: Popularity of different docking programs in terms of number of citations.14

information on how gradient based minimization influences the performance of their program.

We tried to re-implement the ICM approach of virtual atoms andinternal coordinates to handle

multiple molecules, but the interactivity of its parameters made it impossible to produce reliable

results, suitable for a comparison to our approach, using translational and orientational gradient

information, which is unprecedented, at least to our knowledge, in the computational chemistry.

3.3. Ligand-receptor docking

Although a vast number of docking programs was published in the last decades with each one try-

ing to set itself apart from its competitors by employing a different approach to the optimization

method of scoring function, there have only been few that achieved a widespread distribution,

based on the number of citations in journals (Fig. 3.1).

According to those numbers, FlexX,15 GOLD16 andAUTODOCK17 make up for more than 50%

of all published docking applications. While the latter two utilize a genetic and Lamarckian

genetic algorithm respectively, similar to the approach used in this work, FlexX uses geometric

8



3.3. Ligand-receptor docking

hashing to position a fragment of the ligand with a subsequent incremental construction. While

GOLD andAUTODOCK deliver good results in terms of RMSD to the native binding pose, FlexX,

while not much worse in this respect, is highly renowned for its short running time, making it

the method of choice for high throughput experiments.

9





4. Materials and Methods

Nonlinear programming18 is a key challenge in computational chemistry (e.g. structure optimiza-

tion), economy (e.g. minimum cost transportation) or engineering (e.g. efficient aerodynamics).

In the following we will present two related problems of nonlinear programming, i.e. finding the

global and local optimum of a cost function.

4.1. Nonlinear optimization

4.1.1. Global optimization

Finding the minimum of a given functionf is a central task in mathematics.

min f : R
n 7→ R

means, that we want to findx in R, such thatf (x) ≤ f (y) for everyy in R (Fig. 4.1). Without loss

of generality, we use minimization synonymously for optimization, since every maximization

problem can be transformed into a minimization problem by negating the underlying, so called

objective function.

Unfortunately, there is no method to this day, that guarantees to find the global minimum for

any function in acceptable time and every approach that tries to address this task evolves to some

kind of exhaustive search.19 Of course, exhaustive search is not possible inR but since in a

computational environment, every real number is represented by a finite set of bits, we could try

to test every possible state and at the end present the globalminimum. The drawback of this

method is the enormous number of possible states. Even if we constrain our search to a single

dimension with values ranging from 0 to 10, a single precision float employs 24 bits for that

range, which yields more than sixteen million (224) different numbers. Although this number

may seem to be large but still manageable, it must be kept in mind that most practical objective

functions require much higher dimensionality. In the case of ligand-receptor docking, for a ligand

of medium complexity with only four torsional flexible angles yielding ten degrees of freedom,

11



4. Materials and Methods

Figure 4.1.: Minima of a one-dimensional real valued function. A and C are local minima while
B is the global minimum.

the number of states would be about 224·10≈ 1072. Even if we employ a very fast scoring function

(e.g. 1000 evaluations/s), it would take 1061 years to obtain a solution. This time-frame is about

ten times larger than the presumed remaining life expectancy of the universe.

If there is no exact algorithm available for a particular problem, or if its running time is im-

practicable, heuristic search methods are often successfully applied.20 A heuristic is a kind of

recipe or guidance how to work on an optimization problem neither allowing any assumptions

of the quality of its solution nor of the running time. However, heuristic search methods often

produce good results in short time. In the diverse family of heuristic methods, the subset of

meta-heuristics possess a unique feature. In contrast to a heuristic, that is specific for one or

a few applications, meta-heuristics are applicable to a virtually infinite number of optimization

problems. They are often called black-box algorithms sincethey don’t necessitate a deeper in-

sight in the problem’s nature but require only a one-dimensional score to compare the quality of

different solutions to the problem.

A meta-heuristic can work on a set of integer variables, realvariables, a mix of both or some-

thing completely different like graphs or bit-strings. Oneindividual solution can at the same time

be interpreted as a binding pose in ligand receptor docking,an instance of an arbitrary non-linear

function or define the behavior of traffic lights.

12



4.1. Nonlinear optimization

4.1.2. Local optimization

While there is no practical method, that guarantees to approximate theglobal optimumof an

arbitrary function, numerical methods are able to find alocal optimum, a point in search space

that is optimal in its neighborhood. For example, we could take the Alps as the potential hyper-

surface of a real valued 2-dimensional function. Finding the local minimum of an arbitrary

coordinate roughly corresponds to following the trace of a sphere, rolling downhill to the deepest

point of a valley. In Fig. 4.1, a method for local optimization ought to converge to minimum A,

starting from any point left from X, to minimum B, starting from any point right from X and left

from Y and to minimum C from any point right from Y. The finding,that the local minimum B

is identical to the global minimum suggests, that local optimization methods can be more than

helpful in global optimization.

In local minimization, we have to distinguish local from global methods. While the latter

guarantee to approach the local minimum, this is not true forlocal methods, that require the

initial position to be sufficiently close to a local optimum.If this is not the case, a local method

might as well converge to a maximum or a saddle point.

Newton’s method

One of the most efficient approaches for local optimization of real valued functions is Newton’s

method.21 It requires the gradient

∇ f (x) =
[

δ f
δx1

, δ f
δx2

, ..., δ f
δxn

]

and the Hessian matrix

H =

























δ 2 f
δx2

1

δ 2 f
δx1δx2

... δ 2 f
δx1δxn

δ 2 f
δx2δx1

δ 2 f
δx2

2
... δ 2 f

δx2δxn

... ... ... ...

... ... ... ...

... ... ... ...
δ 2 f

δxnδx1

δ 2 f
δxnδx2

... δ 2 f
δx2

n

























.

By replacing the current positionxk, using the Newton step, by

xk+1 = xk− (H( f (xk)))
−1∇ f (xk),

13



4. Materials and Methods

Newton’s method can find the minimum of a quadratic function in one step, if the start position

is sufficiently close to the minimum. Of course, one seldom tries to optimize purely quadratic

functions, but even in the general case, Newton’s method converges rapidly.

Quasi-Newton approach

The quasi-Newton approach22 avoids two problems of the original Newton’s method: Comput-

ing the inverse of the Hessian matrix in each step is often notcomputationally feasible. Thus, the

Hessian matrix is approximated by previous steps using onlygradient information. Additionally,

Newton’s method converges only locally, i.e. to a stationary point, e.g. a maximum. Therefore,

the quasi-Newton approach uses a globally convergent method to get sufficiently close to a min-

imum to apply Newton steps.

The general approach of a quasi-Newton method for the minimization of a real valued function

F is given by:

1. Compute∇ f (xk) and an approximation toHk.

2. Remove possible ill-conditionedness ofHk by appropriate perturbation.

3. SolveHksk
n = ∇ f (xk).

4. Take Newton step or determinexk+1 by global strategy.

This means, thatxk+1 is only directly computed by the Newton step, ifxk is sufficiently close to

a local minimum. If this is not the case, a global method, e.g.a line search algorithm, is applied.

A line search finds the local minimum of a one-dimensional function g, that is defined by

g(α) = xk +αsk
n.

One of the best quasi-Newton methods is the L-BFGS approach that calculates the approximation

Bk+1 of the Hessian matrix by

Bk+1 = Bk +
yk,yT

k

yT
k sk

−
Bksk(Bksk)

T

sT
k Bksk

with Bk being the previous approximation to the Hessian matrix andyk being

yk = ∇ f (xk+1)−∇ f (xk).

14



4.2. Molecular representation

Figure 4.2.: Example for flexible bonds and molecular centroid with R being arbitrary heavy
atoms. If bond C(1) - C(2) is rotated, only atoms R connected to C(1) are moved. If
bond C(2) - C(3) is rotated, C(1) and atoms R connected to C(1) and C(2) are moved.
Due to symmetry, the same holds true for the other two bonds with other indices.
This means C(2), C(3) and C(4) are never moved and hence define the molecular
centroid.

One additional feature of this method is, that the approximated Hessian matrix is always positive

definite, i.e. it is guaranteed, thatsk
n points in a downhill direction.

Solis and Wets optimization method

The local search method of Solis and Wets13 is a stochastic heuristic for continuous parameter

spaces. Its primal purpose is the optimization of functionsthat do not provide gradient infor-

mation, e.g. theAUTODOCK scoring function.17 For our comparison, we closely followed the

version ofAUTODOCK 3.1 with the only alterations being due to adjustments to theBALL 23

environment. The basic algorithm starts with a random search step and generally follows this

direction with random movements as long as the objective function keeps improving. Continued

improvements lead to an expansion of the random search steps, whereas continued failing nar-

rows the search. The algorithm iterates until either a maximum number of function evaluations is

reached or convergence is established by the random step width falling below a certain threshold

value.

4.2. Molecular representation

For structural optimization, we require a molecular representation that can be employed by a

search algorithm. The conformation and position of a molecule in space is uniquely defined

by the Cartesian coordinates of its atoms. Often the completemolecular flexibility is aban-

doned for of a reduced set of parameters that is required for representing a molecule. Like

many other applications16,17,24we use a compact representation of translation, orientation, and

a set of flexible bonds that connect rigid compounds. Thus, weneed three real values for the

translation(tx, ty, tz), one real value for each flexible bond(φ1, ..,φn), and a unit quaternion
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4. Materials and Methods

composed of four real values(q1,q2,q3,q4) for the molecule’s orientation. A parameter vec-

tor x = (tx, ty, tz,q1,q2,q3,q4,φ1, ..,φn) is converted into a molecular conformation by a series of

transformations.

In the first step, all flexible bonds are processed. Because in our case a flexible bond is guar-

anteed not to be part of a ring, it divides the molecule in two substructures. The part containing

fewer atoms is rotated while the other one remains stationary (Fig. 4.2). This procedure is applied

to all flexible bonds.

In the next step, the whole molecule is rotated. To this end, the origin is defined by the average

position of all atoms that were not rotated in the first step thus defining a form of molecular

centroid. In other implementations the rotation origin is intuitively placed onto the geometric

center of the ligand, but this method complicates the computation of derivatives with respect to

orientational parameters.

In the last step, the molecule is moved according to the threetranslational parameters.

4.3. BALL

All docking methods examined in this work were implemented using the BALL library.23 BALL

is an application framework written in C++ that provides a large number of methods for computa-

tional chemistry. It was designed to be an efficient and robust tool for rapid software prototyping.

In a computational environment, the effective handling of large chemical and biological enti-

ties requires sophisticated data structures and mathematical objects, as provided by BALL (Fig.

4.3). On top of those, so called foundation classes follow kernel classes, which embody atoms,

bonds, molecules, etc. Both classes are used by different components, that implement basic

operations, e.g. file input/output and molecular mechanics, while the application layer provides

ready-to-operate programs for docking, MD-simulations, etc. The entire code that was written in

this work for the modeling of molecules, scoring functions,etc. was generated using the BALL

library. Additionally, BALLDock is scheduled to be an integral part of BALL in one of the next

releases.

4.4. Astex diverse set

To assess the quality of different search heuristics and scoring functions in ligand-receptor dock-

ing, we require a test set. We chose the Astex diverse set,25 which consists of 85 high resolution

protein-ligand structures. All ligands possess drug-likeproperties with 23 being approved drugs
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4.4. Astex diverse set

Figure 4.3.: Structure of the BALL library.

and six being in clinical trials. Fig. 4.4 displays the complexity of the ligands in terms of num-

ber of flexible torsional angles. The Astex diverse set was used to compare the different search

heuristics and the two scoring functions.
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Figure 4.4.: Distribution of rotatable bonds in the Astex diverse set. For some ligands,
AUTODOCK demands more bonds to be flexible because of the existence of explicit
polar hydrogen atoms.
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5. Population Based Meta-Heuristics for

Ligand Receptor Docking

All global optimization methods compared in this work belong to the class of population based

meta-heuristics. A meta-heuristic is an optimization method, that is not specific for a single

problem, but is applicable to a virtually infinite number of tasks. Any arbitrary problem is only

required to possess a set of parameters that enables the meta-heuristic to search the space of prob-

lem instances. Additionally, it must return a score that provides insight in the quality of a point

in search space. In this context, population based algorithms try to gain gradient information

by holding a certain number of trial solutions, so called individuals. This gradient information

is used to produce new individuals, that have better scores and, hopefully, approach the global

optimum.

Here we compare six population based meta-heuristics: fourvariants of the genetic algo-

rithm,26 differential evolution,27 and particle swarm optimization.28 In the following section we

will briefly describe the underlying principles of the individual algorithms and their applications

in molecular docking.

5.1. Genetic and Lamarckian genetic algorithm

Thegenetic algorithm26 (GA) imitates the principles of Darwinian evolutionary theory, partic-

ularly natural selection and reproduction. It uses a set of genetic operations to drive a population

iteratively toward better solutions. Fig. 5.1 describes the general schedule of a genetic algorithm.

Optimization starts with the creation of an initial random population. In the next step each indi-

vidual is assigned a fitness score that is used to discard the worst, i.e. least fittest members of the

pool and to select the best individuals for creating progeny. Individuals that qualify to produce

offspring are subject to mating to replenish the pool by producing new individuals, whereas mu-

tation may modify existing individuals. To conserve the current best solutions, elitism is applied,

which means that a number of top ranked individuals are protected from mutation. These steps
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Calculate Fitness Score
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Figure 5.1.: Flowchart of a genetic algorithm

are repeated until a threshold number of iterations is reached or until a convergence criterion

has been met. Originally, GA was used to solve combinatorialproblems. To this end, a genetic

individual has one chromosome, and the process of mating is implemented by a crossover of

two chromosomes. However, for real valued functions, applying this approach to a chromosome

of real values is not practical. In this case, crossing over leads only to new combinations of

the existing real values without introducing new intermediate values. Therefore, for real valued

problems there are often special operators.29

The standard GA presumably converges too fast to a local optimum, which results in the

failing to find the global optimum, especially for higher dimensional search spaces, yet there are

two popular modifications to the GA, the distributed geneticalgorithm ormulti-deme genetic

algorithm30 (MDGA) and theLamarckian genetic algorithm31 (LGA). In MDGA, two or

more island populations evolve simultaneously and by allowing a limited migration between

these populations, diversity is enforced and convergence is reached more slowly. LGA adds a

local search to the GA, to increase the fitness of randomly selected individuals. On the one hand,

this increases the diversity of the population and on the other hand raises the chance for finding

the global optimum. By merging both modifications, we obtained themulti-deme Lamarckian

genetic algorithm (MDLGA). Variations of GAs have been employed repeatedly for ligand-

receptor docking32–35and are employed in the well-known programsAUTODOCK,17,36 GOLD,16

and in the recently developedFITTED.37
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5.2. Differential evolution

5.2. Differential evolution

The differential evolution algorithm27 (DE) differs from GA mainly by two factors. First, it

does not discard a certain proportion of the population, butreplaces only existing individuals by

better ones. Second, the process of creating new individuals by existing ones, corresponding to

the mating process in GA, is more complex (Fig. 5.2). DE selects two individuals and calculates

the difference between them. This difference, multiplied by a weighting factor, is then added to

a third individual, resulting in the so called trial vector.Finally, DE chooses another individual,

the base vector, and performs a crossover operation by randomly blending elements of the base

and trial vector. This new vector replaces the base vector only if it features a better score. Ap-

plication of DE employing theAUTODOCK scoring function to six complexes showed the great

potential of this search heuristic in molecular docking.38 In conjunction with a new scoring func-

tion resembling the Gehlhaar scoring function, DE was also used in theGEMDOCK program to

dock 100 protein-ligand complexes.39 Compared to two other commercial programs,GEMDOCK

performed slightly better. In a more recent study, docking with DE was performed for a set

of 77 complexes using an extended version of the Gehlhaar scoring function.40 In comparison

with commercial docking software, DE was able to identify the correct binding pose with higher

accuracy.

5.3. Particle swarm optimization

Like GA and DE,particle swarm optimization28 (PSO) iteratively works on a population of

individuals, in this case called particles. In theory, these particles are not replaced by new ones,

but, inspired by the behavior of flocking birds, are constantly moving with a velocityv in the

parameter space to search the global optimum. For the computation of the new positionxnew of

a particle p, PSO calculates the differenced1 between the current positionx of p and the best

position p itself encountered during optimization, as wellas the differenced2 betweenx and the

best solution reported by the neighbors of p. In a first step, anew velocityvnew is calculated

using two random numbersr1 andr2, both in the range between 0 and 1, by

vnew= vold ∗wt+c1∗ r1∗d1 +c2∗ r2∗d2.

In this equation, a cognitive weightc1, a social weightc2 as well as an inertia weightwt define

the impact of the respective contribution to the velocity.
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Figure 5.2.: General scheme of one step in a differential evolution algorithm: First, select four
random population members. Adding the weighted difference(W.D.) of two vectors
(4 and n-1) to the base vector (3) yields a mutation vector (M.V.). Perform cross
over between mutation vector and target vector (1). The resulting trial vector (T.V.)
replaces the target vector, if it has a better score.
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Figure 5.3.: General scheme of one step in particle swarm optimization: The final position (7) of
the particle is a combination of three independent directions of motion. The velocity
is defined by the particle’s previous (1) and actual position(2). The other two being
the best position the particle has already visited (5), and the best position the particle
is able to see (6).

Then, the particle’s new positionxnew is calculated using the following formula

xnew= x+vnew.

Recently, variations of PSO were employed successfully for docking using theAUTODOCK 3.0.5

scoring function.11,12 In comparison with the LGA implemented inAUTODOCK 3.0.5, they

showed very promising results with regard to finding the native binding pose.

5.4. Implementational details

Common to all meta-heuristics presented here is the need to compute the difference of parameters

to gain gradient information. This is trivial for real valued parameters used to define translation

and torsional angles. To calculate the difference between two rotational angles, we consider

values to form a ring. This means, that the distance between−180◦ and 180◦ is 0◦ rather than

360◦. This enables an unlimited rotation around flexible torsional angles and no torsional angle

is preferred. The same approach is used for the translational degrees of freedom, thus producing

some kind of periodic boundary condition. Again this is doneto prevent optimization methods

from favoring ligand positions in the center of the binding pocket.
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Dealing with orientations is more complex. In the GA, an offspring’s orientation may be cal-

culated from the two parental orientations by two differentapproaches. In a simple approach,

the four values of a unit quaternion are considered to be independent from each other resulting

in a linear interpolation between the two parental quaternions. However, the necessary subse-

quent normalization of the resulting offspring’s quaternion may produce unexpected results: The

difference of two unit quaternions, describing dissimilarorientations can be defined by a four-

dimensional vector. Adding this vector to another unit quaternion may be without effect on the

third quaternion due to the normalization. To deal with thisproblem, it is possible to use the

SLERP41 algorithm, allowing us to compute gradient information without any numerical singu-

larities. Preliminary calculations showed that best results for all meta-heuristics were achieved,

when linear interpolation was used for quaternions that arevery similar and SLERP was used for

quaternions that exhibited less similarity. The similarity of two unit quaternionsq1 andq2 can

be estimated by the scalar product. Ifq1 andq2 are identical, the scalar product yields 1 while in

the case thatq1 andq2 represent maximally different orientations, the scalar product is 0.

5.4.1. Genetic algorithm

When calculating the offspring’s values, we differentiate between real valued parameters and

quaternion parameters. For real valued parameters, we calculate the differenced between two

parametersa andb (without loss of generality,a < b) and uniformly randomize the offspring

value in the rangea andb if d is large, or in the rangea−0.5 · d andb+ 0.5 · d if it is small

(Fig. 5.4). This discrimination ofd was introduced to prevent completely random numbers ifa

andb are far apart, while allowing a broader search ifa andb have similar values.

Mating of unit-quaternion parameters demands an adapted approach, because the four quater-

nion values are interdependent by the constraint|q| = 1. Again, like for simple real valued

parameters, we discriminate mating of parameters that are more similar or more different. In the

first case, we independently interpolate each of the four quaternion values, followed by a normal-

ization. In the other case, we use SLERP with a uniformly randomized parameter between 0 and

1. Best results were achieved, when the threshold distance for switching from one procedure to

the other was 3̊A for translation, 120◦ for flexible torsional angles, and 0.7 for unit quaternions.

Table 5.1 lists the parameters that were used in this work forthe various genetic algorithms.
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name number of initial population survivors elitism mutation
populations population size rate

GA/LGA 1 100 200 100 1 0.05
MDGA/MDLGA 5 20 40 20 1 0.05

Table 5.1.: Parameters for the genetic algorithms.

(a) (b)

Figure 5.4.: The curly brackets indicate the range for the offspring’s value if the parent’s values
are far apart (a) or close together (b)

5.4.2. Differential evolution

Similar to the GA, we use a special treatment for unit quaternion parameters. If the selected

quaternions are similar, we use the same procedure as described above. Since differential evo-

lution necessitates the use of more than two quaternions forcalculating an individual’s new

orientation, employing SLERP is more complex. The computation of the trial vector can be un-

derstood as a parallelogram. In the case of unit quaternions, this parallelogram has to be mapped

on the surface of a 4-dimensional sphere (Fig. 5.5). If we take the weighted difference between

unit quaternionq1 andq2, we can slerp (in the following, we will use the word slerp to describe

the application of the SLERP algorithm) fromq1 to q2 with SLERP parameterw to get unit

quaternionqw. Then, we can slerp fromqbase to qw with SLERP parameter 0.5 producingq3.

Finally, we slerp fromq1 to q3 to achieve the desired unit quaternionqtrial .

When testing DE, we found that it produced best results, when the weight for the difference

calculation was randomized between 0 and 2 for each computation of a trial vector.

Table 5.2 contains the parameters for DE used in this work.

name initial population crossover
population size probability

DE 50 50 0.7

Table 5.2.: Parameters for the differential evolution algorithm.
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Figure 5.5.: Calculation of the unit quaternionqtrial in three dimensions in differential evolution.
DE requires to add the difference betweenq1 andq2 to qbase, which is achieved by
calculatingq3. For simplicity, we assume the weighting factor to be 1 in this example
(q2 = qw).

name initial population wt c1 c2

population size
PSO 75 75 0.7 2 2

Table 5.3.: Parameters for the particle swarm algorithm.

5.4.3. Particle swarm optimization

The connectivity of particles in particle swarm optimization is crucial for the convergence be-

havior of the method. If all particles are able to see the bestglobal solution, the population

will converge faster than with limited visibility. In preliminary docking experiments, we found,

that a ring geometry produced best results. In our implementation, every individual obtained

information from itself and two neighboring individuals (Fig. 5.6).

Both cognitive weightc1 and social weightc2 were set to 2 while the inertia weightwt was set

to 0.7. Again we can use the same strategy to compute unit quaternion parameters like in DE,

but this time, the parallelogram procedure has to be appliedtwice.

Table 5.3 contains the PSO parameters that we employed in this work.
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Figure 5.6.: Topology of our particle swarm optimization. Each particle gains information from
itself and two neighbouring particles.
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6. Scoring Functions for Ligand-Receptor

Docking

A scoring function in ligand-receptor docking is expected to meet multiple requirements. In the

first place, it should allow to differentiate native bindingposes from decoy structures. Secondly,

the score should approximate the binding free energy. Furthermore, it ought to be efficiently

computable. However, recent publications suggest the usage of different functions for the re-

construction problem and for the final computation of the binding free energy.42–45 The scoring

function for the first problem is evaluated many times duringa docking experiment. Therefore,

it must be very fast and its global optimum should correspondto the correct binding pose. The

computation of the correct binding free energy is performedby a dedicated energy function, that

is applied to the predicted binding pose only once. Hence, itcan incorporate much more complex

terms, that prolongate the computation time.

In this work, we focus on the influence of the scoring functionon reconstructing the native

binding pose. The actual value of the binding free energy is not of interest, because, as mentioned

before, we feel that this task should be performed by a dedicated energy function.

The Gehlhaar46 scoring function, a piecewise linear potential function, was implemented to

be an easily applicable function and to produce a less frustrated energy landscape compared to

other scoring functions. It does not include electrostaticcontributions and thus does not require

the computation of point charges for each atom. On the other hand, it must be noted that the

Gehlhaar score cannot be used to estimate the binding free energy. Comparisons of the perfor-

mance of this scoring function with other scoring or energy functions showed that it performs

quite well for identifying the correct pose.47,48 In addition, since the Gehlhaar scoring function

produces a rather smooth energy landscape, the performanceof search heuristics may increase

when employing this piecewise linear potential function ora variation thereof.39 The Gehlhaar

scoring function has been employed in a number of studies47–49 and has been implemented in

several algorithms50 and docking programs.39,51

The recently revisedAUTODOCK scoring function36 is part of the widely usedAUTODOCK
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atom type Donor Acceptor Both Nonpolar
Donor Steric HB HB Steric
Acceptor HB Steric HB Steric
Both HB HB HB Steric
Nonpolar Steric Steric Steric Steric

Table 6.1.: Atom types for non-bonded interactions.

A B C D E F
Steric 3.4Å 3.6 Å 4.5 Å 5.5 Å -0.4 20.0
HB 2.3Å 2.6 Å 3.1 Å 3.4 Å -2.0 20.0

Table 6.2.: Parameter set for non-bonded steric and hydrogen-bonding potentials.

docking suite.17 It employs 6-12 potentials for dispersion-repulsion interactions and a screened

Coulomb potential for electrostatic interactions. Additionally, it features a pairwise term for

hydrophobic interactions and an explicit term for directional hydrogen bonding between ligand

and receptor. However, this directionality is only taken into account in the calculation of the

energy grid. For the computation of the ligand’s internal energy, the hydrogen bonding term is

simplified for computational efficiency by neglecting the geometric contributions.

6.1. Gehlhaar scoring function

In this work we chose the Gehlhaar function46 mainly for the following reasons: ease of im-

plementation, sufficient correlation of the function values to the RMSD, less frustrated energy

landscape compared to other scoring functions and finally asa test case for an inherently not

continuously differentiable function. It must be noted that the Gehlhaar score cannot be used to

estimate the binding free energy.

The formula for the scoreE is composed of one bonded term for the torsional potentialEtor

and one non-bonded termEpair for van der Waals interaction

E = Etor +Epair.

For the computation ofEpair, the Gehlhaar scoring function distinguishes only four atom types:

non-polar, hydrogen-bond-donor, hydrogen-bond-acceptor, and both-acceptor-and-donor. The

interaction between any of these atom types results in two types of non-bonded interaction,

namely steric and hydrogen bond contributions (Table 6.1).
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(a) (b)

Figure 6.1.: (a) shows the original piecewise linear pairwise potential function used for non-
bonded interactions. (b) illustrates the modifications (solid line) applied to the origi-
nal function (dashed line) in order to produce a continuously differentiable function.

Both interaction types are calculated by an interval piecewise linear functionf of the pairwise

atom distancedi j of atomsi and j, with each type having different function parameters (Table

6.2, Fig. 6.1)

Epair = ∑
i 6= j

f (di j ).

This function is obviously not continuously differentiable so we added a quadratic transition

function in an interval of 0.02̊A length at each junction of the original linear segments (Fig. 6.1).

These functions are uniquely defined by their interpolationconditions.

The term for the torsional energyEtor is similar to that of other scoring functions, but restricted

to sp3−sp3 andsp2−sp3 bonds:

Etor = A· (1+cos(n·φ −φ0))

with A = 3.0, n = 3, φ0 = π for sp3 − sp3 bonds, andA = 1.5, n = 6, φ0 = 0 for sp2 − sp3

bonds. The original Gehlhaar function provides a separate energy term for the internal non-

bonded interaction of the ligand by assigning a penalty of 104 if two ligand atoms that do not

share a bond come closer than 2.35Å. This kind of energy calculation is entirely unsuited for the

computation of a gradient for it is highly non-continuous. To circumvent this problem, we use

the same term for internal ligand-ligand interactions as for ligand-receptor interactions.
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6.2. AUTODOCK scoring function

The scoring function ofAUTODOCK is an empirical approximation to the binding free energy

that is calculated by five individual terms: two Lennard-Jones potentials for van der Waals and

hydrogen bonding energies with the latter featuring a termE(t) to include the bonding geometry,

a Coulomb potential with a distance dependent dielectricityconstant to account for a damping

due to the solvent, a pairwise term for hydrophobic interactions, and finally a term for entropic

effects.

E = Wvdw∑
i, j

(
Ai j

r12
i j

−
Bi j

r6
i j

)+Whbond∑
i, j

E(t)(
Ci j

r12
i j

−
Di j

r10
i j

)

+Welec∑
i, j

(
qiq j

ε(r i j )r i j
+Wsol∑

i, j
(SiVj +SjVi)e

−r2i j
2σ2

+WtorNtor

All weights W are calibrated with experimental binding free energies. For a faster calculation

of the interaction between ligand and receptor,AUTODOCK pre-calculates an energy grid, while

during the docking, the scoring function is used to calculate the ligand’s internal energy. Since

Wtor is a constant value for a ligand, it is not included in the calculation of the score during

a docking experiment. Additionally,E(t) is only taken into account for the grid computation,

while it is neglected in the computation of the ligands internal energy.
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7. Comparison of Meta-Heuristics and

Scoring Functions

To test the six meta-heuristics, we performed 300 docking runs for each ligand of the Astex data

set with each optimization method and scoring functions. During a docking run, the ligand was

allowed to move inside a translation box with an edge length of 10 Å centered on the ligand

in the correct binding pose. To eliminate any possible preference for a certain orientation, we

randomized the ligand’s orientation before every single docking run. For each docking run we

recorded the final score, the best score after each scoring function evaluation, the total number of

scoring function evaluations, the RMSD to the native bindingpose, and the RMSD to the target

binding pose. The latter is the ligand’s position with the best score, that is the presumed global

optimum for this scoring function, and does not necessarilycoincide with the native binding

pose. If the RMSD between target and native binding pose was greater than 2̊A, the scoring

function failed in finding this ligand’s native pose. To separate the evaluation of the optimization

methods from the scoring functions, we compared the search heuristics only in terms of RMSD

to the target binding pose. In the following chapters, we define a hit to be a ligand position with

an RMSD smaller than 2̊A to the target binding pose, if not specified otherwise. Finally, to

assess the reliability of the results, we defined a saturation measure. Ifn is the number of hits,

then we define saturation to be the number of hits in then top ranked results divided byn. For

example, if a meta-heuristic produced ten hits in one docking experiment (300 docking runs) and

out of the ten top-ranked results, three were hits, the method achieved a saturation of 0.3.

To compare the running time, we applied the same stopping criterion for all methods. The

algorithms stopped if the best score did not improve by a certain amount for a given number of

function evaluations. This number depends linearly on the number of flexible torsional angles

in the range of 3000 and 5000, while the threshold was 1 for Gehlhaar and 0.1 forAUTODOCK,

respectively.
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Gehlhaar AUTODOCK

name ∅ hits ∅ mean ∅ best ∅ mean ∅ best ∅ function ∅ saturation
(%) score score score score eval.

GA 15.88 -72.58 -98.40 -6.33 -9.04 6352 0.74
MDGA 21.50 -77.47 -99.50 -6.63 -9.14 7073 0.76
LGA 19.99 -77.71 -99.66 -6.68 -9.12 7694 0.76

MDLGA 40.28 -89.11 -99.83 -7.58 -9.25 12850 0.86
PSO 48.89 -88.98 -99.56 -7.81 -9.16 11988 0.85

0-
3

ro
t.

bo
nd

s

DE 35.69 -85.80 -99.81 -7.48 -9.23 13428 0.91
GA 3.65 -80.97 -112.61 -6.25 -9.60 8926 0.58

MDGA 5.72 -85.04 -116.82 -6.43 -10.07 9418 0.56
LGA 4.89 -84.83 -115.59 -6.56 -9.86 10728 0.59

MDLGA 12.61 -98.12 -121.99 -7.66 -10.67 17646 0.62
PSO 16.18 -95.41 -118.57 -7.69 -10.43 17473 0.57

4-
7

ro
t.

bo
nd

s

DE 9.29 -96.27 -122.76 -7.71 -10.77 20263 0.74
GA 0.18 -85.56 -122.95 -6.18 -10.33 11663 0.67

MDGA 0.62 -89.16 -130.83 -5.93 -9.95 11948 0.19
LGA 0.25 -88.99 -124.56 -6.34 -10.66 13987 0.67

MDLGA 3.25 -106.85 -147.72 -7.47 -11.39 22436 0.53
PSO 2.29 -100.15 -142.3 -7.07 -11.06 22459 0.33

8-
11

ro
t.

bo
nd

s

DE 1.47 -103.57 -148.67 -7.081 -11.635 26274 0.70

Table 7.1.: Comparison of the six meta-heuristics in terms ofhit probability, running time, aver-
age mean and best energy as well as saturation. The results are partitioned for small,
medium and large number of flexible torsional angles. Both number of functions eval-
uations and saturation are averaged for both scoring functions. For the calculation of
the saturation, we included only ligands for which all search methods produced at
least one hit to the global optimum.

7.1. Results meta-heuristics

All in all, we performed 306,000 single docking runs. The results are summarized in Table 7.1,

subdivided for simple (0-4 flexible torsional angles), medium (4-7 torsional angles) and complex

(more than 7 torsional angles) ligands. As expected, the number of function evaluations, required

by all meta-heuristics, rises with increasing complexity of the ligand. Nonetheless, the ratio

between two different algorithms remains more or less constant with GA requiring the lowest

and DE the highest number. It is evident, that GA, MDGA and LGAcannot keep up with the

other methods in terms of hit probability and average mean score, regardless of the ligand’s

complexity. While the ratio between the best and the worst method considering the mean score

remains almost constant for all three levels of complexity,the ratio of the hit probability drops

off sharply from 0.32 to 0.05. The average best score for simple ligands is almost identical for all
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methods while GA, MDGA and LGA have a worse performance as ligands get more complex.

For ligands of simple and medium complexity, PSO has the bestchance to find the global

optimum, but for ligands of high complexity it is surpassed by the MDLGA. DE on the other

hand has always the best saturation and for ligands of mediumand high complexity also the best

average best score. This means, that results close to globaloptimum are ranked higher with a

greater probability than for any other method.

Fig. 7.1 displays the relative performance of all meta-heuristics as a function of the number

of flexible torsional angles. For each set of ligands with a given number of torsional flexible

angles, we summed up the number of hits. Dividing by the number of docking experiments

produced the hit probability for each set. To take the running time into account, we divided the

hit probability by the number of function evaluations. Except for ligands of high complexity,

the results are very similar for all meta-heuristics, whichmeans, the higher hit probability of

some methods in Table 7.1 is simply due to a higher number of function evaluations. At first,

the performance of all search heuristics decreases more or less exponentially with the number of

rotatable bonds. However, for ligands with more than 7 rotatable bonds, the performance drops

drastically. In accordance with the results in Table 7.1, DEseems to be less effective than the

other search strategies for small ligands, but its relativeperformance improves with increasing

ligand flexibility.

7.2. Results scoring functions

As mentioned above, a scoring function should allow the reconstruction of the native binding

pose and the calculation of the binding free energy. Recent publications42–45 proposed the ap-

plication of a fast, simple scoring function for the reconstruction of the binding pose, while a

more sophisticated function is used for the calculation of the actual binding free energy. In this

work, we focus on the reconstruction problem using the Astexdiverse set as a test case. The

comparison of the Gehlhaar andAUTODOCK scoring functions is mainly based on the RMSD

between the top scored outputs of the docking experiments and the native binding poses. To test

the selectivity, we calculated the ratior between the scoreh of the best ranked hit to the native

binding pose and the scoremof the best ranked miss:

r =







(h−m)
h if h > m

− (m−h)
m if h < m

. (7.1)
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Figure 7.1.: Comparison of the six meta-heuristics in respect of hit probability normalized by the
mean number of scoring function evaluations: Genetic algorithm +, multi-deme ge-
netic algorithm×, Lamarckian genetic algorithm∗, multi-deme Lamarckian genetic
algorithm�, particle swarm�, and differential evolution◦.
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Figure 7.2.: Comparison of the Gehlhaar scoring function (solid line) and theAUTODOCK scor-
ing function. Values were computed using Eq. 7.1.

If r is positive, the native binding position was scored better,if r is negative, the decoy position

was preferred.

For the Astex set, the Gehlhaar scoring function scored 67 native positions (79%) better than

any decoy positions, while for theAUTODOCK scoring function this was only the case for 62

ligands (73%). Fig. 7.2 illustrates the relative score calculated using Eq. 7.1. The smaller number

of ligands for theAUTODOCK scoring function is caused by only including ligands, for which the

native binding pose was hit at least once. However, it must benoted that all results were ordered

for each scoring function individually. This means, that the same ligand is not necessarily found

at the same position in the two curves. Obviously, the Gehlhaar scoring function produced better

results by a considerable margin. For one ligand, theAUTODOCK score of the native binding

pose was 30% worse than a decoy position.

Furthermore, to analyze the complexity of the search space generated by both scoring func-

tions, we tested how often the search methods were able to findthe global minimum, i.e. pro-

ducing results with an RMSD of at most 2̊A to the target position. Again, the Gehlhaar scoring

function proved to be superior also in this respect: on average, it produced 20% more hits. For

24 ligands, however, theAUTODOCK scoring function had the edge.

Finally, we analyzed the correlation between the Gehlhaar and AUTODOCK scoring functions.

For this purpose, we collected the best scored hits to the native binding pose for all ligands for

each scoring function. To account for the different values of the scoring functions, we normalized
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Figure 7.3.: Correlation of normalized Gehlaar andAUTODOCK scores.

the scores of each compoundx to a range between one and zero for both scoring functions as

follows:52

S′(x) =
S(x)−Smin

Smax−Smax
(7.2)

whereSmax is the maximum andSmin the minimum value, respectively, of allS(x) computed with

the scoring function for which the values are to be normalized.

The correlation between both functions is displayed in Fig.7.3. In the ideal case, all results

would be situated on the line of identity, which is apparently not the case, but for most ligands,

there seems to be a good correlation with just a few outliers.

7.3. Discussion

Fig. 7.1 indicates that all meta-heuristics perform similar until ligands and hence the search space

get very complex. There is always a trade-off when methods perform better in one respect than

others. For example, the most simple GA requires the smallest number of function evaluations,

but has also the lowest chance of a hit. When a ligand is highly flexible with many rotatable

bonds, the chance of a hit approximates 0 while other, slowerconverging methods still succeed.

To increase the diversity, we employed the Lamarckian GA, the multi-deme GA, and a com-

bination of these two. The number of hits increased when premature convergence of the GA

method was inhibited either by using multiple populations (MDGA) or by employing a local
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7.3. Discussion

search (LGA). Combining both LGA and MDGA in the MDLGA led to aneven higher increase

in the number of hits and consequently to a higher probability to find the global optimum. Thus,

the performance of the GA can be enhanced considerably by slight modifications to the original

search method. Other methods to increase the diversity in GAs, e.g. the usage of two different

genders53 or employing a diploid GA where each individual possesses two chromosomes,54 were

not tested in this study.

PSO always performs well when it comes to find near-optimal structures but fails to explore

deep valleys in the energy hyper-surface. Therefore, PSO does not produce reliable scores, mak-

ing it hard to compare the results in terms of their score. Here, an additional local optimization

might help to distinguish between true hits and decoy structures. For example, using a time-

decreasing inertia weight in PSO allows for global exploration of the landscape in early stages,

while the algorithm will primarily perform a local search later on. Both a time-decreasing inertia

weight and a local search were implemented for docking with PSO in AUTODOCK and showed

quite promising results.11,12 However, employing local search to enhance the performancemay

require a longer execution time,12 which is well in agreement with our results.

The more recently developed differential evolution alwayshad a slightly lower chance to find

the global optimum, compared to MDLGA and PSO. Although DE requires more function evalu-

ations, the high values for saturation and average best energy indicate, that in marked difference

to PSO, it dedicates more effort to explore a valley in the energy hyper-surface to the lowest

point.

All in all, for simple and complex ligands, we would considerthe Lamarckian GA with mul-

tiple populations to be the best trade-off out of the six tested candidates. It is especially striking

that neither the Lamarckian nor the multi-deme modificationalone led to significant changes in

the algorithm’s performance. Nonetheless, the combination of both seems to produce an algo-

rithm, that has a high chance to find the global optimum with reliable scores without demanding

an extensive number of function evaluations.

Both scoring functions rank the native (or near-native) conformation better than other positions

in most cases and are in the range of good quality docking protocols of 70–80%.25 However, our

results strongly indicate that the additional effort, theAUTODOCK scoring function is employing

for calculating the score, is not justified. The Gehlhaar scoring function does not only provide

a less frustrated energy surface that facilitates the detection of the global optimum,55,56 it also

scores more native binding poses correctly. This may be due to the fact, that theAUTODOCK

scoring function is trained to calculate the binding free energy, disregarding its central task in the

reconstruction problem: separating native binding poses from decoy positions.
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7.4. Conclusion

For the reconstruction problem, the simple Gehlhaar scoring functions seems to be better suited

than theAUTODOCK scoring function. Of course, the Gehlhaar scoring functionis not able to

rank a native binding pose better than a decoy position in allcases, neither does it allow to

estimate the binding free energy. Nonetheless, we suggest to use a simple scoring function, like

Gehlhaar, for the reconstruction problem with a search method that does not only deliver the best

ranked position but a clustered set of possible binding poses that are afterwards processed by

a dedicated energy function.47,57 These energy functions should be able to detect and quantify

small differences between complexes that may change the binding free energy between ligand

and receptor dramatically.58 Such re-scoring functions should also allow for comparing the

results for two different ligands to the same protein in terms of affinity.

The refinement of existing population-based search methodsand the development of new al-

gorithms has increased the chances of success in docking studies substantially. Although all

meta-heuristics employed in this study may be further refined or adopted to the docking problem

itself, it seems unlikely that such remedies will lead to marked changes in relative performance.

Nevertheless, it is certainly necessary to improve the absolute performance of search algorithms

for two reasons: firstly, all search heuristics showed a dropin performance with an increasing

number of rotatable bonds. Thus, highly flexible ligands arenot easily amenable to docking.

Secondly, the docking and sampling performance in non-native docking is reduced considerably

in comparison to native-docking.59

Out of the tested meta-heuristics, we cannot make a definitive recommendation. We think, that

instead of testing a bulk of different heuristics, it is moreworthwhile to choose one and adapt

the parameters properly. There seems to exist a performanceceiling, caused by the limited infor-

mation provided by the scoring functions: regardless of thedimensionality of the optimization

problem, the analyzed scoring functions return a one-dimensional score.
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8. Orientational Gradient

A number of meta-heuristics used for ligand receptor docking, like the Lamarckian Genetic

Algorithm,60 try to improve their results by performing local optimization. These methods can

be classified into two distinct categories: approaches thatneed only function values and methods

utilizing the function’s derivatives. The first class can besubdivided into deterministic algorithms

(e.g., Powell algorithm,3 Simplex algorithm61), and stochastic methods like the algorithm of

Solis and Wets.13 The approaches of the second class benefit from employing derivatives of the

objective function22 and are expected to find better results faster, e.g. “deeper minima” requiring

shorter time. Therefore, these approaches are preferable whenever useful derivative information

is available.

Nonetheless, the methods of the first class, especially the approach of Solis & Wets,13 are

widely used in docking applications. There are two main reasons for using these methods:

1. In practice, many scoring functions, especially non force field based functions, are contin-

uous but not differentiable. For these functions, non-gradient based techniques of the first

class seem favorable.

2. Stochastic methods like the Solis & Wets approach13 are easily adapted to specific opti-

mization tasks.

On the other hand, the gradient based methods of the second class are restricted to differentiable

objective functions. Furthermore, they are sensitive to singularities, like a loss of degree of

freedom (DOF), or to non-minimal parametrizations, which is a major issue when it comes to

calculating an orientational gradient. In the following chapter, we describe a way to map the

space derivatives of the smoothed Gehlhhar scoring function to the parameters of our compact

representation that, while not able to eliminate a loss of degree of freedom, is at least able to

avoid it.
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8.1. Gradient computation

The application of a gradient based optimizer requires the derivatives of the underlying energy

or scoring functionE with respect to the parameter vectorx. The Gehlhaar function46 consists

of a pairwise termEpair and a torsional termEtor. Hence, the gradientg is given by

g :=
∂E
∂x

=
∂ (Epair +Etor)

∂x
.

The gradient ofEtor can be easily computed and affects only torsional parameters φ1, . . . ,φn

∂Etor

∂φ
=

A· (1+cos(n·φ −φ0))

∂φ
= −n·A·sin(n·φ −φ0).

To calculate the derivatives for the pairwise interactions∂Epair, we first compute the gradientgi

for each atomi. This is the sum of all derivatives of pairwise interactionsthat an atom participates

in with vi being the position vector of atomi andv j being the position vector of the interacting

atom j

gi = ∑
j 6=i

f ′(di j )
vi −v j

‖vi −v j‖
.

Mapping the gradientgi of an atomi with positionvi to an arbitrary parameterr requires the

derivative ofvi with respect tor. ∂vi represents the tangential movement of atomi whenr varies

by an infinitesimal amount and can now be used to calculate thederivative ofEpair with respect

to r
∂Epair

∂ r
= ∑

i

(

∂vi

∂ r

)T

gi . (8.1)

In the following section, we will use Eq. 8.1 to calculate thederivatives ofE with respect to

specific parameters.

8.1.1. Translational gradient

Calculating∂vi with respect to a translational parametert is straightforward because any change

in t translatesvi linearly. Thus, for any translational parametert, Eq. 8.1 can be reduced to

∂Epair

∂ tx
= (1,0,0) ·∑

i
gi,
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8.1. Gradient computation

(a) (b)

Figure 8.1.: Mapping of non-bonded gradient to torsional (a) and orientational parameter (b).

∂Epair

∂ ty
= (0,1,0) ·∑

i
gi,

∂Epair

∂ tz
= (0,0,1) ·∑

i
gi.

8.1.2. Torsional gradient

The rapid computation of the torsional gradient has been thesubject of numerous scientific stud-

ies.62 If atomsi and j are connected by a flexible bond and atomi is moved by rotating this bond

(Fig. 8.1(a)), the derivative ofvi with respect to a torsional parameterφ can be calculated by

∂vi

∂φ
= (vk−v j)× (vi −v j). (8.2)

Inserting (8.2) in (8.1) yields

∂Epair

∂φ
= ∑

i
((vk−v j)× (vi −v j))

Tgi .

8.1.3. Orientational gradient

The most challenging part is the computation of the orientational gradient, because, up to now,

there is no minimal representation that does not inherit some kind of singularity, e.g. loss of

DOFs. Representing the orientation (three DOF) by an unit quaternion does not include such a

singularity, but the independent optimization of its four values is awkward.63 This is caused by
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the unit quaternions representing only a subset of the entire four-dimensional quaternion space.

To alleviate this problem, we use exponential mapping64 to map a pointp = (p1, p2, p3) from

parameter spaceR3 to q in the unit quaternion spaceS3:

q =







(0,0,0,1) if p = (0,0,0)

(sin(0.5‖p‖) p
‖p‖ , cos(0.5‖p‖)) otherwise

.

This enables us to compute the derivative of the corresponding rotation matrixT j = ∂R
∂ p j

for each

of the three orientation parametersp j
64 that can now be used to calculate the gradient∂Epair

∂ p j
.

For each evaluation of the objective function, the orientational parameterp is mapped to an unit

quaternionq. q is then converted to a rotation matrixR that defines the molecular orientation.

Let v′i be the position of an arbitrary atomi andvi the position of the atom after the rotation by

R (Fig. 8.1(b)). Then,
∂vi

∂ p j
= T jv′i.

Again inserting in Eq. 8.1 yields

∂Epair

∂ p j
= ∑

i
(T jv′i)

Tgi , j = 1,2,3.

As mentioned before, no method for a minimal parametrization of the orientation is free of

singularities. This also holds for exponential mapping, where singularities arise if the length

of the orientational parameter vectorp approaches 2π. All parameter vectorsp with ‖p‖ =

n ·2π,n∈ Z>0 are mapped to the quaternionq = (0,0,0,−1). For these parameter vectors, all

gradients∂vi
∂ p j

point into the same direction, reducing the number of DOFs toone. Fortunately,

all possible orientations can be denoted by parameters within a shell ofπ around the origin in

R
3. Thus, we only need to take care that the optimization algorithm stays within this shell.

8.2. Results

To compare our approach to the method of Solis & Wets, we used both methods to optimize

the randomly chosen positions and conformations of the prepared ligands (start conformations).

Table 8.1 shows the average Gehlhaar-score of 500 minimizations together with the average num-

ber of evaluations required to reach a function value at most1.0 worse than the final score. The

number of rotatable bonds corresponds roughly to the complexity of the optimization problem
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8.2. Results

our method Solis & Wets
PDB ID Ref. flexible bonds/ initial score number of score number of

heavy atoms score evaluations evaluations
1FDS 65 0/20 232.5 −50.4 9.8 −12.4 39.4
1FMO 66 2/19 295.7 −56.6 21.9 0.5 46.6
2MCP 67 3/11 199.2 −30.8 16.8 −11.8 29.1
1DWD 68 8/37 714.1 −68.9 34.1 88.5 48.4
1HPV 69 9/35 627.3 −75.1 36.0 107.6 69.9
2R04 70 10/25 770.7 −19.8 62.5 230.7 51.4
1HTF 71 12/41 693.3 −65.9 38.9 117.4 58.2

Table 8.1.: Comparison of our method to Solis & Wets in terms ofaverage initial and final score
and average number of function evaluations.

while the average energy before optimization indicates that generally the ligand has multiple van

der Waals clashes at the random initial position. The results show that, on average, the score

of our method is well below 0 for all ligands. This means that it generally resolves all van der

Waals clashes and moves the molecule in a way that it is able toform multiple interactions. Even

for more complex ligands, representing more difficult optimization problems, the average score

does not deteriorate and seems to be roughly corresponding to the number of heavy atoms. As

expected, more complex ligands require more function evaluations to reach the local minimum.

In contrast to that, the method of Solis & Wets is able to resolve van der Waals clashes only for

simple ligands with both average score and average number offunction evaluations being con-

siderably worse compared to our method. As ligands get more complex, the approach of Solis &

Wets fails to resolve van der Waals clashes and the scores decline considerably.

There seems to be one outlier, 2R04, for which the results are worse then expected. This is

caused by the particular morphology of the binding pocket, which forms a longish tube inside

the receptor and is located near the receptor surface. Thus,the likewise elongated ligand can

be trapped with one part being situated in the binding pocketand the other outside the receptor

while the center is penetrating the protein producing multiple van der Waals clashes (Fig. 8.2).

Fig. 8.3 illustrates the performance difference of both methods and the non-deterministic char-

acter of the approach of Solis & Wets for 1DWD. In this case, allminimizations started from the

same initial position. Our method always converged to a score of -108.49 (solid line) while the

best result out of 100 Solis & Wets minimizations was -69.50 (dashed line). On average, the ap-

proach of Solis & Wets reached a value of 76.74 (the dotted line shows a typical minimization).

The method of Solis & Wets required 149 function evaluationsto produce its best results, a value

that was reached by our method with only 17 function evaluations.
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8. Orientational Gradient

Figure 8.2.: Example for a high energy local minimum. The larger part of the docked ligand
2R04 is situated in the binding pocket on the left while the smaller part penetrates
the surface.
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Figure 8.3.: Comparison of one deterministic minimization of our method (solid line) to two
different minimizations of Solis & Wets from the same initial position (PDB ID
1DWD). The dashed line is the best result of the approach of Solis & Wets out of
100 minimizations.
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8.3. Conclusion

8.3. Conclusion

Our results suggest that the effort to make a scoring function differentiable is worthwhile. When

it comes to minimization of molecules that are represented by translation, orientation and tor-

sional angles, the approach of Solis & Wets13 has become a quasi standard procedure. We think

that every global optimization method like e.g. the Lamarckian Genetic Algorithm72 that uti-

lizes the algorithm of Solis & Wets for local optimization will benefit when our method is used

instead.
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9. Gradient Based Minimization in a

Lamarckian Genetic Algorithm

All meta-heuristics analyzed to this point implicitly gained gradient information of the under-

lying scoring function by evaluating the objective function on stochastically chosen points in

the parameter space. The last chapter emphasized the impressive performance of gradient based

minimization in ligand-receptor docking. Encouraged by these results, we created a new multi-

deme Lamarckian genetic algorithm by replacing the local search procedure of Solis & Wets by

our gradient based method (MDLGAGR). In this chapter, we wantto analyze, if the improve-

ment in the local search procedure by introducing explicit gradient information, is reflected in the

performance of the utilizing global search heuristic. Therefore, we compared the new gradient

based Lamarckian genetic algorithm to the standard one withSolis & Wets local search as well

as to differential evolution and particle swarm optimization, that do not use any kind of local

optimization (Fig. 9.1). For the actual comparison, we usedthe same approach like in Chapter 7,

which permitted us to make use of the available Gehlhaar datafrom the non-gradient heuristics.

To evaluate the influence of local search and population sizeon the performance of the MDLGA,

we tested four different versions of the multi-deme Lamarckian genetic algorithms with gradient

based optimization: sPopOne and bPopOne optimize one individual per iteration and population

while sPopAll and bPopAll optimize all individuals. Furthermore, sPopOne and sPopAll have a

smaller population size (10 individuals), while bPopOne and bPopAll have a larger population

size (20 individuals). Each of the four algorithms possesses five interconnected populations and

for a single local optimization, the gradient based optimization method is confined to at most 30

Metaheuristic Type of Gradient information
abbreviation local search

GA, MDGA, PSO, DE — implicit
LGA, MDLGA stochastic implicit

MDLGAGR gradient based implicit + explicit

Table 9.1.: Overview of all tested search heuristics.
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evaluations of the objective function.

9.1. Results

We summarized the results for the gradient based search heuristics together with the Gehlhaar

results for the non-gradient heuristics from chapter 7 in Table 9.2, subdivided for ligands of low

(0-3 flexible torsional angles), medium (4-7 flexible torsional angles) and high (more than 7 tor-

sional angles) complexity. Regardless of the ligand complexity, the gradient based methods have

a higher chance to find the global optimum. This difference iseven more pronounced for ligands

of high complexity. Additionally, the gradient based heuristics also require fewer function eval-

uations, albeit this difference decreases as ligands get more complex. The highly similar average

best scores for ligands of low complexity indicate, that allmethods were able to find the global

optimum at least once during the 300 docking experiments. More or less, this finding seems to

hold for ligands of medium complexity, with the exception ofPSO, which, in agreement with

our previous results, falls back in this regard. For ligandsof high complexity, the gradient based

methods, with the exception of bPopOne (indicated by a smaller average best score), deliver

consistent results while the performance of the non-gradient search methods deteriorate severely.

The declining performance of non-gradient methods compared to their gradient based competi-

tors is also supported by the ratio of the average mean score that drops from 91.7% for simple

ligands to 81.8% for complex ligands. Saturation results alone, however, do not allow an unam-

biguous judgment as the best non-gradient method, DE, staysin a touching distance to the best

gradient based approach.

With regard to a comparison within the gradient based methods, those optimizing all individ-

uals have a higher chance to find the global optimum but also require more function evaluations.

For the methods, that do optimize just one individual per population and iteration, the one fea-

turing a smaller population seems to produce slightly better results, but this finding is reversed

for methods that optimize all individuals.

Fig. 9.1 displays the chance to find the global optimum, normalized by the number of function

evaluations for ligands of increasing complexity. Besides the four gradient based methods, we

included the best and the worst values from our previous study. Obviously, the gradient based

methods are always well above their competitors, and again,the difference gets more marked as

the complexity of the ligands increases. Additionally, gradient based heuristics, that optimize all

individuals, fare slightly better than those that optimizejust one individual per population and

iteration. In general, however, the impact of different optimization parameters, at least in this
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9.1. Results

name ∅ hits ∅ mean ∅ best ∅ function ∅ saturation
(%) score score eval.

MDLGA 46.62 -89.11 -99.83 14360 0.89
PSO 52.58 -88.98 -99.56 10955 0.88
DE 38.55 -85.80 -99.81 12692 0.93

sPopOne 60.04 -92.64 -99.65 5657 0.93
bPopOne 63.89 -92.71 -99.73 6178 0.89

0-
3

ro
t.

bo
nd

s

sPopAll 78.68 -96.59 -99.63 6720 0.94
bPopAll 84.77 -97.02 -99.58 7369 0.94
MDLGA 15.44 -98.36 -122.33 20275 0.55

PSO 18.67 -95.68 -118.89 16473 0.54
DE 10.24 -96.45 -123.05 19355 0.73

sPopOne 26.71 -105.17-123.59 9620 0.70
bPopOne 25.06 -101.88 -123.06 10105 0.63

4-
7

ro
t.

bo
nd

s

sPopAll 39.65 -110.19 -123.51 11698 0.72
bPopAll 47.15 -109.49 -123.29 12497 0.71
MDLGA 3.83 -106.85 -147.72 26048 0.42

PSO 2.75 -100.15 -142.30 21260 0.46
DE 1.04 -103.57 -148.67 24837 0.49

sPopOne 8.16 -123.81-156.40 13533 0.44
bPopOne 5.12 -112.92 -153.58 13498 0.43

8-
11

ro
t.

bo
nd

s

sPopAll 13.54 -130.07 -156.05 15728 0.43
bPopAll 21.62 -130.57 -156.40 18354 0.52

Table 9.2.: Comparison four LGAs with gradient based local search and three population based
meta-heuristics in terms of hit probability, running time,average mean and best en-
ergy as well as saturation. The results are partitioned for small, medium and large
number of flexible torsional angles.
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respect, is rather subtle.

9.2. Discussion

Our results clearly indicate, that population based searchheuristics benefit strongly from incor-

porating a gradient based search method. Regardless of the complexity of the ligand, the gradient

based methods deliver better results with fewer iterations. For ligands of high complexity, the

performance of non-gradient procedures breaks down almostcompletely while gradient based

methods are still feasible. One simple stochastic calculation reveals the dramatic improvement:

if we want to archive a 99% chance to find the global optimum fora ligand of high complexity,

we have to perform 118 docking experiments with MDLGA but only 19 with bPopAll. If we

take into account, that bPopAll also requires fewer function evaluations, we gained an almost

tenfold speedup.

We also tried to answer the question how many individuals should be locally optimized. Both

heuristics that improved all individuals performed slightly better than those who improved just

one individual per population and iteration. This finding issupported by the fact, that the heuristic

that improved all individuals and featured a larger population performed better than the one with

a smaller population, especially for ligands of high complexity. We contribute this behavior to

a slowed convergence. In contrast, this result was reversedfor both methods that just improved

one individual. For these methods, the one with the smaller population dedicates a larger deal

of its function evaluations to the gradient based local search procedure. All things considered,

we conclude, that the gradient based local optimization method profits more efficiently from

information provided by function evaluations, compared tonon-gradient search heuristics.

9.3. Conclusion

By replacing the local search method of Solis& Wets by a gradient based minimizer evolved a

search method that is superior to its non-gradient relativeas well as to all population based meta-

heuristics we have tested. Furthermore, our results suggest, that as many as possible function

evaluations should be performed by the gradient based optimization method, while the actual

heuristic is only responsible to deliver new starting positions for local optimizations. Although

we cannot make a general statement concerning the impact of gradient based minimization in a

heuristic global optimization of a real valued objective function, at least the energy function in

ligand-receptor docking seems to be highly suitable for such an algorithm.
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Figure 9.1.: Comparison four LGAs with gradient based local search in respect of hit probability
normalized by the mean number of scoring function evaluations: sPopOne∗, bPo-
pOne�, sPopAll�, and bPopOne◦. We also included the best (+) and the worst
(×) results of the gradient-free, population based meta-heuristics.
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Some methods, e.g. a Poisson-Boltzmann solver, allow for a more accurate approximation of

the binding free energy. Since those computations are very time consuming, a utilization in a

scoring function for ligand receptor docking is not feasible. Hence, standard docking procedures

are used to obtain binding poses for re-scoring. Especiallyfor ligands with few flexible torsional

angles, modern docking programs tend to find the same bindingpose in every single docking

run. Evolutionary algorithms allow to produce results of higher diversity by choosing a smaller

population size and, hence, achieve a faster convergence rate , which in turn increases the chance

to get stuck in a local minimum. However, it is desirable to get the best binding poses of a ligand

in descending order. Thus, we propose a method to enforce thedocking program to produce more

diverse results by incorporating a score derived from RMSD ofthe ligand’s current positions to

all final binding poses already found.

10.1. Methodology

There are multiple possibilities to derive a function for a given RMSD ofr to a reference binding

pose. Since we use the Gehlhaar scoring function for docking, which does not produce high

values for clashed of atoms, we chose the following formula:

f (r) =







20−10· r if r < 2

0 otherwise
.

Hence, if a ligand superimposes a position already visited,the score is at most 20 (corresponding

to a single van der Waals clash in the Gehlhaar scoring function) and decreases linearly with

increasing RMSD. Since we want to include this score in the gradient based optimization pro-

cess, we require the space derivatives of the individual atomic contributions. The length of the
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10. RMSD Score

resulting vectorvi for an atomi with a distancedi to its reference atom is given by

|vi| = −
10·di

r ·n

while the direction points from the reference atom to atomi.

In doing so, we alter the original scoring function in a way that we fill up sinks in the energy

hyper-surface. As a result, those regions are less likely tobe visited again by the search method,

though not completely impossible.

Depending on the number of individual docking experiments,the number of binding poses that

have to be considered for the computation of the RMSD score canlead to a substantial increase

of the running time. Hence, it is desirable to only include those binding poses that may lead

to a change in the RMSD score. Therefore, we use a hash-grid, provided by BALL, to store

the respective binding poses. A hash-grid is a three-dimensional data structure, that allows to

store and access objects in containers, indexed by their position in space. The space, covered

by the hash-grid, is partitioned in cuboids of equal dimension and each one is associated with a

container that stores all of its objects.

We define the edge length of a cuboid to be the break-off distance of our RMSD-scoring

function. Then, we store each binding pose in the container,defined by the geometric center of

the ligand. The distance of the geometric centers of two binding poses defines a lower bound for

the RMSD.

If we have two different positions of the same molecule, defined by the atom’s positionsX =

(x1,x2, ...,xn) andY = (y1,y2, ...,yn), then the RMSD is given by

RMSD=

√

1
n

n

∑
i=1

(xi −yi)2,

while the geometric centersx andy are given by

x =
1
n

n

∑
i=1

xi

and

y =
1
n

n

∑
i=1

yi.
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10.1. Methodology

If we takey = 0 without loss of generality, then the RMSD is given by

RMSD =

√

1
n

n

∑
i=1

[(xi −x)−yi +x]2

=

√

1
n

n

∑
i=1

[(xi −x−yi)+x]2

Substitutingxi −x by

x̃i = xi −x

yields

RMSD =

√

1
n

n

∑
i=1

[(x̃i −yi)+x]2

=

√

1
n

n

∑
i=1

[

(x̃i −yi)2 +x2 +2x(x̃i −yi)
]

=

√

√

√

√

1
n

n

∑
i=1

(x̃i −yi)2 +x2 +2x

(

1
n

n

∑
i=1

x̃i

)

−2x

(

1
n

n

∑
i=1

yi

)

Since
1
n

n

∑
i=1

(x̃i −yi)
2

is surely non-negative,
1
n

n

∑
i=1

yi

is defined to be nil, and ˜xi are the transposed atomic positions ofX, such that its geometric center

coincides with the origin, and thus
1
n

n

∑
i=1

x̃i = 0,

we can give a lower bound for the RMSD by

RMSD≥ |x|.

(Proof by Dr. A. Hildebrandt)

Thus, the computation of the RMSD score can be limited to all binding poses that belong to
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the cuboid defined by the ligands geometric center and all its26 neighbors, which leads to a

significant reduction in running time. Fig. 10.1 displays the results with and without the RMSD

score.

10.2. Application

One ligand that is notorious for being difficult to dock16 is methylparaben. Although being

relatively small with few degrees of freedom, neither GOLD nor the standard BALLDock is

capable to find the native binding pose. One possible reason is that the binding pocket is very

shallow. However, we observed, that any ligand position closer than 2Å has a Gehlhaar score of

at best -37, while the best scored result (RMSD> 8 Å) has a score of -46.

Table 10.1 lists the results of one docking experiment (25 individual docking runs) with and

without RMSD score. BALLDock without RMSD score delivers consistent results that cluster

around -43 and -46 with one single outlier at -37 (Fig. 10.2).Obviously, it is highly unlikely

for BALLDock to find the native bind pose with its score of -37.In contrast, the results of

BALLDock with RMSD score slowly decrease and are much more diverse (Fig. 10.3).

Then, we performed ten docking experimentsà 25 docking runs. Without RMSD score, the

best result had a RMSD of 4.5̊A to the native binding pose, while the average best and average

mean RMSD were 6.1̊A and 8.0Å, respectively. In contrast, with RMSD score, BALLDock was

able to hit the native binding pose in every single docking experiment with an overall best result

of 1.0Å, average best RMSD of 1.1̊A, and average mean RMSD of 5.7Å. Fig. 10.4 displays the

binding poses with the smallest RMSD to the native binding pose for each docking experiment.

10.3. Conclusion

Our approach to add a score, derived from the RMSD to already found positions, to the approx-

imated binding free energy leads to a significantly increased diversity of results for ligands with

no or few flexible torsional angles. Our results show, that BALLDock employing RMSD score

is able to reconstruct the native binding pose in cases whereother docking programs fail.
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(a)

(b)

Figure 10.1.: (a) Results of ten docking runs of 1U4D without RMSD score. Nine of them have
scores in the range of -73.2 to -73.4 and are almost identically positioned. The only
outlier has a score of -70.3. (b) In contrast, the results using RMSD score are much
more diverse and range from -62.2 to -73.4.
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Gehlhaar score
with RMSD without RMSD

-43.21 -43.50
-42.72 -43.56
-40.17 -43.89
-46.78 -42.73
-40.82 -43.74
-37.72 -43.49
-37.49 -46.70
-37.33 -37.49
-36.74 -43.69
-37.15 -43.71
-36.13 -43.38
-36.11 -43.59
-39.42 -46.72
-36.12 -46.76
-36.12 -46.72
-36.02 -43.53
-35.54 -46.74
-35.21 -46.75
-36.71 -46.76
-35.02 -43.73
-35.31 -43.43
-34.91 -43.66
-34.92 -43.50
-34.78 -43.74
-35.20 -46.81

Table 10.1.: Gehlhaar scores of 25 docking runs with and without RMSD score (3MTH).
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10.3. Conclusion

Figure 10.2.: Results of a docking run without RMSD score and the native binding pose (yellow).

Figure 10.3.: Results of a docking run with RMSD score and the native binding pose (yellow).
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Figure 10.4.: Results with the lowest RMSD to the native binding pose (yellow) using BALL-
Dock with (red) and without (green) RMSD score.
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11. Problem optimizer interface

The increasing number of available optimization methods (genetic algorithm, differential evo-

lution, particle swarm, Solis & Wets) and optimization tasks (ligand-receptor docking, protein-

protein docking, structure optimization, loop prediction, etc.) demands for a common interface

in BALL. Therefore, we defined an ensemble of classes, that facilitate the application of different

optimization methods to an arbitrary optimization problem.

11.1. Parameter class

Every kind of optimization problem must possess a set of parameters, that represent the search

space. To allow for all kinds of parameters, the generic parameter class features only a minimum

set of member variables and methods, i.e. a string to define the parameter’s name and a static

random number generator to allow for a parameter randomization.

Up to now, we implemented a real valued parameter of arbitrary dimensionality and a unit

quaternion parameter. Further possibilities are bit-strings or more advanced structures like for

example graphs.

RealParameter The classRealParameter implements a set of independent, real valued pa-

rameter values. Thus, it is derived fromvector<float> andGenericParameter (Fig.

Un i tqua te rn ionParame te rRea lPa rame te r

Gener i cParamete r Qua te rn ionv e c t o r < f l o a t >

Figure 11.1.: Hierarchy of parameter classes.
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11.1). Additionally, it possess avector<float> of the same dimensionality as the num-

ber of parameters, namedscaling . This vector defines for each parameter the granularity,

which is required by some optimization methods, e.g. simulated annealing. Other methods, e.g.

our genetic algorithm, demand for upper and lower bounds, which are defined in the vectors

upper bound andlower bound , again separately for each parameter. Finally, the behav-

ior of a parameter, when the respective bound is violated, has to be defined. Generally, the

bounding conditions can be restored by setting the value to the lower bound, if the lower bound

has been violated or to the upper bound, in the opposite case.This can be advisable, if the

parameter defines e.g. a translation. However, this strategy involves a severe drawback if the

parameter defines e.g. a flexible torsional angle. In this case, the artificially introduced barrier

at 360◦ or +/−180◦ limits the search of molecular conformations. To deal with this problem,

RealParameter defines avector<bool> that contains a flag for each parameter. If set

true, the parameter should be treated like a ring, e.g. if theparametersx violates the upper bound,

thex should be replaced by

lower bound +mod(x− lower bound ,upper bound − lower bound ),

while the violation of the lower bound should be handled by replacingx by

lower bound +upper bound +mod(x− lower bound ,upper bound − lower bound ).

If the flag is set to false, the respective parameter is set to the value of the violated bound.

UnitquaternionParameter Representing the orientation of a body in Cartesian space by a unit

quaternion is a common technique in molecular modeling. Defining the values of a quaternionq

with a standardRealParameter is ill fated, since the independent optimization of its fourval-

ues surely violates the constraint|q|= 1. Therefore, we implemented a dedicated unit quaternion

parameter, derived fromGenericParameter and the quaternion class of the BALL library23

(Fig. 11.1). The optimization method bears the responsibility to conserve the norm 1 constraint,

thus guaranteeing thatUnitquaternionParameter defines a valid orientation.

SinceUnitquaternionParameter does not require options, e.g. upper and lower bound,

the class interface is much more compact, compared toRealParameter.
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11.2. Problem class

The base classGenericProblem defines an interface for an optimization problem.Generic

Problem possesses the methodconnectTo, that allows to bind a problem class to an opti-

mizer class, using theregisterParametermethod ofOptimizer. Any specific optimiza-

tion task derived fromGenericProblem is expected to meet those requirements: first, it must

provide a set of parameters inparameters , and secondly, it must overload thecalculate

method, that is purely virtual inGenericProblem. The return value of this function enables

a search method to compare the quality of different parameter values.

The canonical way for the application of a local search method is to adopt the problem-

optimizer interface. Thus, the algorithm of Solis & Wets wasimplemented this way, performing

its optimization task upon the parameters ofDockProblem. However, this is not the best

choice in every case. In exponential mapping, the gradientsare of decreasing quality the more

the unit quaternion diverges from the quaternion representing the neutral orientation (0,0,0,1).

Since the global optimization method rapidly cuts down on parameter value diversity, most local

optimizations won’t lead to a radical change of orientation. Therefore, we change the orienta-

tion of the ligand before each single gradient based local optimization to ensure that the initial

orientation corresponds to the quaternion with the best gradients. Since this approach is rather

problem specific,GenericProblem possesses a method calledlocalImprove that allows

to implement a custom-made local search.

Finally,GenericProblem provides a methodfinalize, that it called by an optimization

method after the actual optimization. It can be used to provide the final results, in the case of

docking, the best ligand position is stored in aHIN-file.

11.3. Optimizer class

To enable a problem object to connect itself to an optimizer object,Optimizer provides the

methodregisterParameter. The optimizer has to check, if it is able to optimize the pa-

rameter provided by the problem class. If not, there are two possibilities: first it may just abort

and report an error, or it only works on the other parameters.A practical example is the appli-

cation of the local search method of Solis & Wets that is constrained to real valued parameters.

A genetic algorithm, on the other hand, can also handle integer values. If e.g. loop conforma-

tions are parametrized by integer variables in a genetic algorithm and Solis and Wets is applied

to improve existing individuals, the local search can be focused on orientation, translation, and
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Opt im ize r

Genet icA lgor i thm Di f ferent ia lEvo lu t ion Par t i c leSwarm

Figure 11.2.: Hierarchy of the optimization classes.

torsional flexible angles disregarding changes in loop conformations.

For the actual optimization, initialized by the methodstart, the optimizer applies its strategy

to search the parameter space, guided by the score provided by thecalculate method of the

problem class. After the optimization is finished, the optimizer ought to call thefinalize

method of the problem, to specify the results.

For the comparison of population based meta-heuristics, weimplemented three different evo-

lutionary algorithms, derived from the genericOptimizer class (Fig. 11.2).

11.4. Integration of docking

The classDockProblem, derived fromGenericProblem (Fig. 11.3), implements a model

for ligand-receptor docking. It demands oneUnitquaternionParameter for the orien-

tation of the ligand and oneRealParameter for translation and flexible torsional angles.

Invoking theassignScore method moves the ligand according to the parameters and re-

turns the Gehlhaar score of the complex, which is provided bythe classesGehlhaarFF and

EnergyGrid. The latter uses a precomputed map of the interaction energy, which is calcu-

lated by the classEnergyGridBuilder by placing a probe atom on equidistant nodes of a

regular three-dimensional grid. The room occupied by this grid should contain the space of rea-

sonable ligand positions. Since there is no representationfor internal coordinates in BALL, we

implementedRotateBond, that allows the user to define a rotation around a flexible torsional

angle, andRotateBonds, that contains allRotateBond objects of a molecule and thereby

represents its conformational state.
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Gener icProb lem

DockProb lem

Figure 11.3.: Hierarchy of the problem classes.

11.5. Conclusion

The existing approaches for optimization in BALL are deeplyinterweaved with molecular force

fields, e.g.AmberFF. The problem-optimizer interface is a first attempt to separate optimization

methods from optimization problems, and thereby permitting an interchangeability of different

optimizers and problems. As a proof of concept, we used this framework for the implementation

of three population based optimization algorithms, with some simulated annealing methods being

under development. At this moment,DockProblem, that defines a model for ligand-receptor

docking, is the only representation with another one for protein-protein docking being also under

development. By adding those newly implemented classes to the BALL library, we allowed for

a rapid prototyping of ligand-receptor docking programs.
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By the realization ofDockProblem and different optimization classes within BALL, it is possi-

ble to build a custom-made docking program in reasonable time. However, since many potential

users, e.g. pharmacological researchers, are not familiarwith a complex programming language

like C++, we developed a ready-to-operate docking program, called BALLDock, together with

three auxiliary programs for ligand pre-processing, detection of flexible torsional angles, and

energy grid computation. SinceBALLDock features batch processing, it can be used to dock a

whole library of molecules with just one program call. The only task, BALLDock is not able to

perform on its own is the addition of hydrogen atoms with a correct bond geometry. Hence, the

user is required to add hydrogen atoms to the ligand and receptor.

12.1. ProcessLigand

BALLDock requires all atoms of the ligand to have a unique name.ProcessLigand reads in

a ligandHIN-file or a text file that contains the name of one or multiple ligandHIN-files without

the.hin suffix. In the next step, the uniqueness of all atom names is checked, and if the check

fails, all atoms are renamed after their element name together with the rank of the atom in the

ligand file. Finally, the molecule is stored in a file, with theoriginal suffix.hin being replaced

by -p.hin.

A call to ProcessLigand with a singleHIN-file may look like:

> ./ProcessLigand ligand.hin

ProcessLigand checks the filename of the first argument and if it is not aHIN-file, indicated

by the absence of the suffix.hin, it takes the argument as a file, that contains the name of all

ligands:

> ./ProcessLigand ligands.txt
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12.2. FTAngles

ProcessLigand is followed byFTAngles, that tries to find all flexible torsional angles. Again, it

is possible to process a single or multipleHIN-files. All bonds, that represent a flexible torsional

angle, are stored in a file, named after the original file-nameof the ligand, followed by the suffix

.rbs. Thereby, a bond is defined by the names of its atoms. The usageof FTAngles is

identical to that ofProcessLigand.

It must be noted, however, that the method, used byFTAngles is not entirely trustwor-

thy. While it is generally reliable for easily decidable bonds, like those in ring structures or

double bonds, it may fail for special single bonds, that are not flexible, e.g. bonds involved in

mesomerism.

12.3. GridBuilder

The final step before the actual docking experiment is the pre-computation of the energy grid.

Gridbuilder is started with a configuration file.

> ./GridBuilder gb.cfg

This configuration file contains all information required byGridBuilder:

# name of the receptor

receptor_file_name protein.pdb

# name of the grid

grid_name GRID

# edge length of the cube that contains the energy grid

grid_extension 20.

Thereby,receptor file name defines the name of thePDB-file, that contains the receptor

protein. Ifgrid name is defined, the file that stores the grid data is named aftergrid name,

followed by the suffix.grid, otherwise the grid name is derived from the receptor file name.

The extension of the grid is defined by a cube whose edge lengthis given by “gridextension”. If

the locality of the binding pocket is roughly known and the ligand is rather small, an edge length

of 20 Å is usually sufficient while otherwise an edge length of 30Å or more is advised.
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12.4. BALLDock

After all torsional flexible angles have been determined andthe energy grid has been computed,

BALLDock is started for the actual docking process, again with a configuration file:

> ./BALLDock dock.cfg

Just like forGridBuilder, the configuration file defines the program parameters:

# number of docking experiments for each ligand

runs 100

# Available: differenial evolution (DE), particle swarm (PSO),

genetic algorithm (GA)

algorithm DE

# without suffix (e.g. GRID for GRID.gr)

grid_name GRID

# file that contains all ligands

ligand_file ligands.txt

# possible translation in each dimension

translation_box 10.

# do local optimization, if possible

local_search 1

# best values for convergence_iterations

# if no local search is used:

# between 1000 (few rotatable bonds) and

# 10000 (many rotatable bonds)

# if local search is used:

# between 100 (few rotatable bonds) and

# 1000 (many rotatable bonds)

convergence_iterations 10000
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convergence_value 1.

max_iterations 50000

# parameters for genetic algorithm

ga_population_size 40

ga_mutation 0.00

ga_immune 1

ga_survivors 20

ga_initial_population 20

ga_population_number 4

# parameters for differential evolution

de_population_size 50

de_mutation 0.7

de_randomize_factor 1

de_factor 2.

# parameters for particle swarm

ps_swarm_size 50

ps_cognitive 2.

ps_social 2.

ps_inertia .7

runs defines the number of docking experiments performed by BALLDock for each ligand

while algorithm determines the optimization method. To-date there are three different al-

gorithms available, differential evolution, particle swarm optimization and genetic algorithm

with different versions of simulated annealing being underdevelopment. Parameters for an

individual method are denoted by a prefix (ga, de andps). The receptor is provided by the

pre-computed grid file whose name is given bygrid name while the filenames of all ligands

are contained in the text file indicated byligand file. The flexible torsional angles of a

ligand are defined by the respective file, produced byFTAngles. If this file is empty or ab-

sent,BALLDock performs a rigid docking, which is valuable, e.g. for docking multiple pre-

computed conformations of one molecule. Finally, the translation of the ligand is defined by

a cube whose edge length is defined bytranslation box. All optimization methods fea-

ture the same stopping criterion. If, for a number of function evaluations, the best found score
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doesn’t improve by a given threshold value, the algorithm stops. Both parameters are defined

by convergence iterations andconvergence value, respectively. Since the num-

ber of function evaluations performed by the local search procedure is not considered for the

stopping criterion,convergence iterations ought to be reduced, if local search is acti-

vated. Additionally, it is possible to constrain the running time by defining a maximum number

of function evaluations bymax iterations.

BALLDock starts with loading the grid data and informs the user about the progress. Subse-

quently, each ligand is loaded and the defined number of docking runs is performed. Again, the

progress is displayed and, after the final ligand was processed, BALLDock builds a table with

the best and average scores.

-------------------------------------------

| ligand | best score | average score |

-------------------------------------------

| 1opk | -139.5 | -137.9 |

| 1oq5 | -94.0 | - 89.5 |

| 1owe | -118.2 | -115.5 |

| 1oyt | -139.8 | -130.8 |

| 1p2y | -63.4 | -62.6 |

| 1p62 | -89.1 | -88.5 |

| 1pmn | -126.1 | -123.2 |

| 1q1g | -121.3 | -120.5 |

| 1q41 | -84.3 | -87.1 |

| 1r1h | -154.1 | -125.8 |

| 1r55 | -120.2 | -106.8 |

| 1r58 | -120.5 | -105.5 |

| 1r9o | -81.9 | -79.7 |

| 1s19 | -133.7 | -126.4 |

| 1s3v | -135.3 | -111.9 |

| 1sg0 | -120.0 | -118.1 |

| 1sj0 | -141.6 | -138.0 |

| 1sq5 | -76.8 | -67.3 |

| 1sqn | -93.2 | -92.8 |

-------------------------------------------
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A small gap between best and average score indicates, that the search method was able to cope

with the complexity of the search space. Results for ligands with a larger gap should be examined

more carefully, for it is possible, that e.g. a larger population size and thus a delayed convergence

might entail higher consistency.

For each ligand, BALLDock stores the best found ligand position of a single docking experi-

ment in a numberedHIN-file and writes a log-file with all scores.

----------------------------

| 1t40-1.hin | -152.3 |

| 1t40-2.hin | -136.5 |

| 1t40-3.hin | -133.5 |

| 1t40-4.hin | -125.4 |

| 1t40-5.hin | -113.1 |

| 1t40-6.hin | -137.9 |

| 1t40-7.hin | -126.4 |

| 1t40-8.hin | -110.4 |

| 1t40-9.hin | -131.4 |

| 1t40-10.hin | -154.3 |

| 1t40-11.hin | -132.1 |

| 1t40-12.hin | -107.7 |

| 1t40-13.hin | -141.4 |

| 1t40-14.hin | -158.7 |

| 1t40-15.hin | -160.7 |

| 1t40-16.hin | -113.2 |

| 1t40-17.hin | -135.0 |

| 1t40-18.hin | -128.3 |

| 1t40-19.hin | -130.2 |

| 1t40-20.hin | -106.0 |

----------------------------

12.5. Conclusion

Despite the absence of a graphical user interface, BALLDockis an easy-to-use tool to reconstruct

the binding mode of a ligand. By utilizing the Gehlhaar scoring functions, BALLDock saves the

user from difficult optimization of hydrogen atoms and time consuming calculations of appropri-
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ate point charges. The high chance to find the global optimum of the scoring functions together

with the low number of function evaluations leads to a significant reduced running time. By

using batch processing, testing of a whole library of chemical compounds can be accomplished

with just a few working steps. On the down side must be noted, that BALLDock lacks a rotamer

library to allow for different ligand conformations of e.g.ring structures as well as a reliable

determination of flexible torsional angles. Finally, a further reduction of the running time can be

accomplished by an optimization of critical code sections,e.g. cache optimization or utilization

of SSE.
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13. Prospected features

Not all projected features are completed at this point. Perhaps the most prominent challenge in

ligand-receptor docking today is the inclusion of conformational alterations in the receptor. To

deal with this problem, we are involved in the implementation of two different approaches. First,

we try to describe the movement of the receptor with just one variable by extrapolating residue

positions from two extreme positions, as displayed in Fig. 13.1. This is possible, if the backbone

performs a limited and isolated movement relative to a rigiddomain of the receptor, which is the

case, e.g. in human serum albumin. This approach can be extended, by just moving the backbone

atoms while the side-chain can be treated as flexible like theligand.

Furthermore, we use the method of Go and Scheraga73 to allow for loop movements. Often,

e.g. in 17-beta-HSD1, residues belonging to beta-sheets oralpha-helices are relatively rigid,

while loop regions of the backbone are highly movable. The mathematical difficulty lies in the

fact, that both ends of the flexible loops have to be stationary. If we treat one end to be fixed,

the change of a torsional flexible angle illicitly moves the second end. However, it is possible to

calculate values for dependent torsional angles to restorethe invariant. Fig.13.2 illustrates four

different backbone conformations that establish a closed backbone conformation.
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Figure 13.1.: Movement of tyrosine 150 in the warfarin binding pocket of human serum albumin.
The three different conformations represent the two extreme and one intermediate
positions.
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Figure 13.2.: Different possibilities to bridge a gap in thebackbone. For two given stationary
points, the algorithm of Go and Scheraga calculates values for a set of dependent
torsional angles.
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14. Conclusion

Despite the existence of many programs for ligand-receptordocking, the problem is considered

to be unsolved. There is still a long way to go to provide pharmacological researchers with

what they wish for: a tool that accurately predicts the binding free energy for an arbitrary lig-

and and receptor. One of the limiting factors to-date is the reconstruction of the native binding

pose. Even if there is no method to calculate the binding freeenergy, a deeper understanding

of the interaction between functional groups of the ligand and receptor is hugely useful for lead

optimization.

In fact, most molecules that fall within Lipinski’s rule of five74 or some other measure for

drug-likeliness can be docked by different kinds of dockingprograms. The predicted binding

mode does not necessarily coincide with the native binding pose, but in most cases, a deviation

can be attributed to a failing scoring function, rather thana failing optimization method.

Improving the speed at which an optimization methods finds the global optimum of a scoring

function is desirable. But does a limited speedup, that is also achievable by the application of

better hardware, justify the high scientific effort evidenced by numerous publications? The an-

swer would most probably be “no” if this was the whole story, but looking closely at the limiting

factors of ligand-receptor docking tells a different truth. On the part of the energy calculation, the

influence of water as a polar solvent to the binding free energy can hardly be estimated without

time consuming molecular-dynamics simulations. Furthermore, when it comes to predicting the

native binding pose, the assumption, that the receptor conformation remains unaffected by the

influence of the ligand is inadmissible in many cases. If the underlying model does not allow for

induced fit alterations of the receptor, we can’t expect any scoring function to have its global op-

timum nearby the native binding pose. This being the case, why not just add receptor flexibility

to our model? The answer is, that currently available searchmethods give up in the face of the

complexity of the resulting search space.

We do not claim, that the method presented in this work solvesthe ligand-receptor docking

problem. Nevertheless, our results suggest, that BALLDockpushes the limits set by the inability

of existing search algorithms to cope with search spaces of higher complexity. In a following
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step, beyond the focus of this work, we want to analyze, if we can reconstruct the native binding

poses of ligand-receptor complexes, that require more or less extensive alterations in the receptor

conformations.
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15. Summary

15.1. Evolutionary algorithms applied to ligand-receptor

docking

In contrast to other publications,11,12,39,40we could not find a substantial advantage in perfor-

mance for a specific global search heuristic. For search spaces of high complexity, all evolu-

tionary algorithms seem to be hampered by a lack of information, given by the one-dimensional

score of the objective function.

15.2. Comparison of a simple to a more complex scoring

function in ligand-receptor docking

We compared the simple Gehlhaar scoring function to theAUTODOCK scoring function solely

on the base of their ability to discriminate native binding poses from decoy positions. In this

regard, theAUTODOCK approach to include complex contributions to the binding free energy,

like entropic and hydrophobic interactions, does not lead to better results. Quite the contrary,

the Gehlhaar function scored the native binding poses better than any decoy position for more

ligands

15.3. Gradient based local search in ligand-receptor docki ng

We presented a novel way to apply gradient based local optimization in ligand-receptor docking.

Thereby, singularities that arise from representing a molecule by translation and orientation,

are avoided by using exponential mapping. A comparison to the gradient-free method of Solis

& Wets proved the general superiority of our approach for local optimization. A Lamarckian

genetic algorithm experienced a boost in performance in terms of running time and ability to
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find the global optimum in search spaces of high complexity when using gradient based local

optimization.

15.4. RMSD score

We developed a method to enforce more diverse results in ligand-receptor docking by employing

a score derived from RMSD of the ligand’s current positions toalready found binding poses.

Thus, BALLDock has a higher chance to reconstruct native binding poses even if they do not

coincide with global minima of the underlying scoring function.

15.5. BALLDock

Our new gradient based approach was incorporated as set of C++classes in the BALL library.

Finally, we implemented BALLDock as an easy-to-use command-line tool for ligand-receptor

docking.
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16. Zusammenfassung

16.1. Evolution äre Algorithmen im Bereich Ligand-Rezeptor

Docking

Unser Vergleich mehrerer evolutionärer Algorithmen lieferte keine Beweise für eine entschei-

dend ḧohere Leistungsfähigkeit einer Methode. Ẅahrend dieses Ergbnis im Gegensatz zu ande-

ren Ver̈offentlichungen11,12,39,40steht, besẗatigten unsere Untersuchungen, dass alle Algorith-

men ab einer bestimmten Komplexität des Suchraums nicht mehr in der Lage sind, das globale

Optimum zu finden. Dieses Verhalten führten wir auf einen mangelnden Informationsgehalt einer

eindimensionalen Zielfunktion in hochdimensionalen Suchrräumen zur̈uck.

16.2. Vergleich einer einfachen mit einer komplexeren

Zielfunktion für Ligand-Rezeptor Docking

Auch beim Vergleich zweier Zielfunktionen für Ligand-Rezeptor Docking waren die Unterschie-

de im Hinblick auf die F̈ahigkeit, korrekte von falschen Bindepositionen zu unterscheiden margi-

nal. Überraschenderweise lieferte die sehr einfach aufgebauteGehlhaar Funktion etwas bessere

Ergebnisse als dieAUTODOCK-Funktion, obwohl letztere komplexe Terme für entropische und

hydrophobe Wechselwirkungen beinhaltet.

16.3. Gradientbasierte lokale Suche für Ligand-Rezeptor

Docking

Unter Verwendung von Exponential Mapping entwickelten wireinen neuen Ansatz zur gradient-

basierten lokalen Optimierung im Bereich Ligand-Rezeptor Docking. Dabei legten wir großen

Wert darauf, einen Verlust von Freiheitsgraden zu vermeiden. Im direkten Vergleich zur weit
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verbreiteten Methode von Solis & Wets, die ohne Gradientinformation auskommt, lieferte un-

ser Ansatz entscheidend bessere Ergebnisse. Die Ersetzungder Methode von Solis & Wets in

einem Lamarck genetischen Algorithmus durch unseren Ansatz führte ebenfalls zu deutlich ver-

besserten Ergebnissen im Hinblick auf die Laufzeit und die Fähigkeit, das globale Optimum in

Suchr̈aumen hoher Komplexität zu finden.

16.4. RMSD score

Um eine gr̈oßere Vielfalt an Ergebnissen zu erreichen, entwickelten wir eine Methode um den

Abstand eines Liganden zu bereits in vorherigen Docking-Läufen gefundenen Positionen zu be-

werten. Dadurch steigt die Wahrscheinlichkeit, dass BALLDock die korrekte Bindeposition re-

konstruiert, selbst wenn diese nicht mit dem globalen Optimum der Zielfunktionübereinstimmt.

16.5. BALLDock

Alle in dieser Arbeit programmierten Suchmethoden, Zielfunktionen und sonstigen Klassen

wurden zur BALL Bibliothek hinzugef̈ugt. Dadurch ist es in kurzer Zeit m̈oglich, ein eigenes

Dockingprogramm zusammenzustellen. Außerdem entwickelten wir mit BALLDock ein fertiges

Kommandozeilenprogramm, welches mittels Optionsdateienauch f̈ur Laien leicht zu handhaben

ist.
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Remy, D. Neumann, I. Schöll, and E. Jensen-Jarolim. Mimotopes localize conformational epi-

topes on two major house dust mite allergens and are promising candidates for epitope-specific

immunotherapy. 2nd International Symposium on Molecular Allergology, April 22.-24., 2007,

Rome/Italy.

J. Fuhrmann, A. Rurainski, H.P. Lenhof, and D. Neumann. A new method for the gradient based

optimization of partially flexible molecules using derivatives of a fair quaternion parametriza-

tion. European Bioperspectives 2008 - Book of Abstracts, p. 322-323, October 7.-9., 2008,

Hannover/Germany.

100



B. Curriculum Vitae

Name Jan Fuhrmann

Adress Waldstr. 48

66583 Spiesen-Elversberg

Germany

Date of birth November 30, 1976

Place of birth St. Ingbert, Germany

Citizenship German

Education

2005–2009 PhD student

Center for Bioinformatics

Saarland University, Saarbrücken, Germany

2001–2005 Diplom

Junior Research Group for Drug Transport

Saarland University, Saarbrücken, Germany

1987–1996 Abitur

Gymnasium am Krebsberg, Neunkirchen, Germany

101



B. Curriculum Vitae

Teaching Experience

2004 – 2009 Tutor

Modeling drug transport with bioinformatics methods

2009 Tutor

Parallel programming for bioinformatics

102


