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Abstract

Satellite communication promises potential methods for providing global communication. In
particular, by the development of a Low Earth Orbital (LEO) satellite constellation, both global
coverage and broadband communication will be accessible. Problems arise in situations where
various tra¢ c types in broadband communication require di¤erent levels of quality of service
(QoS). Tra¢ c control is required to make sure that each tra¢ c demand may receive the ex-
pected QoS. Another problem is that the dynamic topology of a LEO satellite network requires
a tra¢ c allocation control, which is able to allocate tra¢ c demand into the Inter Satellite Links
(ISLs) between LEO satellites.
In this thesis, tra¢ c allocation strategy in a dynamic LEO satellite communication network
is studied and analyzed. The delivery of Quality of Service (QoS) is an important objective.
Tra¢ c allocation control is performed in the LEO satellite constellation to provide a near op-
timal utilization of these ISLs. An alternative solution is proposed in this research, in which
a combination of two algorithms will be used to allocate tra¢ c in this dynamic satellite net-
work. The �rst algorithm allocates tra¢ c during small time intervals, based on an assumption
that the topology is unchanged during these intervals. The second algorithm allocates tra¢ c
after topology updating has been accomplished. Tra¢ c allocation respects some constraints
including QoS (due to multiservice requirements), capacity constraints, tra¢ c distribution, and
availability constraints. Both theoretical and empirical studies have been undertaken to exam-
ine the performance of the proposed algorithm, denoted GALPEDA (Genetic Algorithm Linear
Programming and Extended Dijkstra Algorithm). The proposed algorithm provides privileges
to a class of high priority tra¢ c, including bene�ts for tra¢ c allocation of multiclass tra¢ c in
LEO satellite communication. It provides a novel tra¢ c allocation mechanism to cope with the
dynamic topology of a LEO satellite; moreover this algorithm distributes multiservice tra¢ c
evenly over the network. Simulations results are provided.

Thesis Supervisor: Stephen Sugden
Title: Dr, Associate Professor
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Chapter 1

INTRODUCTION

1.1 Introduction

The requirement for more bandwidth has placed considerable pressure on wireless network op-

erators, and put stress on the need for e¢ cient use of limited spectrum allocations. This is

especially true in urban areas. Currently, due to the high user demand of broadband com-

munication, the amount of bandwidth that a system can allocate to individual subscribers is

restricted. As a result, wireless network operators are investigating new techniques that will

overcome the bandwidth limitation, and allow an inexpensive addition of system capacity whilst

providing a high bandwidth capability.

The growing number of users interested in multimedia communication has also increased

the demand for more bandwidth. Transporting multimedia communication over wireless envi-

ronments needs extra consideration because wireless environments are not as reliable as wired

networks. Multimedia applications such as voice and video su¤er from high variance of band-

width and Bit Error Rate (BER) in wireless environments. Such real time applications rely

on the appropriate delivery of data. In wireless environments, these applications need to cope

with �physical layer�errors induced by path-loss, fading, channel interference and shadowing.

Another aspect, which was introduced at the end of the 20th century, is the signi�cant need

for mobility. There is a need to be globally accessible by using a portable mobile terminal.

Both multimedia data communications and mobile telephony are growing simultaneously.

Current systems make use of both technologies and a new era for communications has become
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a reality: mobile multimedia communication.

Future demands for mobile multimedia communication systems will be characterized by

heterogeneity of broadband services, which are to be supplied in indoor and outdoor environ-

ments, simultaneously, with varying degrees of mobility. In particular, the increase use of MMS

(Multimedia Message Service), IM (Instant Messaging) etc. and the increased number of mobile

subscribers means more bandwidth is required. A current report from In-Stat/MDR [1] stated

that in the next �ve years, there will be a slowing down in mobile subscriber growth. Yet, there

will be more than 931 million new subscribers by the year 2007. This means that there will

be a total wireless population of more than two billion subscribers worldwide and an annual

subscriber growth of 186 million on average (�gure 1.1.1).
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Figure 1.1.1: Mobile subscribers in 2002 and the forecast number from 2003 to 2007

In-stat/MDR reported that in the Asian Paci�c region, an explosive growth in messaging

volumes is forecasted throughout the period from 2003 till 2007 [2]; see �gure 1.1.2.

Most of these new types of activities will require high bandwidth. A complementary com-

munication medium to terrestrial mobile communication is essential to provide global commu-

nication. If we attempt to provide a broadband service to customers, then the �rst alternative

solution is expanding the bandwidth. However, this is only a part of the solution. It is possi-

ble to use the same amount of bandwidth more e¤ectively with good tra¢ c control. Optimal

tra¢ c control makes it possible to route calls directly to mobile users with their required QoS,

regardless of their locations. This approach will improve the quality of service for broadband

communication and will help to solve the problem.
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Figure 1.1.2: Forecast total messaging volumes from 2003 to 2007

1.2 Tra¢ c Management

The previously mentioned new multimedia applications have driven researchers to explore means

of tra¢ c control that can cope with the increase number of these applications. An important

goal is to implement a routing algorithm that can optimally allocate tra¢ c in the network. In

addition to the increased number of multimedia applications with various Quality of Service

(QoS) requirements, it is essential to have a routing algorithm that is capable of providing a

guarantee to the user of meeting their expected QoS requirements, or their required various

level of QoS (multi-service level of QoS).

In this thesis, a multi-service routing algorithm is proposed, which will give some preference

to demand with high QoS. The novelty of our proposed multi-service routing algorithm is that

it will consider the remaining bandwidth on each satellite link when allocating di¤erent tra¢ c

class types, so that an evenly distributed tra¢ c load can be achieved.

1.3 Satellite Communication Development

The introduction of mobile multimedia communication and the Internet has removed the dis-

tance barrier between users around the world. Satellite communication can complement the

already existing terrestrial network and improve the coverage of the network. Satellite commu-

nication and the existing terrestrial network can provide global coverage for users. The most

used satellite communication, Geo-stationary Earth Orbital (GEO) satellite communication,
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has been used over many years as a signi�cant alternative communication tool in rural areas.

GEO satellite communication is used to provide a global connection for users. However, the high

orbital positions of these satellites lead to some drawbacks in their function as a communication

medium.

One signi�cant weakness of GEO satellite communication is that of long delay. This is espe-

cially important in providing connections for a delay sensitive application, which is essential in

multimedia communication. Therefore, lower orbit satellites, LEO satellites have been launched

in order to reduce the drawbacks of GEO systems. The LEO satellites provide a shorter de-

lay transmission, and due to the lower orbital position, less transmitting power is required.

A smaller receiver antenna can be used to receive the signal. On the other hand, the lower

altitude of this satellite means a faster moving satellite, which will reduce the satellite visibility

period. LEO satellites are only visible for a few minutes from the user�s position on earth.

Therefore, global communication can only work when a large number of satellites in the LEO

system are operational. In this thesis, we, propose a technique to cope with the complexity of

allocating the incoming tra¢ c into LEO satellite links. We introduce a combination algorithm

GALPEDA, which will cope with the dynamic property of the LEO satellite network.

1.4 Contributions of This Work

The work in this thesis has made contributions to broadband satellite communication in the

following ways. We propose a combination algorithm to cope with the dynamic topology of

LEO satellite communication which combines the implementation of Genetic Algorithm and

Linear Programming (GALP) with an extended Dijkstra shortest path Algorithm (EDA). Our

proposed algorithm can give privileges to high priority class tra¢ c and, in addition, provides a

more distributed tra¢ c load over the network [3].

In order to deal with the dynamic property of LEO satellite networks, a combination of

two di¤erent algorithms is applied to solve the tra¢ c allocation problem. The �rst algorithm,

GALP, allocates tra¢ c periodically to tackle the changing LEO satellite topology. The second

algorithm, EDA, allocates tra¢ c between these periodic updates. The time interval between

periodic updates is partly determined by the current tra¢ c load. If the tra¢ c load of the LEO

25



satellite network is higher than a threshold value, then periodic updates will be performed more

frequently. In order to be able to use the same satellite for the duration of the time interval,

the time intervals must be smaller than the visible time of the LEO satellite from a user on

earth. This approach allows us to simplify the handover problems.

GALP solves tra¢ c allocation problem of the LEO satellite network, globally, ensuring an

evenly distributed load of tra¢ c around the globe. EDA solves the tra¢ c allocation problem

of the network locally, handling changes at a local level. The combination provides an evenly

distributed load of tra¢ c and an e¢ cient tra¢ c allocation process.

In both algorithms, we introduce a parameter which is attended to give privileges for high

priority tra¢ c. The privileges given are related to the remaining bandwidth in the Inter Satellite

Link. If the remaining bandwidth in an ISL is low, then a low priority tra¢ c will have more

chance to be rerouted into a longer path than a high priority tra¢ c.

GALP in this thesis has two characteristics, which are preferable in this implementation

of this algorithm into LEO satellite network. Firstly, we introduced the mutation character

of Genetic algorithm. This mutation property helps us to solve the problem of local optima.

When a mutation should occur according to a certain mutation probability, then we choose

one solution in the previous population and use it as one of the parents (we use this solution

without updating their new satellite positions). In this GA version, instead of having only two

chromosomes as parents, the third �parent�is introduced. The �third�parent originates from the

previous time interval�s feasible solution. We update this solution according to their new LEO

satellite positions (we use the previous solution with updating of their new satellite positions).

This introduction of the third �parent�has improved the tra¢ c allocation processing time. On

the other hand, this third �parent�helps us to provide possible handover options into GALP.

Since we can predict the positions of the satellite in the new time interval, then we will have

a set of connections, which have to be handed over. In case of this handover, the middle path

remains the same and we add an extra path from the old source to a new source and from

the old destination to a new destination. When a new call arrives inside the time intervals,

EDA allocates a path from source to destination with an objective to give privilege to high

priority tra¢ c, and performs a more distributed tra¢ c. In the case that there is no available

link capacity to be given, low priority tra¢ c is diverted into a longer path than high priority
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tra¢ c. Due to our algorithm low priority tra¢ c will have a longer path than high priority tra¢ c

but a lighter loaded channel.

1.5 Thesis Outline

In the following chapters, a literature review is presented and background research of the topic is

broadly described. Both terrestrial wired and wireless technology and their related advantages

and disadvantages will be described.

In Chapter 4, LEO satellite communication as a complement of the existing terrestrial

network will be outlined. Beginning with the available types of LEO satellite topology, we

outline the signal processing in this satellite network. Chapter 5 gives the problem formulation,

which represents criterion for optimization and constraints. Chapter 6 analyses the algorithms,

which are used in our proposed multiservice routing algorithm. The individual algorithms will

be described.

In Chapter 7, the proposed multiservice routing algorithm, GALPEDA is discussed. The

simulation that we conducted to test our algorithm is introduced, assumptions have been made

in order to reduce the complexity. In Chapter 8, the simulation results for our algorithm are

evaluated. The graphical and tabular results are charted in the appendices. Finally, we present

the thesis contributions, conclusions and future work plans in Chapter 9.
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Chapter 2

TRAFFIC MODELLING,

SATELLITE CONSTELLATION,

AND TRAFFIC ALLOCATION

2.1 Introduction

Initiating broadband services into the mobile communication network requires the development

of strategies to allocate this multimedia tra¢ c in the wireless network. Di¤erent types of tra¢ c

require di¤erent types of QoS. Some applications need to have a secure connection between their

origin and destination, while some other applications require developments in transmission rate.

Multimedia tra¢ c has also changed the traditional tra¢ c characteristics [4�6]. Tra¢ c in modern

telecommunication networks is driven by the heterogeneous mix of tra¢ c classes, which ranges

from traditional telephone calls to video and data services.

Satellite communication o¤ers a solution to deliver these heterogeneous tra¢ c classes over

the globe. Di¤erent types of satellite communication have been studied and implemented, which

resulted in a design of broadband satellite systems that can provide high data rate transmission

(1Mbps and above). As stated in [7], satellites can play an important role to deliver broadband

services including a global internet by providing high-speed data transmission through a high-

bandwidth capacity channel. The primary issue of delivering this service is: how can the QoS
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be improved from the current best-e¤ort service, and provide high-speed data access?

In this case, a routing algorithm which is priority sensitive (QoS-sensitive) is necessary to

allocate this multi class tra¢ c as given in [4, 6, 8�10]. In the �rst two papers QoS routing has

been studied in terms of the processing complexity of determining QoS paths in link state based

routing architectures. In order to reduce the processing overhead, caching mechanisms are used

in [8]. Authors in [9] showed that network information inaccuracy can have a major impact on

the complexity of determining the path selection process.

In this chapter, some research related to the topic of this thesis is discussed. Since network

information accuracy has a major impact on the complexity of the path selection process, work

related to tra¢ c model and satellite networks will be reviewed; followed by some work related

to tra¢ c allocation either in terrestrial- or satellite-networks.

2.2 Tra¢ c Model

In traditional telecommunication networks, the Poisson tra¢ c model is used to model voice

tra¢ c [11]. In this model, the time intervals between two arrivals are exponentially distributed.

There are no correlation between the arrivals; that is, each arrival is independent of other

arrivals.

Currently, there is no model available that can exactly model heterogeneous multiclass

tra¢ c. Most models are based on a queuing model, in which tra¢ c is o¤ered to a queue of a

network, and various performance measures are calculated. The performance measurements are

the queue length, server utilization, waiting times and loss of tra¢ c. Since modern telecommu-

nication networks carry broadband tra¢ c, the current tra¢ c is characterized by its �burstiness�.

�Bursty�tra¢ c is generated at an uneven rate and it may have a strong correlation between

arrivals. Markov based tra¢ c models are often used to represent this �bursty�tra¢ c. �Bursty�

tra¢ c occurs because of the need to transfer a high demand for tra¢ c in a very short interval.

This is subsequently followed by a long interval with a low demand for tra¢ c. If we reserve

some amount of transmission capacity at the peak rate, it would lead to a low average deploy-

ment of network resources. It is also concluded in the paper by Ake Arvidsson et al. [11] that

it is hard to �nd a model which is universally acceptable and adaptable to the multiplicity of
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di¤erent tra¢ c types or classes. Other work by Jagerman et al. [12] surveyed some teletra¢ c

models, addressing both theoretical and computational aspects. Some constraints in this work

are heterogeneous tra¢ c, �bursty�tra¢ c, instability of the network (especially in the wireless

environment), Quality of Service requirements and the nature of video tra¢ c i.e. that successive

frames within a video scene vary little, but if the scene changes it can cause abrupt changes in

frame bit rate.

T. Janevski [13] provides very useful information on a well-de�ned tra¢ c theory. Basically

telecommunication networks are divided into circuit switched and packet switched networks.

Furthermore, based on their types of tra¢ c we can classify networks into homogeneous and

heterogeneous networks. If we consider the type of access network then we categorize telecom-

munications into wired (�xed) access networks and wireless (mobile) access networks. The

telecommunication network is then a combination of these three di¤erent categorizations. In

our case, we are focusing on wireless networks with heterogeneous tra¢ c. In 1992, Bae et al. [14]

analyzed multiple heterogeneous arrival streams and modeled the tra¢ c following Markov Mod-

ulated Arrival Processes. The authors studied the behavior of loss probabilities due to the

burstiness of tra¢ c streams. They found that an increase in the burstiness of one stream re-

sults in an increase of packet loss probabilities of the stream itself and of the other streams,

which are coming together. Since the current and future tra¢ c in communication systems has

self-similar properties in nature, in [15], the authors tried to estimate these self-similar proper-

ties by using two models of MMPP. In [16,17], real data tra¢ c and mobility data has been used

to perform a tra¢ c model PCS. While in [18,19] they performed a real data measurement. The

�rst paper measured backbone tra¢ c variability, while the second paper measured trace data

and modeled it into a synthetic tra¢ c model, which is supposed to represent the 3G (UMTS)

tra¢ c. Shoji Kasahara [20] has studied the prediction of loss probability for �nite queues by

using the Markovian approach to self-similar tra¢ c. Since heterogeneous tra¢ c (such as Inter-

net tra¢ c) shows a self-similar nature, the author tried to model this in terms of MMPP. Other

work has been conducted in relation to the mobility and tra¢ c model in [21]. Those authors

constructed a new analytical model that characterizes mobile user behavior and the resultant

tra¢ c patterns.

Studies of the performance of tra¢ c models can be done in two ways [22]: either as part of a
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theoretical test or as part of an empirical (statistical) test for example, to drive a discrete-event

Monte Carlo simulation.

In our research, we focus on modeling tra¢ c as heterogeneous tra¢ c in either circuit or

packet switched wireless networks. We used a model based on Monte Carlo simulation. It

pseudo-randomly generates values for some variables in the LEO satellite constellation to sim-

ulate this constellation. In the future the tra¢ c will have more self-similar type of tra¢ c due

to the burstiness of the packet tra¢ c. However, many practitioners ignored this phenomenon

because there are inadequate physical explanations for the observed self-similar nature of mea-

sured tra¢ c from today�s network; and there is a lack of studies on its impact on satellite

network, protocol design and performance analysis [7]. Due to these reasons and the com-

plexity reason in the simulation model, we consider only two models of tra¢ c model, namely

Poisson and MMPP.

2.3 Satellite Network

There are various research areas in satellite networks. The authors in [23] stated that satellite

communications are categorized according to their functions and properties as �xed satellite

systems, broadcast satellite systems, and mobile satellite systems as given in �gure 2.3.1.
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Figure 2.3.1: Various type of satellite system

Others include satellite research focusing on the study of the satellite vehicle itself; for
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example, regarding the instruments of the satellite vehicles (battery, satellite coating material,

launch rocket, etc.). Other studies focus more on the performance of satellite as a system; for

example a LEO satellite communication system.

Some studies have been conducted to investigate the performance of LEO satellites, for

example the simulation of LEO satellites in [24]. There are some characteristics which have a

bigger e¤ect in satellite than in terrestrial networks, for example the Doppler E¤ect. In LEO

satellites, the Doppler shift due to satellite motion is greater than the Doppler shift in the

cellular system [25, 26]. Others are looking to the performance of LEO satellites to deliver

broadband services [27]. The authors in [28] studied the mobility aspect of LEO satellites.

In addition, in [29] the e¤ect of the time delay for frequency reuse and bandwidth utilization

are investigated. Various losses occurred in satellite signals, which re�ect in satellite network

performance. According to Bekkers and Smits [30], shadow losses in LEO sstems typically

follow a log-normal distribution which varies in the range 4dB to12dB in urban areas. Similar

losses occur in LEO satellite systems but continuous changes in shadowed areas occurred since

LEO satellites are moving

Other researchers focused on the architecture of the LEO satellite networks and their

frequency-reuse. In the paper of Werner et al. [31], the authors provide us with system pa-

rameters of the already launched and planned satellite constellation. Various types of satellite

topology will result in various performances of satellite networks. A variation of the Manhattan

network is given in [32].

Our research will focus more on the performance of LEO satellite network as mobile satellite

systems and their performances in respect to the dynamic characteristics of LEO satellites.

2.4 Tra¢ c Allocation

After the �rst two components of our research topic, namely a tra¢ c model and satellite net-

work, the last component of our research is related to tra¢ c allocation. Di¤erent tra¢ c alloca-

tion strategies or di¤erent access methods could have a signi�cant in�uence on the performance

of the satellite constellation as a whole. There are some research in the area of tra¢ c allocation

schemes which are not implemented in LEO satellites. They could give us a better picture in
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understanding these tra¢ c allocation problems, since some similar tra¢ c allocation schemes

can be used to solve tra¢ c allocation problems in LEO satellites.

In terrestrial communication networks there are interesting research in the tra¢ c allocation,

such as in [33]. The authors of this paper compared best e¤ort services and reservation-capable

services. They showed that across a wide range of bandwidth, reservation architecture reduced

the total cost of a network to 10% of total cost in best e¤ort architecture. Another type of

routing algorithm, �congestion dependent cost based algorithm�considered an exact and ap-

proximation approach of computation [34]. In this paper the author showed that by using an

approximation approach, a reasonable performance of the routing algorithm could be obtained.

Yang [35] investigated performances of a routing algorithm in di¤erent network con�gurations,

with di¤erent con�guration parameters such as CPU power, bu¤er size, router processing capa-

bility. Implementation of tra¢ c allocation strategy in optical �ber networks has attracted some

researchers to study QoS based routing algorithm (QoSRBF) [36], and random receiver algo-

rithms for scheduling multicast tra¢ c in Wavelength Division Multiplexing (WDM) [37�39].

They studied the provisioning for establishing a circuit from one end to another through the

optical backbone. A tra¢ c allocation algorithm in an IP network which schedules tra¢ c from

node to node and introduces a clue into the IP header is studied in [40]. In this approach, they

add an extra 5 bits in the IP header to tell its downstream router where a good point to start

for the IP lookup is. An IP-based routing algorithm is moreover studied in [41�43]. Previous

papers consider ATM networks as their environment. Routing algorithms in a wireless envi-

ronment are studied in [4, 44�46]. In a wireless environment, unique characteristics of wireless

media (�bursty�channel errors and location dependent channel capacity and errors) should be

introduced. A fair scheduling of delay and rate-sensitive packet �ows can be performed using

an adaptive routing algorithm, which is studied in [6, 47�49].

Kohei Shiomoto et al. [50] proposed a dynamic burst transfer time-slot-base network ar-

chitecture which can cope with the bursty characteristics of current tra¢ c load. This network

architecture uses less space overhead since they use time division switching, in which switching

is performed by exchanging time slots between input and output links and no packet header

is required. A connection is established and released dynamically on a burst by burst basis.

In order to accommodate bursty tra¢ c, which occurs after sending routing information when

33



there is an insu¢ cient time slot available, a bu¤er-pool and a bu¤er controller are used to keep

the incoming bursty tra¢ c.

M. B. Pursley et al. [51] proposed a Multimedia Least Resistance Routing, which use dif-

ferent link and path resistance metrics for di¤erent types of messages. The route chosen for a

packet depends on the ability of the radio-waves along the route to receive and forward packets

within the constraints required by di¤erent types of tra¢ c. Through use of an adaptive routing

algorithm, tra¢ c allocation in a network could be updated according to the current condition

of the network.

Di¤erent access methods and tra¢ c allocation schemes in satellite communications are in-

troduced in [52�56]. Research in LEO satellites has been done to investigate: the infrastructure

and the possible handover mechanisms [57], [58�62], access protocol [63�66], and routing algo-

rithm [32,67�72]

Some papers assumed that the satellite networks are an IP based network, and studied

the satellite performance. The authors in [73] and [74] introduced a new routing algorithm

for multicast services. The �rst paper is implemented in LEO satellites, while the second

paper should be implemented in the next generation of GEO satellites. The authors in [75],

investigated a delay over a satellite network for voice over IP. An alternative solution for network

layer integration of a hybrid IP network consisting of terrestrial and satellite IP networks has

been proposed in [76]. The authors in this paper proposed a new Gateway protocol called Border

Gateway Protocol-Satellite version (BGP-S), which enables automated discovery of paths that

go through the satellite network.

Christopher Ward in 1995 [66] introduced a data link control protocol for LEO satellites.

The author proposed a link layer protocol, which will be suited for LEO satellites and provides

a reliable datagram service. The protocol is based on a negative acknowledgement (NAK)

checkpoint protocol. Marc Emmelmann et al. in [63, 64] proposed an access protocol which

guarantees a high ATM cell rate for a future multimedia ATM-based LEO satellite network. An-

other proposed Access protocol was given in [65], in which the authors proposed MAC protocol

based on CDMA to support integrated services in LEO satellite systems. The protocol manages

a �exible bandwidth allocated for DBR (Demanded Bit Rate) service by de�ning probabilities

to access the channel. In the ATMSat project [77], the authors proposed an alternative MAC
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protocol which can be used in a Ka-Band LEO satellite system with onboard ATM switching,

signaling and resource management, optical ISLs and active intelligent antennas.

Some predictive resource allocation methods in LEO satellite network have been studied in

recent years. The authors in [78] propose a predictive hando¤management and admission con-

trol strategy for multimedia LEO satellite networks. An adaptive resource reservation protocol

is used to o¤er a low call dropping probability for multimedia connections. Another type of

predictive routing scheme is proposed in [70] and [71], which exploits the predictive nature of

LEO satellite topology to maximize the total number of users served by the system.

A satellite grouping and routing protocol is proposed in [69,73], which divides LEO satellites

into groups according to the footprint area of the MEO satellites in each snapshot period. MEO

satellites compute the minimum delay paths for their LEO members. There is a communication

between LEO and MEO satellites, which consist of Delay report from LEO to MEO satellites,

delay exchange in MEO, and routing table calculation. Another distributed routing algorithm

is given in [69] which proposed a datagram routing algorithm for LEO satellites, which uses a

decision map to de�ne the allocated path. Another routing algorithm for a multicast satellite

network is proposed in [73]. The �gure 2.4.1 shows a grouping of satellites (group1 to group

3) and the tra¢ c route from mobile terminal 1 (MT1) to mobile terminal 2 (MT2), which uses

ISLs.
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Figure 2.4.1: Satellite grouping and ISLs
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2.5 Summary

In this chapter, some work that has been done in the �eld related to the topic of this thesis

is brie�y described. The three related topics are: tra¢ c models, satellite networks and tra¢ c

allocation, which forms the basic for our research. Firstly research in the teletra¢ c �eld is

reviewed, in which various types of current tra¢ c models are studied. The current internet

tra¢ c falls mostly into the self-similar tra¢ c model. However, since in this thesis, we focus

more on the routing algorithm, we reduce the complexity of our research by using two types of

tra¢ c model: Poisson and Markov Modulated Poisson Process. Secondly, research in the �eld

of satellite networks is reviewed, which gives us a global view of the satellite networks including

their infrastructures and their signaling properties. Finally, the literature in tra¢ c allocation

schemes is reviewed. It varies from tra¢ c allocations in terrestrial networks to our main topic

research: tra¢ c allocations in satellite networks.

Some important �ndings, which are related to our topic of research, even though some of

these �ndings are not based on LEO satellite networks, were given: QoS in various types of

tra¢ c, dynamic properties of LEO satellites, inserting a clue in the addressing �eld, adap-

tivity, predictions, and distribution of tra¢ c. These �ndings constitute important additional

knowledge useful in our research, and will be discussed in further detail later in this thesis.
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Chapter 3

TERRESTRIAL

COMMUNICATION

Satellite communication will not take the place of existing terrestrial communication infrastruc-

ture. Instead satellite communication will �ll in the gaps in the existing terrestrial network

services. Therefore, an understanding of the terrestrial network is necessary. In addition, some

technology in the terrestrial network might be used in the satellite network by introducing some

modi�cations. First, we describe both wired and wireless technology, and then we focus more on

wireless environments with their applications, including multimedia applications. Thereafter,

we discuss the current Internet Protocol (IP), IPv4 and the future IPv6 since most research for

routing in satellite network assumes IP as the protocol in a satellite network [68,69,72,74,75].

At the end of the chapter, an overview of satellite communication systems is given, which

includes the topology and a taxonomy of such systems.

3.1 Background

3.1.1 Wired Technology

There are di¤erent options in building a communication infrastructure. The �rst option is

to build it over the land - but wired over land installation projects often experience clashes

with environmentalists, causing a delay in the installation. Another way to build a wired
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communication is by installing it under the ocean. However, this method might have to go

through a long and hard approval process, before operators can start to plant their cables

under the ocean. This hindrance to the process will downgrade their competitiveness while

their customers wait for these cables. These two cases are perhaps typical of the di¢ culties of

building a wired communication infrastructure. In addition, wireless networks have their own

characteristics, which make wireless networks preferable to wired ones. The most important

advantages of the wireless network are mobility of the users and the relative lower cost of

installations. In �gure 3.1.1 an integrated network of wired and wireless technology is given.

Wired
Network

Wireless
Network

Wired
Network

Figure 3.1.1: Interconnection between wired and wireless network

3.1.2 Wireless Technology

Because of di¢ culties in establishing a new wired connection, and due to the increasing need

for broadband services and mobile systems, researchers try to �nd a solution by building a

wireless communication. This approach, based on wireless technology, is expected to dominate

the communications network market.

Since wireless technology will be used as basic knowledge for signal processing in satellite

communication, we look at the history and basic ideas of this technology in the next paragraph.
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3.2 Wireless Environment

3.2.1 History

The 20th century witnessed the beginning of a wireless revolution. Globalization of the globe

makes competition in every aspect of business greater. It follows that companies look to wireless

technology for a strategic advantage. Furthermore, companies are trying to �nd a new market

in rural areas. Although prices of wireless equipment and services have dropped, the market is

expected to grow in size and scope of its services. Signi�cant growth factors are:

1. Wireless technology is established and there is a lot of research in this area to support

the development of this technology.

2. More companies would like to adopt wireless technology, due to the already established

infrastructure.

3. Increased number of mobile users need communication wherever they are, even in rural

or remote areas.

4. Special consideration is the rapid increase in the number of young generation users, who

have become the largest wireless application users.

5. The number of multimedia applications and interactive applications is increasing.

All of these growth factors stimulate the interest of researchers and companies to explore

further the prospects of wireless communication. There is a huge amount of research in wireless

communication to �nd a better way of delivering data over wireless networks. The increased

number of mobile users demanding multimedia communications is also increasing. A combi-

nation of mobile and multimedia is possible and a¤ordable if a broadband service is provided

by telecommunication system.With the increase in the number of mobile users, it is predicted

that wireless carriers will be able to reduce the prices for both basic voice services and data

communications. Consulting �rm Ernst & Young reported that by 2008 wireless will overtake

wireline as the dominant method of telecommunications worldwide [79].

Because of the development of broadband wireless communication, more communication

companies are prepared to cope with delivering integrated voice and data communication ser-
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vices to users and seek extra revenue from additional data services. They are trying to de�ne

the future model of wireless mobile communication. The development of mobile communication

is given in chronological order by Cortese as follows [80].

The �rst generation of mobile communication was analog cellular, which carried only voice.

In 1971 technical proposals for a cellular standard by AT&T and Bell Laboratory were written.

This standard is called the Advanced Mobile Phone System (AMPS). It took about ten years

before the �rst commercial cellular systems were introduced in the 1980s (using UHF 890 MHz

in USA and 900 MHz in UK called TACS/Total Access Communication System which has a

bandwidth of 75MHz for mobile telephony, and in Scandinavia Nordic Mobile Telephone/NMT

which used 450 MHz and 900MHz). Other standards, as stated by Korhonen, were developed

and used only in one country, such as C-Netz in West Germany and Radiocomm2000 in France

[81]. The �rst commercial launch of the �rst generation mobile communication system was in

1983. Because of the lack of capacity at that time, the �rst generation mobile telecommunication

system underwent a transition into D-AMPS (Digital AMPS) and then to the second generation

of mobile communications.

The second generation of mobile communication is digital cellular. This can carry voice and

data by introducing TDMA (Time Division Multiple Access), CDMA (Code Division Multiple

Access), and GSM (originally Groupe Speciale Mobile, specifying the �rst standard 900 MHz

Band with reserve block of 25 MHz in 1980 - Later changed to Global System for Mobile com-

munication). Bekkers and Smits noted that digital transmission paths have several advantages

compared to analogue systems. They improve spectrum e¢ ciency, provide higher transmission

quality and engage extensive security facilities (authorization, data encryption) [30]. According

to Korhonen, the �rst launched of GSM network was in 1992. The second standard is the UK

standard (1990). It uses two blocks of 75 MHz in the 1800MGz frequency band (Digital Com-

munication Systems, DCS-1800), which is called PCN (Personal Communications Networks).

In the USA, wireless network operators use a di¤erent frequency (1900 MHz) and it is called

PCS-1900. Compared to the �rst generation of mobile telephony (AMPS), the second gen-

eration needs more sites due to the higher frequency. During the mid -1990s, several Asian

countries started to apply digital standards such as: GSM, D-AMPS, and CDMA. In 1993,

Japan announced a new frequency band standard for digital cellular systems (800 MHz and
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1.5 GHz), which is called Personal Digital Cellular (PDC). Numbers of mobile subscribers with

their technology in October 2002 is given below (Source EMC World Cellular Database [81]).

According to this �gure (�gure 3.2.1), GSM based mobile communications is the strongest of

the 2G models.
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GSM WCDMA CDMA US-TDMA PDC

Subscribers by Technology
(in Millions, October 2002)

Figure 3.2.1: Total subscribers of di¤erent type of cellular technology in 2002

Generation 2.5 includes all advanced upgrades for the 2G networks. In this generation GSM

has evolved with various improvements towards new systems: High Speed Circuit Switched Data

(HSCSD), General Packet Radio Service (GPRS) and Enhanced Data rate for GSM Evolution

(EDGE). The main reason is that the basic GSM could originally provide a 9.6 Kbps and later

14.4 Kbps data rate. According to Korhonen, HSCSD allows a mobile station to use more than

one time slot for a data connection. The drawback is that because HSCSD is circuit switched, it

allocates the used time slot completely. In GPRS, the data rates can reach 115Kbps maximum.

Maximum data rate is available if an average time slot has 10Kbps and maximum of eight time

slots can be used. EDGE uses a new modulation scheme called eight phase shift keying, which

increases the data rates to three times that of GSM rates. EDGE can only be used over a short

distance. A combination of GPRS and EDGE is called enhanced GPRS with maximum data

rate of 384 Kbps [81].

The third generation is currently in the process of penetrating the wireless market. The

transition from the second generation occurred because of concerns about the addition of new

facilities and functions in the �eld e.g. high speed data transport, video, and multimedia.

The third generation is to become the mobile extension of the �xed telecommunications in-
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frastructure. One key requirement is higher bandwidth to allow high-speed wireless access to

the Internet.

In 1997 both the Association of Radio Industries and Business (ARIB) and ETSI selected

WCDMA (with bandwidth of 5 MHz) as their 3G radio interface candidate. Later, the most

important companies in telecommunications joined forces in the 3GPP program, with the goal

of producing a 3G system based on the ETSI Universal Terrestrial Radio Access (UTRA) radio

interface. Since the radio spectrum allocated for UMTS is already taken in the US (IMT-2000

spectrum allocated to 2G PCS networks), in the USA operators are more attracted to CDMA

2000. Within Europe, Universal Mobile Telecommunication System (UMTS) will provide an

initial transmission rate of 2 Mbps, over a transmission frequency of 2 GHz. This is despite the

fact that UMTS introduced more technologies for the 3G wireless systems, which come under

IMT-2000 (International Mobile Telecommunications) standards. The technical design for 3G

standard is still under development. There are choices between 5 technologies: UTRA FDD

(Frequency Division Duplex, which used Direct-Sequence spread spectrum CDMA), UTRA

TDD (Time Division Duplex, also named as Time-Division CDMA) , hybrid FDMA/TDMA,

CDMA2000 and a synchronous TD-CDMA called TD-SCDMA [7]. Operators in the USA

planned to provide a service which will be available up to 10 Mbps for local area mobility services

by 2005, but only in a provisional way. The �nal extension, everywhere, will be available by

2010. The development of mobile communication is given in �gure 3.2.2.
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Figure 3.2.2: Development of cellular technology in mobile communication
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Research into fourth generation technology has begun, which will probably be called software-

de�ned radio or 4G mobile network. This generation probably will cover all modern technologies

and enhanced telecommunication technologies. This 4G mobile network will integrate various

types of communication technology such as wired technology, wireless technology and broad-

band satellite systems to form a global communication network as given in �gure 3.2.3.

Wired:
PSTN/ ISDN, packet

data Networks

Wireless:
3 G network,
other wireless

4G core
network

Satellite:
Broadband Satellite

systems

Figure 3.2.3: Hybrid communication systems

Currently, the wireless industry has focused in a large part on digital transmission tech-

nologies, which can improve spectral e¢ ciency. Mobile radio systems work on the basis of cells

for two reasons as mentioned by Webb in his paper [82]: The radio signal�s strength decreases

quadratically as the distance between the transmitter and the mobile user. Secondly, the radio-

spectrum is limited. However, a new development in the design of cell based systems can help

to improve the capacity of the network. Modern cellular networks are designed around the fre-

quency reuse concept, where the system�s area of operation is divided into many sub regions or

cells, called clusters. The service provider can e¤ectively multiply its available bandwidth many

times by linking many clusters together within a network�s area. If more bandwidth is needed,

cells and cell clusters can be reduced in size in order to recycle the same frequencies over less

area. The minimum size of the cell cluster is de�ned by the properties of transmission signals

and their noise. The reuse distance indicates the distance between base stations using the same

frequencies. Neighbouring cells use di¤erent frequencies, although cells that are further apart

can use the same frequencies, as they are not hindered by each other due to the relative low

power of transmitting stations.
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In �gure 3.2.4 a hexagonal pattern of a wireless cellular system is given, with reuse factor

7 (seven). Stallings de�ned the reuse factor as the number of cells in a repetitious pattern

(each cell in the pattern uses a unique band of frequencies) [83]. Implementing this pattern in

a wireless cellular system will increase the possible frequency reuse.

Hexagonal pattern with
frequency reuse pattern

with reuse factor is 7

Figure 3.2.4: Frequency reuse in cellular technology with frequency reuse factor of seven

Urban environments are unfriendly to cell based wireless, due to signal obstruction, and

multipath e¤ects. This is the reason why the actual urban cell coverage zone is very poor

compared to the theoretical coverage zone. Imprecise cell boundaries make it di¢ cult to design

an e¢ cient clustering and reuse scheme. Thus, in urban regions, cellular systems operate with

only a small fraction of their capacity. Hence, there is a need for a more sophisticated cellular

design model, which will have cell coverage areas with e¤ectively shaped. In addition there is

a need to develop ways to have high levels of accuracy for the cellular channels.

There are di¢ culties in designing an e¤ective cellular design model, because of the lack

of accurate Radio Frequency environmental information. Only a few in-�eld average power

measurements (surveys) have been done. Most of the system coverage surveys today are limited

to computer simulation. This can be used for low density rural planning, but does not produce

accurate data information needed to properly design an urban and semi-urban cellular model.

Since signi�cant information about the RF environment is not available, it is di¢ cult to de�ne

the irregularity and actual cell size. Provided with only a few guidelines for the process of

clustering zones, the cell site planners must de�ne carefully the cell sizes and their overlap
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coverage regions. If they do not design the cell size optimally, there is a possibility that it will

result in the decrease in available bandwidth.

As the requirements for available bandwidth and required reliability have increased, new

approaches should be used to evolve a new commercial standard for cellular design. Satellite

remote sensing data need to be used to collect a more accurate �eld characterization of the

wireless environment. The current cells are designed for an ideal geometry; however, they

will be applied to a less than ideal environment. The resulting irregularities from a less ideal

environment represent loss in coverage and user capacity. In the future, the cell�s architecture

must be designed for highly �exible cell geometry that can be implemented to the less ideal

local environment. There is a barrier to optimizing the cellular architectures due to the site

interference, which is usually site-speci�c interference. If cell sites are packed more densely with

uncontrolled equipment and insensitive receivers, this will become a central limiting factor to

the success of low tolerance next generation technologies. Therefore, design technologies must

be complemented by improvements in �lter e¢ ciency and site management.

3.2.2 Multimedia Application

A multimedia application is an application which consists of several media components such as

speech, video, still images, and music. Multimedia applications can be interactive or distrib-

utional. Due to recent developments in transmission and computing technologies, distributed

multimedia applications now become possible, using wired and wireless networks. Demands for

multimedia tra¢ c will grow signi�cantly in the future. These multimedia applications require

a reliable environment in wireless and mobile network. Voice and video applications, which

depend on timely delivery of data, su¤er from high variance of bandwidth and bit error rate.

Physical layer error included by path-loss, fading, channel interference, and shadowing become

signi�cant in wireless networks, compared to wired networks, which support constant trans-

mission rates and typical, predictable values for BER. We need insight as to how a multimedia

application is decoded, and to understand QoS requirements of this multimedia application.

Traditional video compression methods are designed for reliable wired networks. Korhonen

[81] noted that a multimedia presentation (such as video) requires a large amount of data

to be transmitted, which sometimes contains much redundant information. When the same
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compression method is used in wireless environments, additional considerations arise. First, the

channel coding has to provide reliability for the whole bandwidth of the video stream. However,

this will be expensive. Also separating compression method (source coding) and channel coding

could waste resources, because the channel coder cannot distinguish the importance levels of

the stream data. Therefore, a combined source and channel coding could perform better than

a separated approach. Another consideration is the frequent changes of channel conditions due

to the multipath e¤ect, signal obstructions, etc [81].

The transmission of multimedia applications in wireless environments requires a new video

encoding. There is one proposed solution from Frankhauser et. al. Since the transmission of

wireless video of acceptable quality is signi�cant, they propose a video coding called Wavevideo.

This is an integrated-adaptive video coding architecture, designed for wireless networks. The

video coding includes basic video compression algorithms based on wavelet transformations, an

e¢ cient channel coding, a �lter architecture for receiver-based media scaling, and error control

methods to make this coding adaptable to the wireless environment [5].

In other research in multimedia communication, Wang et al. describe the performance of

image communication via satellite network. In order to reduce the problems mentioned above,

while designing a video transmission system for wireless networks the coding method should be

robust. The physical and link layers of wireless network provide feature channel codes that can

correct typical errors. However, the application itself must have the possibility for recovering

errors from �bursts�, which cause loss of packets. Also, the Human Visual System (HVS) helps

us reduce the complexity of designing the codes. Because HVS is more sensitive to features,

like sharp edge or changes in brightness, than to gradients or colors, there should be a high

redundancy in the video codes. This will help in recovering the transmitted video applications

with errors. In addition, the code needs to consider the e¢ ciency of the channel coding. It

will be easy to improve transmission quality by adding extra channel codes, but it will increase

the cost. In case of drastic changes in network transmission conditions (due to handover or

congestion), a coder must be capable of adaptive scaling (resizing) the video stream. In the

case of heterogeneous networks with di¤erent wireless cells, with di¤erent bandwidth, and

di¤erent BER, an error control and QoS adaptation as close to the wireless link as possible is

required [84]. In case of a multicast group transmission, it is important to deliver the requested
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QoS to all subscribers. Each link of a distribution tree in a network should never transport a

better quality than the maximum required in the following sub tree.

The International Telecommunication Union (ITU) has developed standards for multimedia

applications. ITU-T Recommendation H.261 [85,86] addresses videophone and videoconference

applications at bit rates of multiples of 64 kb/s. The H.261 coding is organized as a hierarchy

of groupings. The video stream is composed of a sequence of images, or frames. According to

Liou [86], each frame is organized as a set of Groups of Blocks (GOB). Each GOB holds a set

of 3 lines of 11 macro blocks (MB). Each MB carries information on a group of 16x16 pixels

(Luminance information is speci�ed for 4 blocks of 8x8 pixels, chrominance information is given

by two "red" and "blue" color di¤erence components at a resolution of only 8x8 pixels) [86].

Another ITU-T recommendation is ITU-T Recommendation H.262. One code that is al-

ready following this recommendation is MPEG2. This recommendation speci�es coded repre-

sentation of video data and the decoding process required to reconstruct pictures. The basic

coding algorithm is a hybrid of motion compensated prediction. Pictures can be either coded in

interlaced or progressive forms [87]. Necessary algorithmic elements are integrated into a single

syntax, and a limited number of subsets are de�ned in terms of pro�le (functionalities) and

level (parameters) to facilitate practical use of this generic video coding standard. This recom-

mendation is also called ISO/IEC 13818-2. ITU-T Recommendation H.263 addresses similar

applications as in H.261 but at a lower bit rates (less than 64 kb/s) [88].

The above standards are for video applications only, which are part of ITU standards for

multimedia conferencing communications, H.32x standards. H.32x de�nes which related stan-

dards should be used for: encoding of video and audio applications, multiplexing, control,

multipoint, data, and communication interface. H.32 standard series is given by Zhao and Loh

in their paper [89]. First standard is H.320. This standard is used for narrowband switched

digital ISDN. The standard for Broadband ISDN, ATM, and LAN is H.321, while H.322 is a

standard for guaranteed bandwidth packet switched networks. H.323 gives a standard for non-

guaranteed bandwidth packet switched networks (Ethernet). Analogue phone system PSTN

(Public Switched Telephone Network) uses H.324 standard, while H.324/C gives the standard

for mobile communication. The last standard is H.310. This standard is used for broadband

ISDN, ATM, and LAN (as H.321 but it uses MPEG2 for video and audio codering, and MPEG
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for multiplexing).

In all of these H.32x standards the ITU-T T.120 architecture is used to address real time

data conferencing. The recommendations specify the manner in which to distribute �les and

graphical information, e¢ ciently and reliably in real-time, during a multipoint, multimedia

meeting. The objective of T.120 standards is to assure communications between protocols and

services in di¤erent layers.

3.2.3 Quality of Service (QoS)

Quality of Service is de�ned by the International Telecommunication Union as the collection

of service performance which determines the level of satisfaction of users. The ITU-T Recom-

mendation X.641 (ISO/IEC IS13236) provides the basic de�nition for the most important QoS

concepts in the information technology environment. The main concept of QoS characteristics

is to have a "quanti�able aspect of QoS which is de�ned independently of the means by which

it is controlled or represented" [90].

Several international bodies have de�ned the frameworks for QoS as outlined by Espvik,

Franken et al. The �rst organization is ITU-T (Recommendation E.800). This recommenda-

tion is adopted by IEC (International Electro technical Commission). The second organization

is European Telecommunication Standards Institute (ETSI) framework, which is based on the

work of the FITCE (Federation of Telecommunication Engineers of the European Community)

Study Commission. International Standards Organization (ISO)/Open System Interconnec-

tion (OSI) and Telecommunication Information Networking Architecture Consortium (TINA-C)

QoS framework contributes in layered and distributed architectures. In Europe, there is the Eu-

ropean Institute for Research and Strategic Studies in Telecommunication (EURESCOM) [91].

Asensio and Villagra in [92, 93] di¤erentiate QoS into di¤erent concepts: Aspects of QoS

which are measurable are called QoS characteristics, while any information which is used in

managing QoS are classi�ed into requirement context and data context and are called QoS

context. QoS requirements are information about all or part of a requirement to manage

QoS characteristics; and are expressed in QoS parameters, e.g. a maximum value, a target,

or a threshold. QoS relationship de�nes the mutual relationship between an object and its

environment and includes the QoS requirements and the QoS o¤er which will be expressed in
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the QoS contract. The set of QoS characteristics provided by an object is called QoS capability.

The QoS o¤er describes the advertised QoS. The QoS contract de�nes the relationship between

entities [92,93].

The traditional network service on the Internet is a best-e¤ort datagram transmission. Best

e¤ort means that there are no speci�c tra¢ c parameters associated with the datagram and there

is no absolute guarantee provided. For applications that tolerate packet delays and packet losses,

this best-e¤ort model will be satisfactory. ATM network uses also this best e¤ort model. The

Best E¤ort model handles two classes of tra¢ c type in ATM network: Unspeci�ed Bit Rate

(UBR) and Available Bit Rate (ABR) type of tra¢ c, which are typical for �bursty�LAN tra¢ c

and data that is more tolerant of delays and cell loss. UBR is a best e¤ort service that does

not specify bit rate or tra¢ c parameters and has no quality of service guarantees, while ABR

is a managed service based on minimum cell rate (MCR) and with a low cell loss.

In view of increasing use of real time applications, which have very di¤erent characteristics

and requirements than data applications, the best e¤ort model might not be a suitable trans-

mission model. Real time applications are less tolerant of delay variations and need speci�c

network conditions in order to perform well. In ATM tra¢ c model these applications which

are real time based are classi�ed into two types of tra¢ c: Constant Bit Rate (CBR; tra¢ c

which is characterized by a continuous stream of bits at a steady rate, i.e. a low bandwidth

tra¢ c that is highly sensitive to delay and intolerant to cell loss) and Variable Bit Rate (VBR;

there are two type of VBR: Real time/VBR-RT, wherein end-to-end delay is critical, such as

interactive video conferencing and non real time/VBR-NRT wherein delay is not so critical such

as video playback, training tapes and video mail messages). In order to provide support for

these applications internet protocol is extended with the Quality of Service model.

Figure 3.2.5 gives the requirements of various applications in two variables according to

Stallings [83]: Firstly, the sensitivity of these applications in time delays and secondly, the

criticality of these applications. As given in �gure 3.2.5 some applications are more sensitive

to time delay (such as Personal voice over IP) and some are more critical in reliability (such

as server backup). In addition there are some applications in which both of these requirements

are signi�cant (such as CEO videoconference and �nancial transactions) [83].

There are two architectures being de�ned to support this model. The �rst architecture
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Figure 3.2.5: Di¤erent requirements for di¤erent applications [96] p.18

is called Integrated Services. This architecture provides applications with end-to-end QoS

guarantees. The application speci�es its QoS requirements and these are guaranteed by the

network. The major drawback of Integrated Services is that the quantity of state information

for each node is proportional to the number of application �ows. Each tra¢ c �ow in this service

can be classi�ed under one of the three service classes, as given by Jamalipour [7]:

1. Guaranteed service class: provides for delay bound service agreements, which require

critical delay constraints.

2. Controlled load service class: provides for a form of statistical delay service agreement.

3. Best e¤ort service: matches the current IP service mainly for interactive burst tra¢ c (such

as web), interactive bulk tra¢ c (such as ftp), and background / asynchronous tra¢ c (such

as e-mail).

One protocol that supports this integrated services architecture is Resource Reservation

Protocol (also known as RSVP protocol), which provides the resource requirements from an

application to the routers located between a source and destination hosts.

The second architecture is called Di¤erentiated Services. In this architecture, tra¢ c is

classi�ed into a �nite number of priority or delay classes. This means that there should be no

end-to-end guarantees; instead a privilege for a higher priority tra¢ c class is given.
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Information about priorities of tra¢ c is given under Type of Service in IPv4 packet headers,

or under the Tra¢ c Class �eld in IPv6 packet headers. In general, there are some QoS para-

meters to be considered, such as timeliness (delay, response time), bandwidth, reliability [95].

3.2.4 Internet Protocol over Wireless Links

According to speci�cations of the Quality of Service, end users de�ne the performance level

they require. Performance of service depends predominantly on wireless system characteristics

and transmission techniques that are used for transmitting data.

With increased use of Internet, the Internet protocol (IP) becomes more signi�cant. Cur-

rently, a new generation of Internet protocol (IPv6) that is QoS sensitive has been used in

several countries for Internet communications. Before we discuss the speci�c details of this QoS

sensitive protocol, some additional information can help us to understand this popular Internet

protocol. The o¤ered QoS in a certain network depends on the protocol chosen in that network.

According to Stallings [94], a protocol is �a set of rules or conventions that allow corresponding

layers in two systems to communicate by means of formatted blocks of data, which obey this

set of rules or conventions�. The key features of a protocol are syntax (concerns the format of

data blocks), semantics (includes control information for coordination and error handling), and

timing (includes speed matching and sequencing) [94] p.72. Figure 3.2.6 shows di¤erent layers

in TCP/IP protocols (internet stack), which match the standard of International Standards

Organization (ISO) Open Systems Interconnect (OSI) reference model:

Figure 3.2.6: TCP/IP protocol architecture
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In the transport layer, there are two types of transport protocols, TCP (Transmission Con-

trol Protocol) and UDP (User Datagram Protocol). According to Postel [96], TCP and UDP

use the same addressing scheme, an IP address (32 bits number) and a port number (a 16 bit

number). The IP address is used to route the packet to their host destination on a network,

while the port number is used to route the packet to the right process on the host. UDP is

described in STD-6/RFC-768. This protocol provides a connectionless host-to-host commu-

nication path, which has minimal overhead. Since it is connectionless, the datagram can be

sent at any time without any negotiation or reservation. Therefore, there is no guarantee that

the datagram will be received in the destination�s host. This protocol is unreliable, but fast

and can be used to broadcast data. Since it is unreliable, the application on the receiver host

needs to be able to recover the missing datagrams [96]. TCP is described in STD-7/RFC-793

as a connection oriented protocol, which will provide reliable communication between two end

processes. The unit data that is transferred is called a stream, which is constructed from a

sequence of bytes [97].

If users send data from any application, TCP/IP receive it and divide it into small packets.

A header will be attached into these packets to give information about the destination address.

A packet is transmitted to the Internet network layer, which will enclose this packet into

an IP datagram and add the datagram header. The internet network layer decides which

route this datagram will follow before sending it to the Network Interface Layer. From this

layer, datagrams will be sent as frames over the physical layer (network Ethernet or token ring

networks). When the frames reach their host destination, the reverse procedure will follow until

the user in the destination�s host can use this data in their application layer.

In a wireless environment, there are several types of protocol in which the user can have

internet access other than by a telephony service. In the previous sub-chapter we described the

history of cellular wireless networks. Before 2.5G version, WAP (Wireless Application Protocol)

as shown in �gure 3.2.7 provided users of this cellular wireless terminals access to telephony

and information services, including the internet and the web.

In addition to cellular wireless networks there are other wireless networks, which are used

as either LAN or WAN. One of these is a Wireless Local Loop (WLL, with its IEEE 802.16

protocols) 3.2.8, which is sometimes called �xed wireless access (�xed subscribers). This WLL
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Figure 3.2.7: Wireless Application Protocol [83] p.401

provides an alternative solution for a wired network. Its advantages are e.g. reducing of

installation cost and time, and it can provide a selective installation. Figure 3.2.8 illustrates

this WLL protocol.

Physical

Transmission

Medium Access Control

ConvergenceOSI data link
layer

OSI physical
layer

Digital audio/video multicast, digital
telephony, ATM, IP, Bridged LAN,

Backhaul, Virtual Point to Point,
Frame Relay

Figure 3.2.8: Wireless Local Loop (IEEE 802.16) [83] p.370

Another type of wireless network is Wireless Local Area Network (W-LAN), with its IEEE

802.11 protocols. In this W-LAN the subscribers are mobile. In �gure 3.2.9 the protocol for

this WLAN architecture is provided.

Due to the increased numbers of Internet users, current Internet Protocol, IPv4 (IP version

4) cannot cope with the growth in IP addresses. Another issue is that Ipv4 cannot accommodate

the requirements from current applications, especially with limited address space and routing
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complexity. Therefore, IPv6 (IP version 6) starts replacing IPv4. The IPv6 provides 128 bit

addressing instead of 32 bit addressing in IPv4 [98�103]. IPv6 has three types of addresses:

� Unicast: packet is delivered to the interface identi�ed by this address.

� Multicast: packet is delivered to all interfaces identi�ed by this address.

� Anycast: packet is sent by a single sender to multiple destinations, but only one desti-

nation will reply to the sender, e.g.: request of information from the nearest server, by

sending a request to all servers.

The header format in IPv6 is simpler since the header length is constant, and there are no

�ags and no fragment o¤set. QoS in IPv6 improves by providing priority de�nition for packets

in IP header (Priority �eld) [104]. There are two types of priorities [105]:

Congestion-controlled tra¢ c: this tra¢ c type responds to congestion by doing some alternative-

limiting algorithm. The priorities are:

� 0: uncharacterized tra¢ c.

� 1: non-delay sensitive tra¢ c (e.g. background "�ller" tra¢ c/news).

� 2: unattended data transfer (e.g. email, SMTP).
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� 3:reserved.

� 4: attended bulk transfer (e.g. FTP, NFS).

� 5:reserved.

� 6: delay sensitive tra¢ c (interactive telnet).

� 7: network control messages (routing protocols, SNMP).

Non-congestion controlled tra¢ c: this type of tra¢ c drops packets when congestion occurs.

Currently, IPv6 has been implemented in some countries and will slowly replace the con-

ventional IPv4.

In general, in a wireless environment, connectivity between cellular links and the Internet is

as described by Xylomenos and Polyzos as given in �gure 3.2.10. Inter Working Function (IWF)

provides an inter connection between cellular telephony with other networks, while Radio Link

Protocol (RLP) is used to enhance link functionality and performance between mobile users

and the IWF [106].

Figure 3.2.10: Internet connections in wireless environment [106]

3.2.5 Long Distance Communications and Communications in Rural Area

The wireless environment depends on wireless technology but also on the local cell-site environ-

ment. Requirements in urban areas are di¤erent from requirements in rural areas. Therefore,

a speci�c study has to be accomplished before a �exible cell-site planner can be developed. On
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the other hand, in some large countries, which have many rural and remote areas, communica-

tions become an important national policy issue. Borland in [107] mentioned that politicians

are concerned about the growing gap between country and city, if telecommunication compa-

nies and cable TV companies are not investing in supplying high-speed Web access to remote

and rural areas. Since remote areas will not deliver huge bene�ts for the telecommunication

companies from providing such services to remote areas, they are not interested in building

their infrastructure in these areas. By using wireless technology with a suitable infrastructure

design, it is possible to support a policy of distributing communication infrastructure, equi-

tably. This will provide an easy method of accessing information all over the world. This policy

can be supported because the telecommunication company has fewer problems in setting up

the infrastructure compared with wired technology, particularly when satellite communication

technology can be brought into play [107].

Another problem is establishing a long distance communications between continents. It

is very expensive to build communication towers or even relay stations with antenna towers

in oceans. The earth�s atmosphere can be used to re�ect shortwave signals, but there is a

limitation in bandwidth available.

Wallack in [108] mentioned that the problem of providing a high-speed network is not sim-

ply limited to the di¢ culties brought about by poorly served rural and underdeveloped areas.

Sometimes, in urban areas other issues, such as environmental and social issues, make it di¢ -

cult for the telecommunication companies to get a modem service installed quickly and easily.

Therefore, another solution is available namely, using satellite network as the communication

medium. Once the satellite infrastructure has been launched, installation time is often smaller

than for other networks. A requirement is the installation of a wireless transceiver and antenna

at the customer�s site [108].

A satellite network will be able to support applications, such as international video con-

ferencing, information and news gathering in rural areas that are not covered by terrestrial

network. Satellites will be able to support point to point or multipoint links to transport data.
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3.3 Satellite Communication

At the beginning of the satellite era, interest in satellite communication systems was in GEO

satellites, because of the simplicity of controlling these satellites. Because of their heights, their

orbital period is exactly one earth day. Hence, if the satellite is in an equatorial orbit and going

in the right direction, it will appear stationary above the earth. This makes it very easy for a

single satellite to serve a single geographic area.

A geosynchronous orbit is a good orbital position for spacecraft, as many bene�ts can be

achieved. In this orbit, atmospheric drag and radiation e¤ects are relatively small. Since GEO

has already been used for many years, design technology, launching, positioning and switching

for satellites in this orbit are well understood. Once the satellite is in its position, it is easy

to control the position, and use it in a network. Because of this unchanging position, this

satellite system can be seen as a �xed network topology. Due to this relative �xed position

of GEO satellites in their orbit, there should be no control overhead to track the satellites.

Network complexity is minimal, since there is no need to switch signals between satellites, and

ground-station antennas need aim at only one point in the sky.

The concept of a geostationary orbit is not new. According to Graham, the concept of a GEO

orbit was written about by the Russian theorist Konstantin Tsiolkovsky in 1903 [109]. In 1923,

Herman Oberth, a German space scientist, wrote about sending rockets into interplanetary

space and about space stations, which maintained their positions over the earth. Later, in 1928

Herman Potocnik, an Austrian army o¢ cer, designed a wheel shaped space station. He wrote

an orbit at an altitude of 35,900 km as an orbit with a period equal to the earth�s rotational

period. This makes the space stations appear at a �xed point on the earth�s equator [110].

The �rst person who proposed the use of this orbit for communications was Arthur C. Clarke.

He published an article in �Wireless World� in October, 1945 titled �Extra terrestrial relays:

Can Rocket Stations Give Worldwide radio coverage?�[111]. He accelerated world technology

from the German rocket research of the day, to today�s global communications via a network

of three geostationary satellites around the earth�s equator. He wrote in his article about the

power needed for communications to and from space. He also calculated the impact of solar

eclipses. According to Hogle, only in 1964, NASA launched the �rst geostationary satellite and

satis�ed the predictions of Clarke. The region of space used for placing geo-stationary satellites
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is known as the Clarke Orbit and is situated some 35,767 km (approximately 22,275 miles)

above the equator [112]. The Clarke belt is where the gravitational force of the earth is exactly

countered by the satellites�centrifugal force.

Satellite networks have been employed to support various services. In communication net-

works, satellites function as relays in the sky for the terrestrial network. Satellites can function

moreover, as a reference point in the sky, as navigation systems to help calculation a user�s

position. Also, satellites can be used to monitor the weather and earth sensing, in which the

satellite will function as equipment to monitor the earth�s surface and atmospheric changes.

Satellites can record movement of equipment or physical objects on the earth surface. This

technology is used in many geology applications and also for military systems. The most pop-

ular use of satellites is to support video broadcasting systems. Satellites broadcast television

programs.

A Satellite system con�guration can be divided into three segments, space segment, ground

segment and user segment as shown in �gure 3.3.1.The space segment is, basically, the satellite

Figure 3.3.1: Segments in satellite communication

vehicle itself. In order to meet users�expectations a satellite based network must not only o¤er

complete regional and global coverage, but it must approach the QoS that users expect from

an existing terrestrial network. These requirements have implications for the architects of a

satellite communications system. They in�uence a long list of choices that begin with the choice

of where satellites will be placed in orbit. According to Carlson in his book [113], e¤ectiveness
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of a satellite application depends on the signal �eld strength of the link and the transmission

path loss, which depends on the altitude of a satellite, its antenna system and e¤ective radiated

power (ERP). Basic transmission path loss, Lp is given by the following formula, wherein Pt

and Pr are the transmitted power and the received power. Gt and Gr are the transmitting

antenna gain and the receiving antenna gain.

Lp(in dB) = Pt(dB)� Pr(dB) +Gt(dB) +Gr(dB) (3.3.1)

Transmission loss occurs because of the spreading of the transponder beam over a large area

(multipath/scattering of the signal), and also, due to the fact that the signal is traveling through

the earth�s ionosphere and troposphere (separation between transmitter and receiver). Since the

distance between a transmitter and a receiver is signi�cant for transmission loss then, the choice

of satellite orbit becomes important. The satellites�orbital geometry determines the satellite

coverage, power constraints, the resulting dynamic network topology and round trip latency and

variation. In circular orbits, satellites can provide a continuous coverage of an area inside their

footprint. The footprint moves following the satellite movement. In elliptical orbits satellites

only provide coverage when they move very slowly (in the apogee, the farthest position relative

to the earth). While satellites are in the perigee position (closest to the earth�s surface), they

do not provide coverage, since the service is switched o¤. Another satellite, which is in apogee,

will provide the coverage instead. The second segment is the ground segment. It consists

of two elements. The �rst element is Network Operations and the Control Centre (NOCC)

that provides network monitoring, con�guration and control functions. Gateway stations are

the second element, which function as repeater or switching stations. The Gateway station

provides an interface with the public switched telephone network and communicates with mobile

terminals. The last segment is the user Segment. These are the terminals or users, which can

be in aircraft, cars, trains, ships, or personal handheld communication instruments.

The path in the GEO satellite system usually uses a simple bent-pipe architecture (up to

the satellite and back down again). The satellite�s function is to receive a signal from earth,

shift it to a di¤erent frequency and/or di¤erent antenna beam and send it back to earth.

Current satellite communication systems are almost all based on geostationary satellites.
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By using GEO satellite systems, a worldwide communication system can be designed. Some

signal processing can be performed similar to signal processing in terrestrial communication

networks.

In rural and underdeveloped urban areas, the market is suitable for satellite networks.

According to Adamson, Smith et al. [114], this is especially the case for voice telephony - given

the gaps in global coverage today as much as 50% of the world�s population still has not made

a phone call, due to lack of infrastructure. And, the International Telecommunication Union

(ITU) states that 50 million people who can a¤ord a phone can not get one (again, due to lack

of infrastructure) [114].

Places like China, South America, Africa, Indonesia, parts of Russia and Australia inspire

con�dence that satellite communication will become the boom market predicted by investors.

According to Ananasso and Priscoli, about 30% of all satellite communication will emphasize

�cellular components�, o¤ering dual-mode functionality in which user instruments and ground

systems make the decision as to which form of signaling-satellite or cellular-is necessary to

complete a particular call [115].

The ability of satellite communications to complement terrestrial networks e¤ectively is well

recognized. This is particularly true wherever terrestrial networks are either not competitive

(low tra¢ c densities), not applicable (as in the case of maritime and aeronautical services) or

less developed. Some of the features that will give satellite communications advantages over

terrestrial communications are their wide area coverage of a country, region or continent, their

independence from terrestrial infrastructure, their rapid installation of ground networks, their

low cost per added site, their uniform service characteristics, their large channel capacity in

each transponder channel and the bene�ts of the implementation of mobile or wireless commu-

nications in maritime and aeronautical applications.

FAA and COMSTAC forecast the future demand for Geo-synchronous orbit (GSO) satellites

and Non Geo-synchronous orbit (NGSO) satellites. The actual number of satellites that has

been launched between the year 1993 and 2002 is given and the demand for satellites from 2003

until 2012 is forecast, as given in �gure 3.3.2 [116].

The number of satellites increased from 10 GSO satellites in 1993 to 28 GSO satellites in

1997. However, the number of NGSO satellites reached their highest number of 82 satellites

60



0
20
40
60
80

100

nu
m

be
r

of
sa

te
lli

te
s

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

COMSAT & FAA actual (1993-2002) and
forecast (2003-2012) satellite demand

GSO NGSO

Figure 3.3.2: The actual and forecast satellite demand

in 1998. This was when Globalstar and IRIDIUM systems were launched. They forecast that

the number of new NGSO system should not exceed this highest value in 1998, because of

competing companies, slowing down in global economy, and especially due to the longer than

the expected survival time of these NGSO satellites.

3.3.1 Various Satellite Network Systems

There is an international community of network designers, operators, vendors, and researchers

who are concerned with the evolution of Internet architecture and the smooth operation of

the Internet, which is called Internet Engineering Task Force (IETF). Inside this organization,

there is a special project, which deals with the development of the mobile network. It is

called the RACE MONET Project. They de�ne some terms which are helpful for uniformity

of understanding when discussing satellite communication.

Based on these de�nitions, it should be possible to integrate satellite communication systems

with UMTS as given in the previous chapter. First, we need to select the most appropriate

UMTS satellite system con�guration, i.e. the most appropriate mapping of UMTS Network

Entities (NEs) of the terrestrial communication system into satellite system physical entities:

mobile terminal (MT), satellites, and Fixed Earth Stations (FESs).

According to Ananasso and Priscoli, following the type of switching procedures in the satel-

lites, there are three di¤erent satellite con�gurations [115]:

1. Bent Pipe satellites (BP Sat) provided with transparent repeaters and no switching ca-
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pabilities (e.g. Inmarsat-P, Globalstar and Skybridge). This type of satellite will perform

as a space-based retransmitter of tra¢ c received from user terminals and local Gateways

in its footprint, returning the tra¢ c to the ground. Communication between satellites

and Gateway perform a bent-pipe channel. Satellite forms a wireless connection between

nearby ground stations, which are Gateways to the terrestrial network.

2. Cross Connect Satellites (XC Sat) have on-board switching capabilities in the satellite.

Some control is performed by some FESs. The second type of satellite will provide a

network switch that is able to communicate with neighboring satellites by using radio or

laser ISLs. IRIDIUM, Teledesic, Hughes Spaceway and Astrolink networks will use this

types of satellite.

3. Intelligent Switching Satellites (SW Sat) with full on-board control (e.g. future satellite

systems). In this class, there are on-board MSCP NE and possibly on-board MSDP.

In addition, satellite systems can be characterized based on three general categories of the

services they provide according to Golding [23]:

1. Fixed satellite systems: This satellite system transmits to stationary earth stations that

may require relatively large antennas based on speci�c tra¢ c requirements, and are ca-

pable of supporting voice, data, and video applications including television distribution.

2. Broadcast satellite systems: These satellite systems use �xed earth stations for video or

television distribution, which are typically smaller than those of �xed systems, but may

use some MTs for audio applications.

3. Mobile Satellite systems: This satellite system supports a variety of low-bit rate services

and typically uses MTs with small antennas.

Besides the above ways of describing satellite con�gurations, a satellite�s con�guration can be

speci�ed following their topology parameters: number of satellites in the satellite constellation,

orbital attitude of these satellites, number of planes on which the satellites travel in their orbit,

orbital period of the satellite, number of bu¤ers in one satellite, and number of ISLs.
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In this thesis, we focus on satellite systems which support communication networks. There

are four di¤erent satellite communication groups depending on their altitude and their type of

orbit. Figure 3.3.3 shows these four di¤erent types of satellite communication:

Figure 3.3.3: Four di¤erent orbital position of satellites

1. Geo-stationary Earth Orbit (GEO) satellites: large satellites in geosynchronous orbit

should be used. GEO satellites have circular orbital altitude about 35,767 km above

the earth�s equator. Large antennas and higher carrier frequency improve the system�s

capacity. The coverage of a GEO satellite will only be possible when the latitude of the

satellite is less than 75� according to Cruickshank, Sun et al. [52]. Consequently, to provide

a global coverage, a minimum number of 3 satellites must be used. GEO satellites have

been used for voice communication (e.g. Inmarsat -global coverage, AceS-single satellite

for targeted region), and for broadband data (eg. Hughes Spaceway, Loral Astrolink).

The propagation delay for a round-trip is about 540 ms [117].

2. Medium Earth Orbit (MEO) satellites: smaller satellites that have an orbit between

9,000km and 11,000 km above the earth, which reduces the transmission delay. The

propagation delay between ground station and satellite is less than 80 ms for a round-

trip. MEO provides services for voice (e.g. ICO satellite system), and were proposed for

broadband data (eg. Orbilink and Hughes Spaceway NGSO) [52].

3. Low Earth Orbit (LEO) satellites: like MEO by using small satellites that orbit between

500 km to 1500 km above the earth. Because of their lower altitudes those satellites have
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a shorter time period than the GEO satellites, and also, a lower delay (a round trip delay

about 15 ms between ground and LEO satellites). LEO provides services for voice (e.g.

IRIDIUM, Globalstar), messaging (e.g. Orbcomm) and proposed broadband data service

(e.g. Teledesic, Skybridge, and the next generation of IRIDIUM-IRIDIUM Next/INX).

4. Highly Elliptical Orbits (HEO): these satellites have an elliptical orbit in contrast to the

previous three circular orbit satellites. A satellite in this HEO system, generally, will

only have coverage when they are near apogee (the furthest from earth�s surface), while

the satellite moves relatively slowly. When the satellite moves from near high apogee

to low perigee (lowest from earth�s surface) the speed is increasing and it has a small

coverage. Generally, at this time the service will be disabled and another satellite in the

constellation which is nearing the apogee will provide the service. To protect a satellite

from the Van Allen radiation belts, the system is shut down. The orbits are generally at

an inclination of 63.4� and provide carefully targeted, select rather than general, global

coverage. HEO will provide services for broadband data (as proposed in Virtual GEO

and Pentriad), which has apogees beyond the geostationary orbit, with a high delay. The

virtual GEO plans to have an ISL between the satellites at apogee of di¤erent elliptical

orbits.

One more orbital type of satellite is mentioned in FAA and COMSTAC report [116], which

is called External (EXT) Orbit. In this orbit, the satellites follow a non-geocentric orbit and

are centered on a celestial body other than earth (for example the moon). However, this type

of orbit has not been considered as an orbit for communication systems purposes. Satellites

in LEO and MEO can also be classi�ed following the shape of their orbits into two groups

according to Ananasso and Priscoli [115]:

1. Elliptical orbit: In this type of orbit, the earth is located in one of the two focal points

of the elliptical orbit. Elliptical orbits have a longer visibility period of satellites over

the highly populated areas, because the speed of the satellite is lowest when it is located

farthest from the earth and highest when it is located closest to the earth. Examples of

this elliptical orbit are Ellipso and Molniya.

2. Circular orbit: In this type of orbit, the earth is located at the center of the orbit.
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Therefore, the altitude of the satellite from the earth�s center is constant during satellite

motion. The speed is constant during the rotation. Examples of this circular orbit are

IRIDIUM and Teledesic.

Both orbits have an associated inclination angle. This inclination angle is an angle at which

a satellite orbit is tilted relative to the earth�s equatorial plane. If the inclination angle is

900, the orbit is called a polar orbit (IRIDIUM and Teledesic are polar circular orbits). Others

orbits will be referred to as inclined orbits (Globalstar is an inclined circular orbit). Polar orbits

intersect over the poles. In a satellite system with circular polar orbits, the network resources

are ine¢ ciently utilized. In Polar Regions, circular orbital satellite systems will provide maximal

coverage. Network e¢ ciency could be improved by using inclined circular orbits.

Other than categorizing satellite constellation according to their satellite�s switching pro-

cedure, the orbital altitude, and the shape of their orbital, there are other categorizations

possible. Satellite constellation can be categorized according to their frequency bands used for

services (C�; L�;Ka�;or Ku-band); by their intended service provided (either for voice, tele-

phony broadband data, navigation, or messaging); or their terminal type (�xed or MTs) [118].

Di¤erent frequency bands are given by Rossum as in the following table (3.3.1) [119].

Table 3.3.1: Various frequency bands

Frequency Bands Frequency
L-Band 0.5GHz to 1.5GHz
S-Band 2.4GHz to 2.8GHz
C-Band 4GHz to 8GHz
X-Band 8GHz to 9GHz
K1-Band 10.95GHz to 11.75GHz
K2-Band 11.75GHz to 12.50GHz
K3-Band 12.50GHz to 12.75GHz
Ku-Band 13GHz to 17GHz
Ka-Band 18GHz to 31GHz

Moreover, we should distinguish between de�nitions of Geosynchronous and Geostationary

orbit. Geosynchronous orbit (GSO) is any orbit, which has a period equal to the earth�s
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rotational period. The earth�s rotational period is not the same as one mean solar day (24 hrs);

but it is the time the earth needs to make one rotation in inertial space (or �xed space, because

the earth moves relative to the sun). It is equivalent to 23 hours, 56 minutes, 4 seconds of mean

solar time. All geostationary orbits (GEO) must be geosynchronous and must be circular and

have a zero inclination (geosynchronous satellites can have an inclination such as 200, and will

then move north and south during orbit, while geostationary satellites cannot). The advantage

of the GEO satellite system is that it remains stationary relative to the earth�s surface. This

makes this orbit ideal for communications. However, it has some drawbacks: �rst the long

distance between the satellite and the ground; secondly, the limitation of the geostationary

orbits (not only space, but also, the limited frequencies allocated for the up and down link).

Because of these drawbacks of GEO, researchers tried to �nd another solution by using

MEO and LEO orbits. Due to the existence of two Van Allen radiation belts (one belt is located

between 1500 and 5000 km, while the second belt is located between 13000 and 20000 km as

given in �gure 3.3.4), which contain trapped electrons and protons above the earth�s atmosphere,

the orbital space is classi�ed in those two orbits (MEO and LEO). MEO satellites are located

between two radiation belts and LEO satellites are located below the lowest radiation belt

[58].Satellite orbital motion follows Kepler�s Laws and Newton�s Laws of motion and gravitation.

Figure 3.3.4: Satellite orbital and two Van Allen Belts

Kepler�s laws described the motion of planets around the sun; these results are also valid for

our satellites around the earth [120]. According to Newton�s Law of Universal Gravitation, the

gravitational force of attraction between two objects is directly proportional to the product of

their masses, and inversely proportional to the square of the distance between them. Combined
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with Newton�s law of motion they form the physical basis for all theoretical work. The �rst

law of motion of Newton states that every object will continue in its state of rest or in uniform

motion in a straight line unless it is forced to change that state by forces impressed upon it.

The second law states that the change of momentum measured relative to an inertial reference

frame, is proportional to the force impressed upon it, and is in the same direction of that force.

In our satellite system, we are more interested in the motion of a satellite around the earth.

Once we identify the current state of a satellite�s orbit (satellite�s position and velocity) and

the forces acting upon it, it should be possible to determine the satellite�s state at some future

(or past) time.

A satellite remains in its orbital position if the centripetal force holding a satellite in its

circular path around the earth is equal to the gravitational force between the satellite and the

earth. In circular orbit, the centripetal force (Fc) can be calculated using the equation:

Fc =
4msatellite�

2Rsat
T 2

(3.3.2)

where RSat is the radius of the satellite orbit in meters, which is equal to the sum of the average

equatorial radius of the earth, Rearth, and the altitude of the satellite, hsat; T is the periodical

time of satellite in second, and msatellite is the mass of satellite in kg. The gravitational force

between the satellite and the earth (Newton�s Law of gravitational Force) is

Fg =
G(msatellite �mearth)

R2sat
(3.3.3)

where G is the universal gravitation constant (6:67300� 10�11m3kg�1s�2), mearth is the mass

of earth in kg. In order to �nd the GEO orbit, the centripetal force will be equal to the

gravitational force and the period is approximately 24 hours.

Consider the satellites and earth as our system. Our system can become very complex if we

include all aspects, such as the fact that the earth is not uniform in density, and the fact that

earth is not perfectly spherical. In order to reduce the system complexity, we include only two

gravitational masses in our model, earth and the satellite itself, but we exclude the sun, moon

and the other planets. The gravitational pulls of the sun and the moon have a negligible e¤ect

on LEO satellites, but not in GEO satellites. On the other hand, for some orbital classes of
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satellite, there is an atmospheric drag, especially in LEO satellites [117]. The complexity of our

orbital model depends on the level of accuracy and complexity required. Firstly, we need to

determine how the accuracy of the prediction of the satellite position we require. In this case,

we need to determine the types and relative magnitudes of forces that have signi�cant e¤ect

in our orbital model (we only include e.g. the gravity of the earth and exclude corresponding

non-uniform distribution of mass, gravitational attraction of the sun, moon, and planets, and

atmospheric drag.). Furthermore, we need to de�ne the complexity of the computational model

we would like to have. There are two computational methods available. The �rst one is a

numerical integration. This method starts with a satellite�s position, velocity, and the sum

(or integration) of all the forces acting on a satellite. This method provides accuracy but

requires high calculation time to calculate the satellite�s position and velocity for each time

step (between known initial conditions and a desired prediction time). The second method

provides an analytical solution i.e. a solution wherein, if we know the time of interest, we can

directly calculate the state of the satellite�s orbit at that time, without the need to integrate

over time. It is used by North American Aerospace Defence Command (NORAD) and NASA�s

distributed model known as Simpli�ed General Perturbation (SGP) as given by AMSAT. This

reduces calculation time. SGP works by using data for all satellites on a daily basis (instead

of all other models that only have orbital data for a limited number of satellites, such as the

space shuttle). SGP has a special format of data, called mean Keplerian orbital element sets

(two line orbital element sets) [121].

If other commercial satellite tracking packages require the same accurate predictions, they

need to implement this format.A satellite network with accurate orbital con�guration can pro-

vide better coverage for a speci�c region, or even more for global coverage. The proposed

satellite constellation system will provide higher transmission rates and global coverage. In the

future, some satellite constellations will o¤er up to 155Mbps (Teledesic).A satellite�s position

in its orbit is de�ned by using seven satellite orbital elements, which are called �Keplerian�

elements. These numbers de�ne an ellipse, the orientation of the satellite about the earth, and

the place of the satellite on the ellipse, at a particular time.Basic orbital elements are given in

AMSAT [121]; some elements, which are signi�cant for our research, are:

1. Orbital Inclination: This inclination is an angle between the orbital plane of the satellite
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and the equatorial plane. The orbital plane is a plane in which the orbit lies and always

goes through the center of the earth, but may be tilted with any angle relative to the

equator. The inclination is by convention a number between 00 and 1800. Orbits with

inclination near 900 are called polar (because the satellite crosses over the north and south

poles). The intersection of the equatorial plane and the orbital plane is a line, which is

called the line of nodes.

2. Right Ascension of Ascending Node (R.A.A.N): Using the inclination, we still have more

than one orbital plane. Therefore, we specify the lines of nodes in the equator lines.

The line of nodes occurs in two places: ascending node (where the satellite crosses the

equator, when they move from south to north) and descending node (in the case where

the satellite moves from north to south). An astronomical coordinate system called right

ascension/declination coordinate system is used to de�ne the RAAN. First, the de�nition

of Vernal Equinox is a reference point in the sky which has a right ascension of zero.

RAAN (Right Ascension of Ascending Node) is an angle, measured at the center of the

earth, from the vernal equinox to the ascending node. By convention, RAAN is a number

between 00 and 3600.

These parameters are given in �gure 3.3.5.

Figure 3.3.5: Keplerian Elements [122]
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3.4 Summary

In this chapter, the advantages and disadvantages of wireless technology are studied. The wire-

less technology came into the telecommunication world by providing some bene�ts in contrast

to the wired technology. Some of these bene�ts are lower installation cost, �exibility, and mo-

bility. Similar features of terrestrial wireless technology arise in our LEO satellite network.

Di¤erent types of wireless technology and their historical background are given which allow us

to consider a more global and hybrid communication network. An integrated communication

system of PSTN, WLL, WLAN, 3G (or 4G), and satellite communication (for a long distance or

rural area) can be achieved by allowing each interface of these systems to reach an agreement in

their �protocol�. The current trend is the implementation of IP based satellite network for global

communications. especially since the already started IPv6 can cope with the QoS requirement

of the users, which is signi�cant for the increases demand from the multimedia applications.

The type of tra¢ c class �eld in IPv6 and the new coding methods for multimedia applications

provide us with the possibility of using this information to allocate multiservice tra¢ c into the

LEO satellite network.

The information about wireless technology in this Chapter and in combination with the in-

formation from Chapter 2 gives us the complete background to discuss satellite communication

itself. In this Chapter a detailed description of a satellite network is given. Di¤erent classi�ca-

tion of satellite�s networks, depending on their satellite�s switching procedures, their satellite�s

orbital altitudes and the shape of their orbitals are discussed. Two basic orbital elements from

Keplerian elements will be used to de�ne the position of a satellite in our simulation. In this

thesis we consider only a LEO satellite constellation with onboard switching ability, which has

a circular orbital.
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Chapter 4

LEO SATELLITE

COMMUNICATIONS

4.1 Introduction

In this chapter, LEO satellite communication will be discussed in detail. First the architecture

of a LEO satellite constellation with its dynamic topology will be discussed. Issues in ISL and

the handover mechanism will follow. Thereafter, some description of signaling issues, protocols

and throughput parameters of the LEO satellite system will be given.

4.2 LEO Satellite Topology and Architecture

4.2.1 Di¤erences between GEO and LEO

As mentioned in the previous chapter, satellite systems based on a geostationair satellite have

some drawbacks. These drawbacks have led architects to consider two alternatives for the

orbital position of the satellites: MEO and LEO. Their orbital position is lower than GEO

satellites. LEO satellites appear to move constantly over the surface of the earth. MEO

satellites typically have an orbital period of about six hours and LEO satellites have about

90 minutes. From the point of view of an earth-bound observer, MEO and LEO satellites are

continually �ying across the sky and disappearing. MEO and LEO satellite systems deliver some

advantages when weighed against GEO satellites. Because their orbital positions are relatively
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closer to the earth, the transmission delay will be less than that of GEO satellites and a lower

power transmitter can be used (important for handheld components). The low altitude of LEO

satellites that continuously �y by a geographic area may provide better overall coverage than

a GEO. A LEO satellite system might pick up the call, even if there is an obstacle in the Line

of Sight (LOS), because the satellites are numerous and o¤er a diverse path. If inter-satellite

network capability is available, the number of Gateways required for global coverage can be

reduced. This will cut down the tail charges and will enhance system reliability.

The most signi�cant bene�t of the LEO satellite system is that there is more reuse of limited

available frequency, since the LEO satellite footprints are smaller than GEOs. Most of the

commercial LEO satellite systems have an objective to reuse the limited allocated frequency, as

much as possible. This reuse leads to a higher capacity of the LEO satellite systems. Frequency

allocation of a satellite system is decided globally by the World Radio Congress (WRC) at its

two yearly meeting; on the other hand the US Federal Communications Commissions hold the

auctions of targeted frequency allocation in available bands.

Although these advantages make LEO satellites preferable to GEO satellites, the changing

positions of LEO satellites present several problems in their implementation. Extra control

overhead is required to track the movement of the satellites and to perform handover procedures.

Depending on their orbital altitude, LEO satellites may only be visible for a few minutes;

therefore, many satellites are required to provide continuous communications. The higher

velocity of LEO satellites compare to GEO satellites makes signal processing in LEO system

more complex. However, these LEO satellites promise an important innovation for the mobile

satellite system.

There are a number of major di¤erences between the design of the GEO and the LEO

satellite systems. The GEO system uses a static switching system and requires only a single

hop in order to establish communication. The LEO satellite system in contrast uses a constant

moving switching network and requires a multiple hop in order to establish a connection between

a caller and a destination.

It is important to note that while a GEO satellite uses fuel mainly to maintain the precision

of its station keeping position, a LEO satellite requires more fuel to maintain orbital altitude.

Moreover GEO satellites are bigger than LEO satellites due to a large transmission power

72



needed. In order to launch a heavy GEO satellite into their orbital position, more launching

procedures needs to be considered than launching a LEO satellite. The economic trade-o¤

between weight (fuel needed, size of satellites, etc.) and cost (manufacturing cost, launching

cost etc.), results in a design life of about 10 to 20 years for GEO satellites and 5 to 10 years

for LEO satellites. Another di¤erence is that the variable latency or jitter (variations in delay)

that can cause problems in packet reordering at the destination is higher in LEO satellites

than in GEO satellites. Because of the low orbit of LEO satellites, they may spend only a few

minutes over a certain geographical area, which means a given transmission may be picked up

and passed on by multiple satellites. Since satellite orbits are typically maintained within a

range of locations, rather than one precise location, the pieces of a single transmission can be

subjected to varied delays and subsequent packet reordering. The jitter can be readily cleaned

up by creating larger memory bu¤ers in earth stations and the transmission can be delayed

long enough so that the playback to the user is at a constant latency.

4.2.2 Overview of LEO Satellite Constellation

A satellite constellation consists of a number of satellites in a large number of possible useful

orbits, which deliver services to the users of this system. Preference is given to regular con-

stellations, where all satellites share the same altitude and orbital inclination to the equator,

in order to minimize the processing complexity. According to the types of services that LEO

satellite system supports, the LEO satellite system itself can be categorized into two di¤erent

groups; namely Little LEO and Big LEO.

Little LEO is named by Federal Communications Commission (FCC), because it uses a

comparatively lower frequency than Big LEO [116]. Little LEO satellite systems use a spectrum

lower than 1 GHZ to enable the use of lower cost transceivers. FCC has allocated frequency

bands of 137-138MHz for downlinks and 148-149.9 MHz for uplinks to these systems [117].

Little LEO satellite system provides narrow band data communications (e-mail, two-way paging,

and limited access to non-voice services). A wireless communication company, ORBCOMM,

obtained its license for the LEO satellite system in 1994 and launched most of its satellites

in 1997 and 1999. ORBCOMM will expand its constellation and plans to start launches in

2006. ORBCOMM constellation already has 48 satellites (35 satellites have been launched) at
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825km and is already operational to cover a USA national service. Another Little LEO satellite

constellation is under development such as given by FAA and COMSTAC report in table 4.2.1

as given in [116].

Table 4.2.1: Various Little LEO satellite constellation

SATELLITE OPERATOR SATELLITES INITIAL
SYSTEM NUMBER MASS ORBIT LAUNCH

+ spares (KG) TYPE
ORBCOMM ORBCOMM 48 43 LEO 1997

global LP (operational)
FAISat FINAL 26+6 151 LEO 1997 (under

ANALYSIS development)
LeoOne LEO-one 48 125 LEO Under
Worldwide USA development
E-Sat E-Sat, 6 113 LEO Under

Inc ALCATEL development

The second LEO satellites group is Big LEO satellite systems. Big LEO satellite system

provides mobile voice telephony and data services in the 1-2GHz frequency range, namely

1610-1626.5 MHz for uplinks and 2483.5-2500MHz for downlinks. In table 4.2.2 various Big

Leo satellite constellation, which are already operational and still under development are given

in [116].

Another Big Leo satellite constellation, which is still under development, is Teledesic. In

1994, Teledesic designed an 840 broadband LEO satellite system, but in 1998 reduced the

number of LEO satellites to a 288 satellite system, and more recently amended the system

to 30 satellites with 3 spares in MEO orbital. ITU has set a deadline in September 2004 for

Teledesic to operate the system.

Two Big LEOs have been fully deployed to date: IRIDIUM (66 satellites and 14 spares, at

780km) and Globalstar (48 satellites and 8 spares, at 1414km). Both of them provide a global

service and variety of services, including voice, data, facsimile, paging and Radio Determination
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Table 4.2.2: Various BIG LEO satellite constellation

SATELLITE OPERATOR SATELLITES INITIAL
SYSTEM NUMBER MASS ORBIT LAUNCH

+ spares (KG) TYPE
GLOBALSTAR Globalstar LP 48+6 447 LEO 1998 (operational)
IRIDIUM IRIDIUM 66+14 680 LEO 1997

Satellite LLC (operational)
ECCO II Constellation 46 585 LEO FCC License is given

Communications in July 2003 (Proposed)
Ellipso 2G Mobile Com. 26 1315 LEO& FCC License is given

Holding (MCHI) HEO in July 2003 (Proposed)
Globalstar Globalstar 64 830 LEO FCC License is given
GS-2 LP in July 2003 (Proposed)

IRIDIUM IRIDIUM 96 1712 LEO FCC License is given
/ Macrocell Satellite LLC in July 2003 (Proposed)

Satellite Services (RDSS) to hand-held terminals. The di¤erences between these two Big LEOs

are listed below:

1. IRIDIUM uses Time Division Multiple Access (TDMA) and Time Division Multiplexing

(TDM) which uses only one band for both uplink and downlink; while GLOBALSTAR

Code Division Multiple Access (CDMA).

2. IRIDIUM has on-board processing and uses ISLs to perform a path from origin to desti-

nation; while GLOBALSTAR uses the bent-pipe approach to route long distance calls.

According to Wood, till now only IRIDIUM and Teledesic belong to satellite network con-

stellations. Since only in these two satellite constellations the ISLs exists, wherein �exibility in

routing the loaded tra¢ c is independent of the terrestrial network. Onboard processing in the

satellite allocates the tra¢ c without a need to hop from one ground station to another [123].

In �gure 4.2.1 illustrations of a bent-pipe based satellite constellation and a satellite con-

stellation network with ISLs are given. A demand for a connection from mobile user 1 to mobile

user 2 is required in both of cases. In the bent-pipe based satellite constellation, tra¢ c from

mobile user 1 is received by satellite 1 using the uplink channel. This tra¢ c is then transmitted

using the downlink channel to the Gateway Earth Station 1 (ES1). ES1 relays this tra¢ c to

ES2 and then to ES3 before the tra¢ c is either sent directly to the mobile user 2 or sent via
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satellite 3 to mobile user 2. Globalstar has this type of satellite constellation. In 2003, Glob-

alstar received a FCC-license for a new LEO satellite constellation, which is called Globalstar

GS-2. The type of networking preference of this constellation is still not clear.

The second �gure illustrates the satellite constellation network with ISLs. The tra¢ c from

mobile user 1 is directly relayed from satellite 1 to satellite 2 and then satellite 3. Satellite 3

delivers the tra¢ c down to the mobile user 2. In this type of satellite constellation, the satellites

themselves with their ISLs perform a network.

Sat 2

Bent-pipe based satellite constellation

User
1

User 2ES 1 ES 3

Sat 1 Sat 3 Sat1 Sat2 Sat 3

Satellite network constellation with ISLs

User 1 User 2ES1 ES3

ISL ISL
L
2

Figure 4.2.1: Satellite constellation with and without Inter Satellite Link

4.2.3 Topology of LEO Satellite Constellation

The altitude of the orbit of the LEO satellite is signi�cant when determining the number

of satellites required to provide a global coverage. Propagation delay and transmission loss

decrease with the altitude of LEO satellites, but this low altitude will also decrease the coverage

of a service area. The service area of a satellite is inside the coverage of this satellite footprint.

At the same time, the satellite with the lower altitude will move faster, relative to the ground,

to be able to stay in its orbit, which will increase the rate of handovers and Doppler E¤ects

between terminals and satellites.

In the LEO satellite systems, a global real time service is not possible unless a complete

constellation of LEO satellites is operational. The minimum number of satellites depends on

the altitude and the system speci�cations; LEOs require a minimum of 48 to 77 satellites for
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worldwide coverage, and also require that at least one satellite is always visible to each user.

The number of satellites necessary to cover the whole surface of the globe (with the assumption

that the satellite footprints are hexagons as in �gure 3.2.4 with a central angle of �=3 rad and

two identical angles 	, and has min elevation of �min and h altitude with diameter of earth as

2R) is given in Jamalipour as follows [117]:

n =
�

3 � � (4.2.1)

with

tan =

p
3

cos(cos�1(
Rearth

Rearth + hsat
cos �min)� �min)

(4.2.2)

According to Akyildiz and Uzunalioglu et al. the lower altitude of the LEO satellites permits

more e¤ective communication performance with smaller and less complex user terminals. This

is due to lower link attenuation [58].

Most of the proposed LEO satellite systems use circular orbits with constant altitudes and

constant magnitude of circular velocity. Some other systems use multiple elliptical orbits with

variable altitudes. Satellites in this elliptical system move relatively slowly around high altitude

apogee, allowing users on the earth to use satellite services.As shown in �gure 4.2.2, satellite 1

Sat 1

Sat 2

Velocity 1

Velocity 1

Velocity 2a

velocity 2b

Figure 4.2.2: Di¤erent orbital shape of LEO satellite

has a constant altitude and angular velocity, velocity 1, while satellite 2 has variable altitudes

and velocity. Satellite 2 has the slowest velocity, Velocity 2a, and has the largest coverage area.
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At this position, satellite 2 provides service. The fastest velocity of satellite 2 is when this

satellite is in the orbital position closest to earth (velocity 2b). The satellite will switch o¤ its

service at this position.

If a LEO satellite constellation has the same altitude for all of its satellites, then generally

this type of satellite constellation can be divided into two categories according Wood, namely

�Walker Delta�or �Rosette�, and �Walker Star�or �Polar�satellite constellations. This topology

is a variation of the Manhattan network as given by Wood and Pavlou et al. [32]. The �rst

category, the Walker Delta or Rosette satellite constellation performs a fully toroidal network.

In this topology, the ascending (moving in northerly direction) and the descending (moving

southerly direction) planes overlap and span the full 360� of longitude. This network is used

by the Hughes Spaceway NGSO. The best coverage with visibility of multiple satellites from a

MT on earth can be achieved at the mid-latitudes, where the population density is high. This

type of constellation network does not cover the poles. The second category, the Walker Star or

Polar satellite constellation, the constellation performs a form of cylindrical mesh network. In

this topology, the ascending (moving northerly direction) and the descending (moving southerly

direction) planes each cover around 180� of longitude and are separated. This network is used

by IRIDIUM and Teledesic. This type of satellite constellation provides a near-complete global

coverage, but has an overlapping coverage at the unpopulated poles as side e¤ect. Ground

terminals will encounter an orbital seam between the last plane of ascending satellites (traveling

north) and the counter rotating (or descending) satellites of the plane almost 1800 away [118].

According to Cruishank, Sun et al. [52], an ISL between satellites in the orbital seam planes

is called cross-seam ISL. IRIDIUM does not provide this type of ISL, while Teledesic allow only

one cross-seam ISL in this orbital seam. In relation to these two di¤erent satellite categories,

satellite constellation can be described following these two notations [52]:

1. Walker notation: this notation is given by {N=P=p} with N is the number of satellites in

one plane, P is the number of satellite planes, and p is the number of distinct phases of

planes to control spacing o¤sets in planes.

2. Ballard notation: this notation is given by NP=P=m with NP is the number of satellites

in one plane, P is the number of satellite planes, and m is the harmonic factor describes
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the phasing between planes.

Keller mentioned two regions in which satellites in adjacent orbital planes move in di¤erent

directions. The authors called these regions counter-rotating interfaces. When satellites in

adjacent orbital planes move in the same direction, it is called the co-rotating interface. In order

to ensure a continuous coverage in the counter-rotating interface regions, the angle between

counter-rotating planes must be smaller than angle between co-rotating planes [124].The service

Figure 4.2.3: LEO satellite constellation footprint (background map projections is from [125])

area of a single satellite is a circular area on the earth�s surface as given in (�gure 4.2.3). In

this area, the satellite is visible if its position in orbit is under an elevation angle equal to or

greater than the minimum elevation angle determined by the system. The IRIDIUM satellite

has a footprint with a diameter around 4,021 km. In order to provide a global coverage, some

overlapping footprints of adjacent satellites are necessary, in which the users in these coverage

areas will have more than one satellite visible (diversity). The e¤ective footprint of a satellite

usually forms a hexagon. Footprints of individual satellites are divided into smaller cells called

spot beams, allowing frequency reuse inside the footprint see �gure 4.2.4. Identical frequency

can be reused in di¤erent spot beams (those are geographically separated) to limit interference.

In IRIDIUM, each footprint consists of 48 spot beams with diameters circa 700 km [126].
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Satellite spot beam in hexagonal
shape

Satellite footprint

Effective Satellite footprint in
hexagonal shape

=

Figure 4.2.4: Satellite footprint and spot beams in a hexagonal cell form

4.2.4 ISLs and LEO Satellite�s Mobility

LEO network topology is constructed by the ISL, which establish a network between satellites.

In order to establish ISLs, each satellite needs to have extra equipment, including transceivers

and antennas. This additional equipment will increase the weight and the cost of the satellite,

but on the other hand a satellite system which has this ISL features does not require an Earth

station (ES) to establish a long distance connection. This advantage reduces the dependency

of the satellite network on terrestrial systems.

In the LEO satellite constellation, there are two types of ISLs. ISLs, which are permanent

between satellites in the same plane (intraplane satellite link) and semi permanent between

satellites in the neighboring planes (interplane satellite link) will function as edges in LEO

satellite constellation with LEO satellites as the nodes. As illustrated in �gure 4.2.5, ISL

between satellite 1 (sat1)-satellite 2 (sat2), and ISL between satellite 1 (sat1)-satellite 3 (sat3) in

orbital plane 1 are interplane ISL. The ISL between sat1 in orbital plane 2, sat4 in orbital plane

3 and the ISL between sat1 and sat5 in orbital plane 1 are intraplane ISL.IRIDIUM is the �rst

satellite communication system that provides ISL. ISLs use radio or laser media for their direct

communication. IRIDIUM uses a GSM based telephony architecture, and a geographically

controlled system access process. Each satellite is connected to its four neighboring satellites

through their ISLs. Connections between the IRIDIUM network and the Public Switched

Telephone Network (PSTN) are provided via ES or Gateway installations. By having ISL the

location of the ESs can be �exibly located.

The still under development of the Teledesic satellite system provides ISLs, which are based

on connectionless packet-orientation to its eight neighboring satellites. Each satellite will act
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Figure 4.2.5: Satellite constellation with ISLs and satellite planes

as a switch in the mesh network of these satellite ISLs. The communication within the network

uses streams of short packets with �xed length (512 bits). They use mechanisms similar to

Asynchronous Transfer Mode (ATM). The capacity of each ISL is 155 Mbps. Gateways of

Teledesic will provide the connection to the land �ber network, connection to the Teledesic

support and database systems, connection to privately owned networks, and connection to

high-rate terminals [127].

4.2.5 Mobility Management

There are di¤erent types of mobility management in the terrestrial cellular network as discussed

in Chapter 3 and the mobility management in the LEO satellite network. First of all, since

a LEO satellite�s movement is relatively higher than the movement of any object on earth as

illustrated in �gure 4.2.6, a LEO satellite becomes the moving object in this context, while

the mobile user on earth has a relatively �xed position. Therefore the mobility aspect that we

discussed is more concerned with the movement of the satellite footprint on earth, in which an

on-going connection of users on earth has to be handed over from one satellite to another. These

transitions have to be smooth and seamless. Mobility management has to be able to maintain

any on-going network connections, and perform a hando¤ process if needed. Secondly, there

is an advantage in a LEO satellite�s environment, in which the movement of the LEO satellite

is roughly predictable. In terrestrial cellular systems, it is di¢ cult to have a prediction of the

mobility of the cellular system users.
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4.2.6 Handover in LEO Satellites

Due to the rapid movement of satellites, MT users can only use the same LEO satellite for short

periods of times and before they lose their LOS to the current satellite, their connection must

be handed over to the next satellite. We can say that a handover is initiated from one satellite

to another satellite. The term hando¤ is used in US cellular standard documents, while in ITU

documents the term handover is used. Both terms have the same meaning.

Handover in LEO satellite systems di¤ers from the one in the cellular terrestrial system in

term of the mobile and �xed units. In the LEO satellite systems handover means a procedure of

changing the assignment of a �xed unit, a Mobile Terminal (MT) on earth, from one mobile unit,

a LEO satellite, to another as the LEO satellites move. While in the terrestrial cellular system

a handover means a procedure of changing the assignment of a mobile unit (MT user) from one

�xed unit (Base Station) to another, as the mobile unit moves as given in �gure 4.2.6.The time in
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Figure 4.2.6: Di¤erent types of mobility in terrestrial cellular networks and satellite constellation
networks

which a satellite is visible from a MT is called the sliding window of this satellite constellation.

The visibility period of a satellite is de�ned as the maximum time duration that a MT is

located inside a footprint and can directly communicate with that satellite (about 15 minutes).

The satellite footprint is divided into several spot beams, and each spot beam can use several

di¤erent frequencies. Because the spot beam coverage area is much smaller than the footprint

coverage area, then the maximum visibility of a spot beam is around 1 to 2 minutes. This

means that a spot beam handover occurs more frequently than satellite handover. A handover
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can be initiated by the network, in which the decision is made by network measurements of

received signals from the MT user on the ground. Alternatively, a MT user on the ground can

provide a feedback to the LEO satellite concerning the signal received at the MT user. Various

performance metrics may be used in making a decision, such as call dropping probability (due

to the handover itself), probability of unsuccessful handover (due to an execution of a handover

with an inadequate reception condition), call blocking probability (due to unavailable capacity),

rate of handover (the maximum number of handovers per unit time), and handover delay (due

to the distance of the point that handover should occur and the point that the handover does

occur).

Stallings outlines several handover strategies [83]. Firstly he suggests a handover can be

initiated by measuring relative signal strength between two LEO satellites and the MT user on

the ground. The second strategy depends on threshold signal strength. A handover is initiated

when the signal strength between the LEO satellite and the MT user is lower than a certain

threshold value. In the third strategy, a handover can only occur if the signal strength of the

new LEO satellite is stronger by a margin H than the current signal strength. The last strategy

uses by using prediction techniques. The handover decision is based on the expected future

value of the received signal depending on the movement of LEO satellites.

A satellite handover takes place when an ongoing connection needs to be handed over from

one satellite to another satellite. There are two types of satellite handovers:

1. Intra satellite handover: handover occurs between satellites in the same plane (in �g-

ure 4.2.7 a handover of a connection of MT1 from satellite 1 to satellite 2 in plane 1).

The Gateway monitors the signal strength and the portable unit�s position relative to the

satellite. Since the Gateway has information about the portable unit positions and the

satellite positions, when the currently used satellite moves away from the portable unit,

the Gateway will contact the next available satellite in the same plane, to replace the

currently used satellite. The Gateway will send a message to the currently used satellite

(prepare to handover the portable unit) and to the next available satellite (prepare to

accept the portable unit). Then, the Gateway will send a message to the currently used

satellite to let the portable unit know, and to synchronize the timing arrival of the signal.
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2. Inter plane satellite handover: this type of handover occurs when a connection is handed

over to another satellite in another plane, due to the unavailability of a satellite in the same

plane, or due to the unavailability of satellite channels to accommodate this connection.

In �gure 4.2.7 a handover of MT1 connection from satellite 1 in plane 1 to satellite 3 or

satellite 4 in plane 2.
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Figure 4.2.7: The movement of satellite footprints and spot beams relative to a mobile terminal (MT1)
causes a handover

Stallings further identi�es another type of handover: a beam handover. Beam handover

occurs when a handover occurs in one satellite, and ongoing connection is handed over from

one beam to another beam from the same satellite. Beam handover can be classi�ed into two

categories:

1. Intra beam handover: This type of handover occurs whilst the portable unit is still inside

the same satellite�s spot beam, but because availability; interference or a country�s reg-

ulation, the portable unit has to use another frequency on the same beam. �gure 4.2.7

illustrates a handover of MT1 connection from one frequency to another frequency in

beam 2. If this happens the satellite will send a message to the portable unit to change

the frequency, which means that the satellite will initiate a handover.
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2. Inter beam handover: Inter beam handover occurs whilst the portable unit decides to use

another frequency in the adjacent candidate beams, due to the weakness of RF signal

power from the used frequency. �gure 4.2.7 illustrates a handover of MT1 connection

for example from beam 2 to beam 3. A portable unit monitors continuously the power

strength of the RF signal in the current beam and candidate beams. Once the RF power

strength in the current beam is lower than the candidate RF signal from the adjacent

beam, the portable unit initiates a handover request to hand over a user to the new

beam. If the handover is permitted then a new frequency will be assigned to the user.

Since the same frequency can not be used in the adjacent beams, IRIDIUM uses a 12-

beam reuse pattern. An inter beam handover can happen frequently; e.g. every 2 minutes

or even less. In this case, the portable unit will initiate the handover.

4.2.7 Perturbations of the Satellite Orbital

Theoretically, the satellite orbit follows the two-body gravity equations, but in practice there

are less than ideal factors that can invalidate this theory:

1. The earth�s unsymmetrical form: The earth�s diameter is longer at the equator than

between the poles. This makes it more complex to de�ne the gravity source point.

2. Solar and lunar e¤ects: The sun and moon�s gravity �elds in�uence the earth�s gravitation

�eld in relation to the satellite.

3. Atmospheric drag: Low orbital satellites encounter the atmospheric friction of the upper

layer of the earth�s atmosphere.

4. Solar radiation pressure: The collision between photons radiated from the sun and the

satellite cause a solar radiation pressure. This pressure is absorbed or re�ected.

In our simulation model, we make an assumption that these less than ideal factors have no

in�uence on our model. We consider only the orbital geometry, since it in�uences the satellite

coverage and diversity.
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4.3 Satellite Signal Processing in LEO satellites

4.3.1 Satellite Signals

Satellites can act as microwave repeaters echoing signals from earth stations, without any on-

board processing. Tanenbaum [128] notes that communication satellites generally have up

to a dozen transponders, where each one of those has a beam that covers a portion of the

earth below it, ranging from a wide beam 10,000km across to a spot beam only 250km across.

Transponders can have either a �xed beam to a speci�c earth station or a steerable beam.

Earth stations within a beam region can send information to a satellite on uplink frequency.

Satellite transponders will either amplify and rebroadcast them directly on downlink frequency

to the destination, or amplify them and send them to the next satellite, which is closer to

the destination. Di¤erent frequencies are used for the uplink and downlink paths to keep the

transponders from going into oscillation and prevent interference between two links [128].

Satellites operate on microwave frequencies, between 1 to 31 GHZ as given in table 3.3.1.

Microwaves signals transmitted between earth stations and satellites propagate along LOS paths

and experience free space loss that changes proportional to the square of the distance, Carlson

writes as [113]:

L = (
4�l

�
)2 (4.3.1)

where L is the free space loss, l is the distance in meter and � is the wavelength in meter. In

free space loss as given in (4.3.1), the path loss is considered to be ideal. There is no ground

re�ection or any multipath received in the receiver. This performs a minimum path loss and

consider as a lower limit of the basic path loss as given in (3.3.1).

In order to transmit signals over long distances, to minimize interference over the channel

and to be able to assign di¤erent channels of di¤erent frequencies modulation must take place,

where the information signal to be transmitted is modulated with a high frequency carrier

signal that varies some of its parameters according to the message signal. Some of the early

satellite systems used modulation based on frequency modulation, but new digital modulation

techniques evolved and are applied to the new satellite systems. Most digital transmissions

used by satellite systems are phase shift keying (PSK) techniques, which will alter the phase

of the carrier by 00 to 900 according to whether the binary signal having logic 0 or 1. Another
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popular digital transmission used is the o¤set PSK, which gives phase shifts of 00, 900, 1800,

2700.

4.3.2 Signal Distortions

Schi¤ and Chockalingam show that as a terrestrial cellular network, LEO satellite channels

are a¤ected by random varying losses due to di¤erent signal distortions. Due to the distance

between LEO satellites and the MT, the receiver will encounter transmission loss, which will

represent the distance attenuation [129].

Obstacles in the propagation path such as buildings and trees cause a shadowing loss.

According to Bekkers and Smits, in urban areas the shadow loss of the terrestrial cellular system

typically follows a log-normal distribution which varies in the range 4dB-12dB. In LEO satellite

systems the percentage of shadowed areas will continuously change with time. Shadowing is

larger at low satellite elevation angels than at high satellite elevations. Especially for urban

and suburban areas, shadowing will depend on the azimuth angle of the satellite as well [30].

Another type of loss, which will occur while receiving signals from LEO satellites, is called

multipath fading. This type of loss is caused by di¤erences in phases of signals received through

multiple re�ected paths. In cellular environments the received signal variation due to multipath

follows a Rayleigh distribution.

In the cellular environment, the Doppler E¤ect is due to the user movement only; for typical

operating frequencies (900-2000MHz) and user speeds (<100km/h) the shift in Doppler is less

than 200 Hz. While in a LEO satellite constellation since the base stations (the satellites) move,

even when the user remains static (e.g. �xed user terminals), there is still a Doppler due to the

satellite motion. The Doppler shift due to satellite motion is relatively higher than the Doppler

shift in the cellular system in the order of several tens of KHz in Globalstar L-band [25,26].

The �nal cause of signal distortions is specular re�ections. Since MTs antennas in the LEO

system have wide-angle patterns, which tend to collect more re�ected power than directive

antenna, the handheld user terminal antennas may collect strong specular re�ections from the

ground. This will result in signal strength variation. According to Gavish eth al., variation

will become higher once the surrounding area has a high re�ection coe¢ cient and as soon as

satellites are in low elevation angles. This variation of signal strength causes a problem during

87



handovers. The strength of the signal can vary in time too, as when LEO satellite is in a low

position on the horizon it will encounter a longer path through the atmosphere, which results

in a higher loss in the signal strength. Gavish et al. describes more about the impact of low

altitude LEO satellites into distance attenuation, Doppler E¤ects, power level consumption

based on the number of spot beams, up/down link frequency, antenna beam openings, and the

size of cells [29]. These impacts of low altitude LEO satellites into satellite signals determines

the QoS that LEO satellites can guarantee to the MTs.

4.4 Switching and Routing Processing

Depending on the type of transmitted signal and the expectation QoS, mobile satellite commu-

nication channels can provide three methods of channel processing:

1. Store and forward packet data channels are used to transmit small amounts of user data

with delivery times of several minutes. This type of channel is typically used for cargo

tracking services, paging and some emergency distress signaling.

2. Interactive packet data channels are used for services when a several minute transmission

delay is unacceptable. These services are typically interactive messaging services.

3. Circuit switched channels are used for applications requiring real-time voice communica-

tions or for transmitting large amounts of data, such as facsimile or �le transfers.

In some satellite constellations, routing of incoming calls from source to destination is per-

formed in Gateway stations (BP-Sat). Recently, routing processing has begun to be performed

on the satellite itself (XC-Sat and SW-Sat). Once there is an incoming call, the satellite decides

which path a current call has to follow. IRIDIUM is the �rst satellite constellation to provide

this onboard processing. A call from a MT can be routed within a satellite network and con-

nected to any MT in any location, or it can be connected to a public network through any ES.

The IRIDIUM system is based on GSM call processing architecture (see chapter 3), and ESs will

be connected to a GSM Mobile Switching Centre (MSC) with associated databases: Equipment

Identity Register (EIR), Home Location Register (HLR), and Visitor Location Register (VLR).

Some additional functions that are special to IRIDIUM system and not to GSM MSC should be
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taken care of by ES. When a MT originates a call, the IRIDIUM system will calculate the user�s

location. Each ES has information of the location area that the ES controls. MT locations will

be used to assign home ES (or visit ES, if the MT has roamed) which will control all procedures

for making a call. Based upon the MTs location and information about PSTN/PLMN (Public

Land Mobile Network) at that location, a PSTN/PLMN can be connected by ES to set up

the call. Using the MT position also, ES ensures compliance with national laws enforcing call

restrictions on MTs. The use of ISLs will remove the requirement for the ES to be continuously

available within the satellite footprint. Also, by using ISLs terrestrial charges can be kept to

a minimum, by routing a call to use ISL as far as possible to the closest ES to the origin, and

destination of the particular call. IRIDIUM uses a mixture of Time Division Multiple Access

(TDMA) and Frequency Division Multiple Access (FDMA) for its multiple accesses.

Teledesic provides onboard processing as well. Each satellite that serves an associated cell

manages channel resources (frequencies and timeslots) that can be used by this cell. A MT

uses the same channel resources during a call; irrespective of which and how many satellites are

serving this MT. Using this method channel reassignments would only happen by the handover.

A database onboard each satellite is used to avoid interference between cell areas. Teledesic

choose a combination of multiple access methods: space-time-and frequency-division multiple

access. Each super cell associates with one beam. Each spot beam is divided into some number

of cells, which can use the same spot beam. At any time only one cell will be scanned by

this spot beam. This is the TDMA part of the Teledesic multiple access method. Multiple

access between cells in a spot beam coverage area is called supercell. The Space Division

Multiple Access (SDMA) is used between cells scanned simultaneously in adjacent supercells.

Transmissions from satellites are synchronized so that each supercell will receive transmissions

at the same time. In order to ensure that there is no overlap between signals from cells a guard

band percell is used, while the FDMA part is in the cell�s time slot. Each terminal makes use

of FDMA in the cell�s time slot for uplink and ATDMA (asynchronous TDMA) for downlink.

Each terminal is allocated into one or more frequency slots on uplink for the call�s duration, and

on downlink a 512-bit packet header to separate users (rather than using a �xed assignment)

is used. Due to space separation of the Teledesic system, all supercells can use all available

frequencies. However, only one of the nine cells in a supercell uses all available frequencies at
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one time [127].

A connection request from one MT on earth will be served by a LEO satellite by providing

an available route in LEO satellite network from source to destination. A routing procedure

will decide which route a new connection should be allocated. Wood studied a simulation of

delay time for a tra¢ c sent from a ground terminal in London, England to Quito, Ecuador for

di¤erent types of satellite constellation The Teledesic proposed routing procedure achieved the

shortest delay path compared to a hop via two GEO satellites, a hop via a single GEO satellite,

and a Spaceway NGSO proposed routing procedure [118]. In each of these routing procedures

certain routing algorithms are included, which are needed to determine the best way to route

the incoming tra¢ c.

Communication companies in the world submitted their proposals for various satellite con-

stellations to the FCC in order to acquire their licenses. In their proposals di¤erent types

of onboard switching are suggested. Some companies consider an ATM-based switch as their

onboard switching such as the GEO based Spaceway satellite system. Some other companies

consider packet switching as their onboard processing for their LEO satellite system such as the

Teledesic system with its own designed protocols over ISLs and in the earth space interface [95].

4.4.1 Satellite Network Protocol

To some extent, satellite network characteristics will be di¤erent from those in terrestrial net-

works. A network interface has to be deployed before these two networks can interact with

each other. The satellite network interface unit, which is normally located in the Gateway will

convert and map terrestrial network protocol to a satellite network protocol and vice versa.

The characteristic di¤erence between satellite and terrestrial networks is found mainly in the

physical layer when an end to end or point to multipoint communication has to be accomplished.

Research by Emmelmann, Brandt et al. [63], made an assumption that the future satellite

systems are based on ATM network infrastructure, in which we can consider each satellite as

an ATM node, each ISL as a single Virtual Channel Connection (VCC), and the routing path

of a connection as a Virtual Path Connection (VPC). The system concept is given as in the

�gure 4.4.1 [63]:In �gure 4.4.1 a tra¢ c request from a user on the earth is converted by an

ATM Adaptation Layer (AAL) into an ATM tra¢ c format with their di¤erent type of classes
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Figure 4.4.1: ATM based LEO satellite network

(CBR,UBR, ABR, and VBR). It goes through the ATM layer and will be transmitted to the

LEO satellite by the satellite modem, which provides the satellite communication layers. Tra¢ c

from other users, including Internet tra¢ c and broadband tra¢ c from the IP network or other

broadband core networks, goes through the Interworking Units (IWU) before being transmitted

by the satellite modem in the Gateway to the LEO satellites.

With the increased use of the internet, more researchers are looking for the implementa-

tion of IP technology into satellite networks. Ekici, Akyildiz et al. propose a network layer

integration between terrestrial and satellite IP networks. The communication between these

two networks is to be enabled by introducing a new exterior Gateway protocol called Border

Gateway Protocol-Satellite Version (BGP-S). The hybrid terrestrial, satellite network architec-

ture is given in �gure 4.4.2. In this proposal, the satellite network is considered as a separate

Autonomous System (AS) with a di¤erent addressing scheme. The terrestrial Gateways act as

border Gateways on behalf of the satellite network and perform the conversion of addresses.

Then an exterior Gateway protocol such as Border Gateway Protocol (BGP) can �nd a path

over both networks. BGP-S will support the automated discovery of paths that include the

satellite hops. The terrestrial internet is presented as ASs, with its Interior Border Gateway

Protocols (IBGPs), Exterior Border Gateway Protocols (EBGPs). Active Peer Register (APR)
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provides a list of active peer Gateways connected to the satellite network [76].The interface

IP-Based Satellite network

IBGP
EBGP

AS AS

BGP-S BGP-S
APR (Active Peer Register)

Figure 4.4.2: IP-based LEO satellite network

between the terrestrial and the satellite network was introduced in both papers of Ekici, Aky-

ildiz et al. and Emmelmann and Bischl. The satellite network interface unit performs several

tasks to interface satellite network protocol and terrestrial network protocol. A protocol map-

ping or tunneling between the terrestrial network protocol and the satellite network protocol is

necessarily performed, in order to achieve communication between the satellite and terrestrial

networks [76].

They further show that the satellite interface network unit performs a multiplexing and

demultiplexing of the uplink and downlink streams from the satellite channel. Shaping is intro-

duced in the Satellite Interface Network unit (SIU), which can be used to preserve characteristics

of packets at the entrance of a satellite network. Introducing this shaping bu¤er can improve

throughput of the satellite network [64].

If we consider networking layers of di¤erent types of satellite constellations, (BP-satellites

and the XC-satellites/SW-satellites) the corresponding routing approach di¤ers only in the

space segment, satellite constellation. The ground segment of those satellites, Satellite Network

Interface Unit (SIU), has an almost similar structure. In XC and SW, there is a connection

between the Medium Access Control (MAC), Logical Link Control (LLC) and physical layer
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of one satellite into another satellite. A BP-satellite control only uses the MAC/LLC and

the physical layer of one satellite. In �gure 4.4.3 and �gure 4.4.4 the protocol stack of both

BP-satellite and XC/SW satellites is shown.In some XC/SW-satellite constellations the loaded

Figure 4.4.3: Network Layers of a Bent-Pipe Satellite system and the corresponding ISO/OSI reference
model [52]

tra¢ c is considered as multiplexed streams of short �xed-length packets, which contain headers.

Conversion of the packet format from the terrestrial network protocol to the satellite protocol

will take place in the Gateway, before the packet is forwarded up to the satellite. The Gateway

will also be responsible for the multiplexing and demultiplexing of the streams from the MTs.

In the satellite constellation, the MAC/LLC layer becomes signi�cant since it uses multiple

access to share the available communication medium. MAC/LLC will function as Radio Link

Protocol (RLP) in the terrestrial wireless environment (see chapter 2).

The main multiple access schemes in MAC/LLC are FDMA, TDMA, and Code Division

Multiple Access (CDMA). Detailed comparison between these three types of multiple access

scheme is given by Lutz and Stallings [53,94]. In addition the MAC layer scheme can be classi�ed

into three di¤erent access methods, which are suitable for tra¢ c with QoS requirements as put

forward by Cruickshank, Sun et al. [52]. According to Cruickshank, Shun et al., MAC layer

schemes can be classi�ed into the �xed access method, Demand Assignment Multiple Access

(DAMA), and adaptive access.
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Figure 4.4.4: Network Layers of SW/XC satellite constellations and the ISO/OSI reference model [52]

1. The �xed access method is used in order to meet the needs of constant high tra¢ c of

long duration. Available slots are allocated for speci�c terminals during the lifetime of

the terminals. If they do not occupy the allocated slot, then the slot will be wasted.

Lutz introduces channel borrowing scheme to increase tra¢ c allocation e¢ ciency. In this

scheme, if all channels in a satellite spot beam are fully occupied then a channel from

a neighboring spot beam is made [53]. According to Re, Fantacci et al., the number of

channels permanently assigned to each cell depends on the number of system resources

and the reuse factor [60].

2. The Demand Assignment Multiple Access method is used in order to meet the needs of

sporadic tra¢ c of long duration. There are two types of DAMA - �xed rate and variable

rate. Fixed rate DAMA has almost similar properties to �xed access scheme but a slot

is allocated to the terminal only during the connection, not during the lifetime of the

terminal. Variable rate DAMA allocate slots only when there are cells waiting for the

service. This will reduce the rate of collision. The drawback is corresponding delay,

which will start when the terminals ask for a slot and continue until the MT actually can

transmit their cells. According to Chitre and Yegenoglu, DAMA is implemented in the

COMSAT Linkway 2000 [130].
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3. The adaptive access method is used in order to meet the needs of multiple media with

di¤erent characteristics. Random-Reservation Adaptive Assignment (RRAA) is one of

the variations in adaptive access, which combines the three di¤erent types of accessing

method. RRAA is used in both LEO and GEO satellites.

Another type of access method, which it is not suitable for tra¢ c with QoS requirements, is

called Random Access method. Random Access method is used in order to meet the needs of

constant high tra¢ c with short to medium durations. Favorite Random Access is Aloha, this

access method allows MTs to transmit simultaneously. If a collision occurs then a retransmission

is necessary. This type of multiple access is not suitable for QoS, but well suited to best e¤ort

service.

Once a tra¢ c demand has an access to a satellite constellation, then the satellite networks

need to allocate a certain route from source to destination for this incoming tra¢ c. Since the

increased use of the internet in global communication, IP routing has become an interesting

research topic. Wood, Clerget et al., discuss three approaches to provides an IP routing interface

between terrestrial and satellite networks. The �rst approach is tunneling. The tunneling

approach can be used to isolate the constellation network�s routing from external networks

(terrestrial networks). A satellite constellation performs as a autonomous system and can create

tunnels across the network that link IP-capable entities on the ground. In order to be able to

send tra¢ c from one edge of the tunnel to another, it is necessary to know the constellation

address. These addresses are provided by a Constellation Address Resolution Server (C-ARS).

There are some disadvantages of this tunneling system because tunneling requires a processing

overhead, and it can give an unfair picture of the number of hops between two points. All tunnels

appear to have the same length, a single IP virtual hop. Since the header is encapsulated, the

Time to Live (TTL) hop-count is not decremented in the tunnel. The second type of approach

is using Network Address Translation (NAT), which translates the internal address realm in

the IP packet into a suitable external address in the other realm. The satellite constellation

network can be viewed as a private network. NAT introduces some implementation problems,

such as the renumbering of adding an extra ISL. The last approach is by using an external

routing for constellation networks, such as adding a Border Gateway Protocol (BGP), with

their satellite version as mentioned before in this chapter S-BGP [72].
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4.4.2 Signal Blocking and Satellite Bu¤ers

In order to increase the bandwidth availability, a higher frequency band is used. However, a

higher frequency in general has a greater e¤ect of transmission impairments because of atten-

uation loss due to atmospheric changes and the long distance between antenna and satellite

antenna. For a given frequency allocation for a service, a higher frequency is allocated for a

downlink and an uplink band. The higher frequency su¤ers from greater free space loss (greater

spreading) than its lower frequency. This loss results in a weaker signal received by a satellite

or a MT on earth. Due to this weak signal, sometimes during a connection between a satellite

and the MT on earth, the satellite/MT cannot maintain the minimum required signal strength

for a certain period of time. This results in a dropping of the tra¢ c channel to the MT.

In addition, the round trip delay time in satellite communication is relatively high com-

pared to the transmission time of a single frame. In case an error occurs in the transmission,

the general approach is to retransmit the error frame and all subsequent frames. In satellite

communication with a long data link, an error in a single frame will require retransmitting

many frames, which can result in the blocking of other incoming frames. Therefore, according

to Stallings it is likely to enable the receiver to correct errors in an incoming transmission on the

basis of the bits in that transmission. One example of this method is Forward Error Correction

(FEC) [83].

Signal blocking occurs in two di¤erent situations. When a MT initiates a new connection

via a satellite, the corresponding satellite allocates a tra¢ c channel for this request, if there is

an available capacity left. If there is no available capacity after several attempts, the connection

will be blocked (call blocking). The second situation occurs when a handover has to be initiated

from one LEO satellite to another. An existing connection is dropped in the handover process,

because of an overloaded capacity in the new LEO satellite (call dropping).

Both situations occur because the number of channels available in the corresponding LEO

satellite is less than the number of potential users, who request the LEO satellite service. For

a blocking system, the fundamental performance parameter is the blocking probability that a

request will be blocked.

In the case that a blocking system has a bu¤ering scheme, then the �not yet�serviced by

LEO satellites will be put in a queue. The next fundamental performance parameter is the
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average delay of the waiting period.

The di¤erence between the satellite environment and the terrestrial wireless environment can

be distinguished by their bu¤ering scheme. Cruickshank, Sun et al., noted that in the terrestrial

network, MTs can transmit at their peak bit rate and will be bu¤ered in their bu¤er system.

Bandwidth constraint will be activated on the outgoing link after bu¤ering. While in the

satellite constellation, bandwidth constraint will be activated before the bu¤ering/multiplexing

point. In this scheme, the transponder�s available power and bandwidth are shared between

MTs and Gateways, before bu¤ering [52].Figure 4.4.5 shows that incoming tra¢ c into the

Figure 4.4.5: Bu¤ering system in terrestrial network and satellite network

terrestrial network is bu¤ered following the peak rate of each MT, and bandwidth constraint

is performed as soon as the tra¢ c �ows out of the stations. While in satellite communication,

bandwidth constraint is already being processed to satisfy the constraints before the satellite�s

bu¤ers receive it. Therefore, each MT can only transmit following the bandwidth constraint of

the satellite communication.

The blocking system can be de�ned by two factors: the manner in which blocked calls are

handled and the number of tra¢ c sources. A blocked request for a connection can be handled

in two ways according to Stallings. First the blocked request will be put in a queue and wait for

a free channel which is referred to as Lost Calls Delayed (LCD); otherwise the blocked request

will be rejected and dropped. The second method leaves two assumptions about the action of

97



the user. The �rst assumption is that the user hangs up and waits some random time interval

before attempting to make another call. This is called Lost Calls Cleared (LCC). The second

assumption is when the user repeatedly attempts calling. This is known as Lost Calls Held

(LCH) [83]. Kobayashi, Yu et al., proposed various blocking system, which is called a loss

system [21,131]. In our studies, we introduce satellite network as a loss network.

4.5 Summary

The di¤erences between GEO satellites and LEO satellites show the di¢ culties and disad-

vantages arise when dealing with a dynamic topology of LEO satellites, in contrast to their

advantages in reducing the signi�cant propagation delay. There are di¤erent types of LEO

satellite systems, as in IRIDIUM satellite system, which uses ISLs to complete a connection,

and the GLOBALSTAR satellite system, which uses a BP-architecture. In this thesis, an

IRIDIUM-like satellite constellation with ISLs between the satellites is considered, because the

ISLs perform a kind of network by itself in the space, and this type of satellite system is more

independent than the terrestrial system. However, a consideration of the terrestrial network

system and architecture has been discussed, in order to integrate the satellite network and the

terrestrial system. Various ways of interfacing both systems are given such as the tunneling

method, translation of network address, and using an external Border Gateway Protocol. Issues

arising from the dynamic properties of the LEO satellite, such as the di¤erent type of handovers

are discussed and the satellite handover is considered including the interplane and intraplane

handover. Finally, two performance parameters for the evaluation of LEO satellite systems are

given, the call blocking probability and the delay time.
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Chapter 5

PROBLEM FORMULATION

5.1 Introduction

In this chapter, a problem formulation and the methodology to solve the tra¢ c allocation

problem in a dynamic LEO topology are discussed. First, a description of the problem in tra¢ c

allocation for multiservice tra¢ c in the LEO satellite network is given. Thereafter, a description

of the LEO satellite system, which is the focus of this thesis is given and includes the dynamic

topology of the LEO satellites and the type of satellite cells. Issues regarding handover and

ISLs follow.

5.2 Dynamic Topology of a LEO Satellite Constellation

The popularity of the internet and multimedia applications, in either a �xed network or mobile

network, using wired or wireless technology, has increased the instability in the amount of tra¢ c

loaded into the links, for a particular time interval. High variations of tra¢ c load in the network

links e¤ect the complexity of routing protocol. Di¤erent applications require di¤erent quality

of service, which attach added complexity to this routing problem.

This complexity is due to the type of tra¢ c, which needs to be transferred through a satellite

network. Furthermore, the LEO satellite network by itself introduces an extra di¢ culty to

provide optimal tra¢ c control. Since LEO satellites are moving continuously, network topology

becomes dynamic. There are two di¤erent approaches to describe this dynamic topology, based
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on satellite cells. Each satellite will enclose several installed spot beams and each spot beam

will contain several cells. According to Henderson and Katz, we can consider the cells as a

satellite �xed cell or as an earth �xed cell. In a satellite �xed cell, the satellite is considered

as having a �xed, non-steerable spot beam. The corresponding satellite�s footprint will move

relative to a particular position on the earth. In contrast, we can consider the cell as an earth

�xed cell. In this case, the satellite contains a steerable spot beam. The satellite spot beam

maintains a �xed satellite footprint on the earth. The satellite�s spot beam is aimed at a �xed

region on earth. Therefore, a region on earth could be serviced by the same satellite for a longer

period [24]. The distinction between these two approaches is explained in �gure 5.2.1 and 5.2.2:

Figure 5.2.1 shows three satellites attached with non-steerable spot beams (satellite �xed cell).

Figure 5.2.1: Satellite �xed cells

Satellite1 travels from time t0 to time t2 following clock direction. An observer, MT1 is able

to make use of the service coverage of satellite1 from time t0 to t1. At time t2, satellite1�s

footprint fades away from MT1. All existing connection from MT1 needs to be handed over to

the next available satellite before t2.

Figure 5.2.2 shows that satellite1 has the ability to steer the spot beam and maintain �xed

cell coverage on earth (earth �xed cell). Satellite1 starts to provide service for MT1 at time

t0. At this time, MT1 is approached by satellite1�s �xed cell coverage (satellite �xed cell).

Nevertheless, at time t2, satellite1 can provide MT1 with a service, but the service begins to

fade away. Therefore, an open connection of MT1 can utilize the same satellite during t0 to

t2.Consequently, an earth �xed cell based satellite requires less handover mechanism than a
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Figure 5.2.2: Earth �xed cells

�xed cell satellite. This leads to a less complex handover procedure in earth �xed cell compare

to satellite �x cells. Due to this complexity reduction, our proposed model will be based on

this earth �xed cell model.

In order to determine a LEO satellite position at a certain time, we need to know the orbital

shape and the altitude of the LEO satellite system. Let us consider a circular orbit. In a circular

orbit, a LEO satellite moves in its orbit in a relatively constant magnitude angular velocity with

a direction perpendicular to the radial direction. The orbital period follows from (3.3.2) and

(3.3.3). The orbital period is derived when the centripetal force is equal to the gravitational

force:

T =
2�R

3=2
satp

gmearth
(5.2.1)

Where Rsat is the total height of the satellite from the centre of the earth in meter (a summation

of altitude of the satellite h and the earth radius R), g is the earth�s gravitational force and

mearth is the earth mass. In a circular orbit, the angular velocity of this LEO satellite is then

given as follow:

vcircular =

r
g:mearth

Rsat
(5.2.2)

In the case of an elliptical orbit, the magnitude of angular velocity varies. Minimum velocity
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occurs in apoapsis and the maximum velocity occurs in periapsis (see �gure 5.2.3).

vmin(inapoapsis) =

s
g:mearth(1� e)
Rsat(1 + e)

(5.2.3)

vmax(inperiapsis) =

s
g:mearth(1 + e)

Rsat(1� e)
(5.2.4)

where e is the eccentricity of the elliptical orbit, (see �gure 5.2.3)

e =
Rapoapsis �Rperiapsis
Rapoapsis +Rperiapsis

(5.2.5)

Figure 5.2.4 shows the circular speed of both circular and elliptical orbits. The circular orbit

Elliptical
orbital
LEO

satellite

Circular
Orbital

LEO
satellite

v circ

v min

v max

R periapsis R apoapsis

r

Figure 5.2.3: LEO satellite position with their corresponding angular velocity in circular and elliptical
orbit

has an altitude of 700 km. In the circular orbit, the circular speed remains constant. Meanwhile

in the other two elliptical orbits, the circular speed varies with their longitude positions. The

�rst elliptical orbit has an altitude for the apogee of 700km and perigee of 1500km. The

second elliptical orbit is from the Molnya Russian satellite orbital. The altitude of its apogee is

about 40000km and the altitude of its perigee is about 1000km. It makes this type of satellite

orbit useful when the satellite is around its apogee. The time of this satellite orbit is about

12 hours.We consider in this thesis, a LEO satellite constellation with a circular orbital, with
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circular speed of circular and elliptical orbit
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Figure 5.2.4: Circular speed of a circular and two elliptical orbits

constant magnitude angular velocity. Since the magnitude of angular velocity is constant, which

can be derived from the latitude of its LEO satellite constellation, the LEO satellite position

in a certain time period, can be predicted. This prediction of satellite position is valid since we

consider an ideal situation in our LEO satellite constellation, wherein, no perturbation due to

the atmospheric layer occurs. This dynamic but predictable characteristic of the LEO satellite

delivers a good way of solving the handover problem, which will enhance the performance of

our routing algorithm.

5.3 Problem Formulation

In this section, we de�ne the problem that we are facing in tra¢ c allocation within the LEO

satellite network. First, we consider the routing problem. In this routing problem, we are

looking for an available path from source to destination. A path is available only if there is a

su¢ cient bandwidth remaining in each link of this path to accommodate the required incoming

tra¢ c. The total delay time from source to destination has to be less than the permissible delay

time of the incoming tra¢ c. Other constraints that we include are blocking probability and the

node degree constraint. In addition to this routing problem, there is an extra problem cause by

the dynamic property of LEO satellite topology. We consider this problem later in this chapter.

Moreover, we need to consider di¤erent QoS requirements of various types of tra¢ c. In our case,
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we consider only two types of tra¢ c, high and low priority of tra¢ c. The remaining bandwidth

of each link is demanded by these two tra¢ c classes. In order to satisfy their required QoS, we

add a privilege parameter in our routing algorithm. We introduce privilege parameter in chapter

7. This parameter de�nes the reserved bandwidth for high priority tra¢ c and the maximum

length of diverted path for low priority tra¢ c. We try to optimize the routing problem to

allocate various types of tra¢ c with di¤erent QoS requirements. This optimization problem

has an objective to achieve a minimum cost by considering delay time with the constraints, and

to maximize the remaining bandwidth by considering the two tra¢ c types.

In a satellite communication system along with ISL, connection will probably be composed

of more than one link (see �gure 5.3.1 ):

MT1MT2 =MT1Sk + Sk;i + Si;::: + S:::;l + SlMT2 (5.3.1)

where:

MT 1MT 2 = connection between Mobile Terminal 1 and Mobile Terminal 2

MT 1Sk = up link connection from Mobile Terminal 1 to Satellite k

Sk ;Si ;Sl ;S::: = Satellite k , satellite i , satellite l , and satellite . . . .

Sk ;i = inter satellite link between satellite k and satellite i .

SlMT 2 = down link connection from Satellite l to Mobile Terminal 2The related

Sk Si S…..

MT 1 ES1

ISL ISL
L 2

S…. Sl

MT 2ES2

ISL
ISL
L 2

Figure 5.3.1: Satellite connection from Mobile Terminal 1 to Mobile Terminal 2
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propagation delay from MT1 to MT2 (tprop) will be:

tprop = tuplink +
X
l2P

tISL0sprop;l + tdownlink (5.3.2)

with tuplink , tdownlink (in sec) the propagation delay of up- and down-link channel respectively.

tISL0sprop is the total propagation delay in the ISLs (l) belongs to path P .

Propagation delay in ISLs depends on whether the ISL is between satellites in the same

plane (intraplane), or between satellites in the neighboring planes (interplane). Ekici, Akyildiz

et al. show in their paper [69] that length of ISL (ISLlength) in the intraplane, is constant:

ISLlength =
p
2(Rearth + hsat)

s
1� cos( 2�

N=nplanes
) (5.3.3)

with Rearth is the radius of earth, hsat is the altitude of satellite, N is number of satellites in

the satellite constellation, and nplanes is the number of planes in the satellite constellation. The

length of ISL in interplane is variable and depends on the latitude of the satellite, �:

ISLlength =
p
2(Rearth + hsat)

s
1� cos( 2�

2� nplanes
)� cos � (5.3.4)

The uplink delay is also dependent on the uplink access mechanism and resource allocation

approaches: Random access, �xed assignment, �xed-rate demand assignment, variable rate

demand assignment, free assignment. These approaches are explained in more detail in [54�

56].The processing time in a satellite, tproc plays a role in the total delay of the end to end

connection. tproc is processing time delay due to processing time to allocate a channel in order

to satisfy tra¢ c demand. Total delay tdelay in ISLs between source to destination is

tdelay � tprop + tproc (5.3.5)

The processing delay depends on the type of processing that has to be undertaken in order to

allocate a �ow.

Guerin and Orda in their paper [9], give the processing delay for an end to end delay bound
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for a link as

tproc =
B

rmin
+

P
(k;l)2p vk;l

rmin
(5.3.6)

B is the size of the �ow bursts in bits, rmin is the minimal rate that can be guaranteed for end

to end connections in bit/second, (k ; l) is the link between satellite k and satellite l in the path

p, and vk ;l ;max is the �ow�s maximum packet size in the link (k ; l) in bits.

As in (5.3.5) total delay is composed of the propagation delay, which is subject to the number

of hop-lengths, distance between satellites, altitude of a satellite�s orbit, and the processing

delay, which is subject to the processing rate in each satellite and available bandwidth. We are

interested in implementing a routing control which will optimize the performance of the satellite

network, in the sense of total delay. We consider the delay as a cost in our optimization problem.

The formulation of our optimization problem is:

min

nX
k=1

nX
l=1

(ztotal;kl�kl) (5.3.7)

ztotal ;kl is the total cost function of all connection using the ISL between satellite k and satellite

l in order to satisfy satellite network tra¢ c demand between satellite k and satellite l , �kl as

given below.�i;kl is the tra¢ c load between satellite k and satellite l , which belongs to the

connection demand i

�kl =
X
i

�i;kl (5.3.8)

From (5.3.7), the total cost function z total ;kl is composed of z prop;kl , which is due to the

propagation delay, and z proc;kl which is due to the processing delay :

min(
nX
k=1

nX
l=1

((zprop;kl + zproc;kl)�kl)) (5.3.9)

The optimization of the satellite network�s performance based on various QoS requirements is

considered. Suppose that there is C tra¢ c classes with di¤erent QoS requirement D . If only

the delay parameter as the QoS parameter is considered, then Dc will represent the maximum

acceptable delay requirement of application in class C .

A path P can be taken into account to satisfy a class C tra¢ c demand if its total end to
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end delay, ttotal(P) � Dc . We assume in our case, that all propagation delays from neighboring

satellites using ISLs are identical. This means that the propagation delay of an ISL using link

(k ; l); tISL0sprop;l will be converted into tISL0sprop . The residual rate of each link (k ; l), rk ;l will

have di¤erent values subject to the available bandwidth on that link, bk ;l . as:

rk;l , bk;l (5.3.10)

We also assume an exponential distribution is used to model the distribution of the residual rate

on all links. It gives the probability of success that there are r units of remaining bandwidth

in link (k ; l).

pk;l(r) = e��k;lr (5.3.11)

where pk ;l( r) is the distribution of residual rate r on all links, and �k ;l is a constant value for

link (k ; l).

As we are interested in having an end-to-end QoS guarantee, from source s to destination

t , then a tra¢ c demand for a connection i from si to ti has an upper bound for the delay as

proposed by Guerin and Orda [9]

tupperboundc;i(P; r) =
�i + n(P )vi;max

rmin
+

X
(k;l)2P

tprop (5.3.12)

where �i is the bias value, related to connection�s i maximal burst, n(P) is the number of hops

in path P , vi ;max is the maximal packet size in connection i , and rmin is the minimal rate that

can be guaranteed to the �ow on each link along the path.

While the lower bound will be

tlowerboundc;i(P ) = tlowerboundc;i(P; r(P )) =
�i + n(P )vi;max

rmin(P )
+

X
(k;l)2P

tprop (5.3.13)

This becomes the minimal guaranteed delay. A path in a connection i will only be feasible if

the lower bound of time delay for a class c tra¢ c in path P is

tlowerboundc;i(P ) � tupperboundc;i(P; r) (5.3.14)
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and the minimum remaining bandwidth in path P is bigger than or equal to the bandwidth

required by tra¢ c class c (for link i in path P).

rmin(P ) � brequirement;c;i (5.3.15)

In our problem formulation (see (5.3.9)), we try to minimize the cost in zprop and zproc: . The �rst

term, zprop consists of the contribution from the number of hops n(P), while the second term,

zproc: concerns more to bandwidth perspective, r(P). Both of these terms construct overall

end-to end cost function from connection i . Therefore, the optimization criteria in (5.3.9) is to

�nd a path for every incoming demand, which will minimize delay due to the number of hops

in a path; and will maximize the residual bandwidth over the whole network which is related

to transmission rate as in (5.3.10). The problem formulation then becomes:

min(

nX
k=1

nX
l=1

(

IX
i=1

(tuplink;k + tdownlink;l + t(Pk;l)) +
�i;k;l + n(Pk;l)vi;max

bk;l
)�i;kl) (5.3.16)

This strategy attempts to �nd a path that minimizes the propagation delay by looking for the

minimal number of hops. It also tries to maximize the residual bandwidth.

As well as the above criterion, tra¢ c allocation necessitates satisfying the following con-

straints:

Bandwidth constraint:

The capacity of the transmission link between satellites is limited. Therefore, total tra¢ c

in a particular link (k ; l),vkl should be lower than available bandwidth in this transmission link

bkl . Total tra¢ c in this link is a summation of all connections i from source s to destination t

of those who use the link (k ; l), is;t

�kl � b(k;l) (5.3.17)

�kl =
X
c

Dc;kl (5.3.18)

This means that �k;l (the total tra¢ c load in the link (k; l) belongs to Dc;kl (tra¢ c demand for

all classes of tra¢ c c in the link (k; l)).

Node degree constraint:
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Maximum �ows that can be handled for each satellite de�ne node degree constraint.

1

2
[
NX
k=1

(Dc;kx +Dc;xk) +
X
y 6=x

bxy] � Fmax (5.3.19)

where, Fmax is maximum �ows in one satellite. Dc;kx and Dc;xk give the tra¢ c demand which

is started in satellite k and ends in satellite x and started in satellite x and ends in satellite

k respectively. The quantity bxy is the remaining tra¢ c demand which uses an ISL between

satellite k and satellite x as the intermediate satellite (the source and destination is neither in

satellite k or satellite x ).

Data loss on path constraint:

In our model, a drop tail queue model is used, which drops packets if there is no available

channel to allocate this packet. This model introduces a data loss into the model. Ansari,

Arulambalam et al. in [132] model a queuing analysis, which is derived from the birth-death

process of an M=M=m=m queue model. In order to reduce the complexity of the problem, we

consider using the drop tail queue model. Only data loss is considered, which corresponds to the

condition where there is no available channel to satisfy a demand. Collision, which occurs when

two packets use the same resource, is not considered in our model. Average blocking probability

is limited by permitted blocking probability, which re�ects performance of the satellite model.

�ploss(a;b) � (1� p�loss) (5.3.20)

where

�ploss(a;b) = average blocking probability

p�loss = permitted blocking probability

As a LEO satellite network has a dynamic topology, it introduces a complexity into the

above criterion. The problem of handover becomes a signi�cant issue in the LEO satellite

network in order to ensure that the ongoing connection can maintain communication, and that

the new arriving demand can be persuaded. Our proposed methodology to cope with these

issues is discussed in the next section.
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5.4 Methodology

LEO satellites move periodically in their orbits. Orbit periods of these satellites depend on

their orbital position. Chang, Kim, et al. denote orbital period of LEO satellites as oLEO and

the earth orbital period as oearth ; and express the system period as in [67]:

osystem = oLEO � oearth (5.4.1)

If we divide the system period into su¢ ciently small time intervals, so that we can make an

assumption that an MT can use the same satellite for the whole time interval the MT does not

need to be handed over to another satellite within this small time interval. We can assume that

the satellite position is unchanged within this small time interval.

Since the satellite�s position remains unchanged, it can be assumed that the satellite con-

stellation topology is unchanged within this time interval. Changes in the satellite�s topology

occur only in transition of time intervals.. In this transition of time intervals, we locate satellites

according to their new position in their topology and try to allocate the ongoing connection

(tra¢ c load) into this new satellite position. The satellite�s position will remain unchanged

until the end of the time period. In the next time interval�s transition, the same procedure will

be undertaken. Figure 5.4.1 as given in [67] shows this procedure in detail. We consider those

satellites, only partially visible within a given time interval, as invisible. The intention is that

an assumption can be made that the LEO satellite network has a �xed topology throughout a

time interval. A routing algorithm can be performed in the LEO satellite network, in the same

way as a set of routing algorithm in a �xed topology network.

Routing problems are separated into two phases. The �rst phase of routing problem deals

with tra¢ c allocation when the satellite�s position changes. This phase takes place at the

beginning of each interval. The second phase of the routing problem deals with tra¢ c allocation

where the satellite�s position can be assumed unchanged. This phase takes place inside the time

interval.

It is necessary to de�ne the length of time intervals where we can assume that the satellite�s

position is unchanged. Time intervals are determined by the satellite visibility period, which is

called the sliding windows of our satellite system. The length of the satellite sliding windows
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Figure 5.4.1: Periodical time division in equal initial length periodic

is dynamic, depending on the tra¢ c load on the network.

5.4.1 Updating Sliding Windows

The length of the sliding window�s period in our satellite system is updated to adhere to the

average tra¢ c load in the network. The length of the sliding window itself is only related to the

orbital period of the LEO satellites and the LEO satellite altitude, and we call it the maximum

length of the sliding windows. It de�nes the maximum length of time that a LEO satellite is

visible to a user on the ground. In addition, we divided the maximum length of the sliding

windows into smaller intervals, which are called the sliding window�s length period. This sliding

window�s length period has a variable length, which depends on the average loaded tra¢ c. The

variable length has its maximum, which is called the sliding windows maximum. This will be

explained further in the next paragraphs. We use Auto Regressive Moving Average (ARMA)

with order 2 to calculate the new sliding window�s length.

We assume that the tra¢ c load Qt is dependent on the tra¢ c load of the last two time

intervals Qt�1 and Qt�2 is.
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The Auto regression of order 2 AR(2 ) is:

Qt = �+ �1(Qt�1 � �) + �2(Qt�2 � �) + et (5.4.2)

, The Moving Average of order 2 MA(2 ) is:

Xt = �+ et + �1et�1 + �2et�2 (5.4.3)

So that the ARMA(2 ) is:

Qt = �+ �1(Qt�1 � �) + �2(Qt�2 � �) + et + �1et�1 + �2et�2 (5.4.4)

where �1, �2; �1, �2 are constant parameters, and � is the mean as given below

�t = E(Qt) � � (5.4.5)

and et is given as:

et = �2t = E2(Qt � �) (5.4.6)

The number of time intervals inside the system period Nnew is :

Nnew =

�
1 +

Qt �Qt�1
Qt�1

�
Nold (5.4.7)

with the new sliding window interval INew as follow

Inew =
oS
Nnew

(5.4.8)

where,

Inew , Iold = new and old initial length of sliding window

Nnew , Nold = new and old numbers of time intervals inside system period

112



5.4.2 Satellite Allocation at The Beginning of Each Sliding Window

In the earth �xed cell based satellite model, the satellite�s service coverage areas are occasionally

overlapping. A MT chooses a satellite, which has enhanced signal strength. Due to the orbital

movement of satellites, MTs retain a satellite in sight only for a few minutes, depending on the

altitude of the satellite and its orbital period. Cruickshank, H., et al. in their BISANTE project

Figure 5.4.2: Satellite visibility of Teledesic and Skybridge from [54]

report [52] calculated the visibility of Teledesic and SkyBridge satellites from di¤erent locations

on earth. Figure 5.4.2 shows the visibility time of Teledesic and Skybridge satellites from di¤er-

ent locations. For other satellite systems, to calculate the visibility of di¤erent satellite constel-

lations, the two line element set data is available at http://celestrak.com/NORAD/elements/.

Figure 5.4.2 shows that every MT on earth from latitude �=00 (in equatorial) to �=900 (in

polar region) can have 100% visibility of one Teledesic satellite, while, every MT on earth can

only maintain 100 % visibility for one Skybridge satellite between latitude �=00 to latitude

�=600. The visibility will diminish when MTs approach the polar region. 100% visibility of

two Teledesic satellites is available when MT is in about �=600 of latitude. Presume that the

percentage of visibility of n satellites, from a MT with � latitude, is �n;�. In �gure 5.4.3 A

MT with latitude � is at X on earth surface with O as earth centre. Assume that a satellite
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Figure 5.4.3: Visibility time interval of a satellite

moves in its orbit from time t0 (at A, which is the beginning of horizon from the position of

MT) to time t4 (at D , which is the other end of horizon from the position of MT). Suppose

that the satellite becomes visible to MT at time t1 (at position B) and will disappear after

reaching position C (at time t3 ); the satellite becomes visible at time t1 , where the satellite

has elevation � and angle � (\BXA) to the MT.

We are interested in the length of trajectory from t1 to t3 ; which is the time that a satellite

is visible from MT. The related angle is 2 � (�+�).

OX

sin(\XBO) =
OB

sin(\BXO) (5.4.9)

where, OX is the earth radius (Rearth) and OB is the satellite distance from earth centre

O(Rearth+Rsatellite). Rsatellite is the satellite altitude from earth surface. \XBO is the total

angle of (�=2 � (�+�+�))

�+ � =
�

2
� �� arcsin(

Rearth sin(
�

2
+ �)

Rearth +Rsatellite
) (5.4.10)

The length of trajectory that satellite will be visible is then

2(�+ �) = � � 2(�+ arcsin(
Rearth sin(

�

2
+ �)

Rearth +Rsatellite
)) (5.4.11)
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The maximum sliding window (in minutes) then becomes

Slidingwindowmax = (� � 2(�+ arcsin(
Rearth sin(

�

2
+ �)

Rearth +Rsatellite
)))� oLEO

2�
� �n; (5.4.12)

in which the satellite moves with the angular velocity of ( 2�)/OLEO rad/minute.

For example for an IRIDIUM constellation OLEO =102 minutes, Rsatellite = 780 Km and

the Rearth= 6376 Km.

The satellite is invisible for a fraction of time, which is the area of the sphere de�ned by the

satellite orbits:

Tinvisible =
4(Rearth +Rsatellite)

4�(Rearth +Rsatellite)2

1Z
0

1Z
0

dxdy

sqrt((Rearth +Rsatellite)2 � x2 � y2)
(5.4.13)

Supposing that the satellite will immediately become visible on the horizon and disappear at

the other end of the horizon (�=0), presume that the visibility of one (n=1) satellite from every

latitude on earth surface is 100%. The maximum sliding window should be about 15 minutes.

In �gure 5.4.4, there are �ve di¤erent altitudes of LEO satellites: 300km, 600km, 900km,

1200km, and 1500km. The orbital periods of these LEO satellites are given respectively:

90minutes, 96 minutes, 102minutes, 109 minutes, and 115 minutes. In the case that the LEO

satellite with altitude of 600km has a full visibility (100% visibility), then the maximum sliding

window of this type of satellite is 14 minutes. In case that the LEO satellite has only 75%

visibility, then the same satellite will have only 11 minutes of its sliding window.

Sliding window length suggests that we should apply an updating period smaller than this

maximum sliding window, to ensure that the ongoing connection can be maintained when the

satellite becomes invisible.

Prior to the disappearance of this satellite a new connection needs to be established. A

handover procedure to the new approaching satellite needs to be constructed. In case we only

have one visible satellite at a time, the handover procedure needs to be initiated before the

currently used satellite becomes invisible. This case is shown in �gure 5.4.5. A connection

between MT1 and MT2 is constructed using satellite 1(Sat1) and satellite 2(Sat2), via ISLs
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Figure 5.4.4: Maximum sliding window of various LEO satellite altitude with various percentage of
visibility

between these two satellites. MT1 is currently inside the service coverage of Sat1, while MT2

is located inside Sat2�s service coverage. Both satellites move following clockwise direction as

given in �gure 5.4.5. MT2 starts losing service coverage from Sat2 and starts to obtain Sat1�s

coverage. Since currently MT2 is only covered by Sat2, then it needs to start the handover

procedure to allocate the connection to the next available satellite, Sat1.

In the case that two or more satellites are visible at the same time, a soft handover can

be used to allocate the ongoing call into another visible satellite, which has a better signal

performance or better visibility than the current one. This case is shown in �gure 5.4.6. MT2

is currently in the coverage of Sat3 and Sat4. Soon, Sat3 and Sat2 will cover MT2. Every

time there should be two visible satellites for each user. MT2 compares signal strength between

these two satellites and chooses the best satellite to build a connection.

5.4.3 Handover

Satellite links in the LEO satellite constellation are constructed from two di¤erent types of

ISLs. The �rst one is the intraplane satellite connection. This is an inter satellite link which is

constructed between two satellites in the same plane; whereas, interplane satellite connection

is an ISL which is constructed between two neighboring satellites in a di¤erent plane.

The intraplane satellite connection remains continuous for the whole period of time, while

interplane satellite connection in some LEO topology will be turned o¤ for a period of time.
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Figure 5.4.5: Handover procedure between neighboring satellites

For example, in the near polar constellation, intraplane satellite connection is switched o¤ in

the polar region, to reduce the signal interference. In the case of IRIDIUM intraplane ISLs will

only be maintained between latitudes of approximately 60� north or south of the equator [58].

A �rst degree ISL only provides a connection between a satellite with its direct neighbors.

A second degree ISL will provide a connection between a satellite with not only its direct

neighbor satellites, but also with the next neighbor satellites as shown in the following �gures

(�gure 5.4.7 ). Sat1 in the �rst degree ISL has 4 neighboring satellites, which Sat1 can directly

communicate with. In the second degree ISL, Sat1 has more neighboring satellites, with which

Sat1 can communicate (�gure 5.4.8). ISL connections will be turned o¤ whenever the satellites

are in the polar region or when the satellites are in the seam. Satellites will be in the seam, if

the satellites are in the neighboring planes and the moving direction of the satellites in a plane

is in counter rotating with the satellites in the neighboring plane.In �gure 5.4.9, the satellites�

positions are given in their orbital plane. There are 6 planes with 11 satellites on each plane.

Satellites in the third plane move in a counter rotating direction to satellites in the fourth

plane. Satellites on these planes are in the seam with each other. Hence, in some LEO satellite

systems, ISLs between those satellites on these neighboring planes are turned o¤.

In �gure 5.4.10, ISLs between neighboring planes are given. ISLs between satellites on

the third plane and satellites on the fourth plane, and ISLs on the polar region are usually

turned o¤. Besides intersatellite handover, there is another type of handover, which is called
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Figure 5.4.6: Soft handover procedure

intrasatellite handover. This is a handover between spot beams in one satellite. The last type of

handover is a handover that occurs once the ISLs between satellites (either on the seam region

or near polar region) are turned o¤. In our model, we only consider the intersatellite handover.

The other two types of handover will be the interest of our future research.

Akyildiz, Uzunalioglu et al. discussed handover procedures in their paper [58, 62]. They

propose Footprint Handover Rerouting Protocol (FHRP), which has two phases: route aug-

mentation, and rerouting. FHRP has a goal to �nd an optimum route without performing any

�nding algorithm after a handover. A handover is necessary as soon as one of the end satellites,

either the source or the destination satellite, is no longer visible or available for the MTs, or

because the ISL links are turned o¤ [58,62].

We apply an almost comparable handover procedure, except that in our model, we consider

handover of the ongoing connection to the next visible satellite on the same plane. This will

reduce the complexity when the satellites are in the polar region, or when the satellites are in

the seam orbital planes. Figure 5.4.11 shows a case in which an ongoing connection from source

s (satellite2 ) to destination t (satellite4 ) needs to be handed over. Due to their movement,

satellites become invisible from MTs past the maximum sliding window time. A handover needs

to be performed to maintain this connection. Since we know the satellite�s orbital direction (as

given in �gure 5.4.11), the next visible satellite for s will be satellite1 , and the next visible
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Figure 5.4.7: One degree ISL

Figure 5.4.8: Two degree ISL

satellite for t is satellite7 . Both satellites, satellite1 and satellite7 are on the same orbital

plane with satellite2 and satellite4 , respectively. Intraplane handover will be performed from

satellite2 to satellite1 and from satellite4 to satellite7 . The resulting new connection after the

handover is shown below:

Pnew = lSnewSold + Pold + ltoldtnew (5.4.14)

The new connection Pnew will be constructed from �rstly the old connection Pold ; secondly by

adding the ISL between the new source and the old source ( lsnew;sold ); and �nally by adding the

ISL between the new destination and the old destination ( ltold;tnew ). In our example, the new

connection will be 1 ; 2 ; 3 ; 4 ; 7 .
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Figure 5.4.9: Satellites constellation with their orbital position and direction

5.4.4 Di¤erent Types of Tra¢ c Classes

Since we are dealing with the demand of various tra¢ c classes, we introduce a mechanism in

which more privilege will be given for higher priority tra¢ c. In order to do this, we introduce a

parameter �c into our problem formulation. �c is a privilege parameter for tra¢ c class c, which

will set up the objective function (5.3.9) of our routing allocation problem as shown below:

min(
NX
k=1

NX
l=1

(

CX
c=1

IX
ic=1

(zpropkl + �
c zprockl)vi;kl)) (5.4.15)

With class c, 0<c � C in a satellite network which supports C classes of tra¢ c. In the second

term, in (5.4.15), we introduce a notional cost based on the unused capacity of the transmission

link. As available bandwidth of a transmission link is limited, it is important to share tra¢ c over

the whole network. When all links have a spare capacity, then the ability to handle additional

demand is enhanced. Hence, when adding a new demand to an existing pattern of tra¢ c, we

assign a higher cost if the tra¢ c is allocated to a link with little remaining capacity. This tends

to divert new tra¢ c to paths with spare capacity. The two terms in objective function may

sometimes con�ict, since the minimum hop route will not necessarily minimize the cost due to
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Figure 5.4.10: ISLs on the seam region are turned o¤

the bandwidth available. By introducing �c in (5.4.15) we would like to give a preference to a

high priority class of tra¢ c and provide a mechanism to give preference to lightly-loaded links

and allow a better control of tra¢ c distribution. We use a large value of �c for a low priority

class of tra¢ c, and a small value of �c for a high priority class of tra¢ c. By assigning a large

value of �c to a low priority class of tra¢ c the low priority of tra¢ c is diverted to lightly-loaded

ISLs. Hence, we can reserve some amount of bandwidth for high priority tra¢ c. The choice of

the value �c depends on how much reserve space should be allocated to the high priority class,

and also, on the maximum hops allowed to re-route the low priority tra¢ c. In our research, we

consider 2 classes of tra¢ c, namely the high priority tra¢ c and the low priority tra¢ c.

5.4.5 Analysis of Implementation

Handover and channel assignment problems should be considered simultaneously, in order to

obtain an optimal policy, which takes into account cost function, blocking rate and call quality

in the satellite system.

Due to the relative movement of satellites with respect to mobile users, several satellite

handovers are necessary during a voice call. Since satellites are traveling along their orbit, con-

nection of any user to the satellite must be handed over to a new satellite footprint, although the
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Figure 5.4.11: Intra plane handover procedure

user has never moved during the call session. The handover request has higher priority over new

arrivals. Traditional handover schemes for terrestrial cellular networks are based on threshold

policies. Recently, handover phenomenon was formulated as a reward/cost optimization prob-

lem. The received signal is considered as a stochastic process with an associated reward, while

the handover is associated with a switching penalty.

The message of each active user is divided into packets with identical length, and time is

divided into slots. The duration of these slots is equal to the transmission time of one packet.

Signal strength between MT and the satellite is measured periodically at the beginning of the

time interval, in order to make a handover decision.

The handover decision and channel assignments are made after each measurement is made.

In our simulation, we use the distance between MT and the satellite as the basis of handover

decisions. The handover is initiated as soon as another satellite has a closer distance to the

MT than the current satellite. Satellite candidates must have a minimum elevation, �min to

establish a link with this MT. Links between MT and a satellite, which have low elevations are

easily shadowed. It is assumed that the variation of satellite elevation only comes from satellite

movements. Movements of MT have no e¤ect on the elevation angle.

We follow the UMTS handover procedure, which consist of the following three phases.

The �rst phase is the information gathering phase (handover initiation phase). In this phase,

information about signal strengths and location of satellites is collected. The second phase is
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the decision phase. Based on the gathered information, decisions will be made regarding which

connection needs to be handed over, and which satellite has the ability to preserve the QoS

guarantee. The last phase is the execution phase. In this phase, the actual handover procedure

is performed.

5.5 Summary

In this chapter, we de�ned the optimisation problem, which occurs when we allocate di¤erent

types of tra¢ c classes into a dynamic topology of LEO satellite networks. Firstly, we considered

the characteristics of dynamic LEO topology with their satellites are moving in a predictable

way. We used this information to predict the satellite position in the next time interval. We

divided the orbital period of satellites into small time intervals. We made an assumption

that the satellite position will be unchanged inside these time intervals. The satellite position

changed only at the beginning of each time interval. Our objective function consisted of two

parts. The �rst part is due to the weighted delay in propagation time, and the second part is

due to the remaining bandwidth. In order to reduce the complexity in the case of the handover,

we considered the handover of an ongoing connection to the next visible satellite in the same

plane. In addition, we keep the middle part of the ISL�s path between the source and the

destination. We added an extra new path between an old source to a new source and an extra

new path between an old destination and a new destination, respectively. Moreover, since we

are dealing with a multimedia type of tra¢ c, which consists of two types of tra¢ c (high and

low priority tra¢ c), we introduced a privilege parameter. This parameter is used to give more

privilege to the high priority tra¢ c and to distribute the tra¢ c more evenly over the satellite

network.
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Chapter 6

ALGORITHMS

6.1 Introduction

In this chapter, we discuss various algorithms which are related to our tra¢ c allocation problem

in the LEO satellite. Much research has been undertaken into tra¢ c allocation algorithms, the

objective of which is to allocate tra¢ c demand in di¤erent networks. In the following section, an

overview of various tra¢ c allocation and scheduling algorithms that have been studied is given.

Thereafter, an overview of basic algorithms which are used to perform our tra¢ c allocation

algorithm is given; namely Genetic Algorithm (GA), Linear Programming (LP), Tabu Search

(TS) and Dijkstra Shortest Path algorithm (SP).

6.2 Various Tra¢ c Allocation Algorithms

There is a change of characterization in communication tra¢ c from traditional tra¢ c, which

is dominated by voice service, into a multimedia tra¢ c which has video, voice, and other data

tra¢ c. This change the way that tra¢ c should be allocated in a communication network, from

a best e¤ort based tra¢ c allocation to a QoS based tra¢ c allocation. This, in turn, changes the

way that a routing algorithm is implemented in the communication network. Lee Breslau and

Shenker compared the two di¤erent type of tra¢ c allocation, best e¤ort service and reservation-

capable service to guarantee a QoS [33]. Paschalidis and Tsitsiklis propose a routing algorithm

which has a congestion dependent cost as a way to provide QoS guarantee. They considered
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an exact and approximation approach of computation. They demonstrated that by using an

approximation approach a reasonable performance of routing algorithm could be obtained [34].

Bremler-Barr, Afek et al. illustrated another type of algorithm which schedules tra¢ c from

node to node. They introduce a clue into the IP header. In this approach, they add an extra

5 bits in the IP header to tell its downstream router where a good point to start for the IP

lookup is [40]. Lai and Chang, Orda, Shaikh, Rexford et al. studied other types of IP based

routing algorithm in ATM networks environment [41�43]. While Chlamtac and Farago, Kwon,

Choi et al., Lu, Bharghavan et al., Sarikaya et al. analyzed routing algorithms in a wireless

environment. If a routing algorithm is used in a wireless environment, unique characteristics

of wireless media (�bursty�channel errors and location dependent channel capacity and errors)

should be introduced [4,44�46]. Various adaptive routing algorithms perform a fair scheduling of

delay and rate-sensitive packet. In [133], the authors propose a scheme of predictive bandwidth

allocation strategy that exploits the topology of the network and maintaining high bandwidth

utilization. The results showed a low call dropping probability, and provide a reliable hando¤ of

ongoing calls. The authors divided the reservation scheme into two strategy, �xed reservation

and predictive reservation. In the �xed reservation, available bandwidth is permanently reserved

for hando¤. While in predictive reservation, available bandwidth is reserved using a probabilistic

approach. Through adaptive routing algorithm, tra¢ c allocation in a network could be updated

according to the current condition of the network. These adaptive routing algorithms are studied

in [6, 47�49].

In the satellite network tra¢ c allocation problem, some studies have been done to �nd the

best way of allocating tra¢ c demand into satellite links. Throughput evaluation and channel

assignment for a Satellite Switched CDMA is investigated in [134], in which the uplink and

downlink channel assignment is considered in terms of space, frequency and code division.

Tra¢ c allocation for the LEO satellite system is investigated in [61], in which di¤erent types

of queuing systems are used such as First Input First Output (FIFO), Last Useful Instant

(LUI) - based on the maximum time that a handover needs to be accomplished. In this paper,

research is focused on the handover performance and the queuing process before assigning a

channel. Fixed Tra¢ c allocation with Queuing Handover (FCA-QH) requests and Dynamic

Tra¢ c allocation with Queuing Handover (DCA-QH) requests are discussed. These show that
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DCA obtain signi�cant improvement in terms of maximum tra¢ c intensity per cell and capacity

per cell. A performance study of the LEO satellites in terms of system capacity and average

number of handovers is studied in Ganz, Gong et al. paper [28]. This study focuses on the

IRIDIUM system. Policies for handovers and channel assignment in the LEO satellites, by

considering the LEO satellites as bent-pipe transponders are investigated in [135]. A �nite-

horizon Markov decision process is formulated using the probabilistic properties of signals and

of the tra¢ c in the footprints, which have an objective to minimize the switching costs and the

blocking costs of tra¢ c. Tra¢ c management in a GEO satellite consisting of ground stations,

which perform a mesh connected topology is studied in [132]. The optimization used two neural

network based optimization techniques: simulated annealing and mean �eld annealing (MFA),

which show a better performance than the pure dynamic routing with a �xed con�guration as

used by AT&T�s Dynamic Non hierarchical Routing (DNHR) method, and Canadian Telecomm

Dynamic Control Routing (DCR).

In a satellite communication, one of the most signi�cant parameters of QoS is the delay

time. Therefore, delay time becomes an important factor in a routing algorithm in a satellite

communication network. There has been some research undertaken considering a routing allo-

cation problem and admission control in satellite communication. In [136], the authors derived

a new algorithm called Gauge & Gate Reservation with Independent Probing (GRIP), which

proposed a solution for the admission control problem in a heterogeneous network, comprised of

satellite and terrestrial network connected to an IP core network. GRIP is intended to operate

over Di¤serv Internet, and is composed of three components: GRIP source node protocol, GRIP

destination protocol, and GRIP Internal router decision criterion. In a yet to be published pa-

per [137], the authors develop a routing and scheduling algorithm for packet transmissions in a

LEO satellite network. In this paper, they consider three transmission scheduling schemes to

decide which packet they will route �rst: the random packet win, oldest packet win, and shortest

hop win. The winning packet will have the highest priority to be routed to its destination. The

routing algorithm, which is used in both papers, is the shortest path algorithm. Ekici, Akyildiz

et al. consider a Border Gateway Protocol Satellite version (BGP-S). In BGP-S a new path

from source to destination is discovered, by measuring the delay from BGP-S to the destination.

This delay information remains local to the BGP-S protocol. If alternative paths are available,
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the choice is based on the delays on the existing paths [76]. Sun and Modiano evaluate di¤erent

aspects of primary capacity and spare capacity for recovering from a link or node failure. This

is useful in case of handover in the LEO satellite network. In general, in case of a link failure, a

restoration scheme can be classi�ed as link-based restoration whereby a¤ected tra¢ c is rerouted

over a set of replacement paths through the spare capacity of a network between the two nodes

terminating the failed link or as path-based restoration whereby a¤ected tra¢ c is rerouted over

a set of replacement paths between their source and destination [138].

The link based scheme is signi�cantly simpler and faster to recover than the path-based

scheme. On the other hand, the amount of spare capacity needed for the link-based scheme

is greater than that of path-based restoration, since the latter has the freedom to reroute the

complete source to destination path using most e¢ cient backup path. Some aspects mentioned

above such as adaptive, link based and path based restoration, the use of alternative paths

available in a local table (such as BGP-S) is accommodated into our routing algorithm. Our

combination algorithm, GALPEDA, applies these properties to enhance the routing perfor-

mance. Before we discuss di¤erent algorithms, which are used as the base of our GALPEDA

algorithm, a brief explanation of our combinatorial optimization problem is given.

The problem of �nding an optimal tra¢ c allocation in a satellite network, while respecting

some constraints, can be considered as the combinatorial optimization problem. Suppose that

there is a computational problem g(n), which has an input domain set �g of instances and for

each x 2�g there is a corresponding solution answerg(x). A feasible solution for the problem

g(n) is a subset �g(x) 2 answerg(x).

According to Corne, Dorigo et al., an algorithm attempts to solve g(n) of an input x 2�g
by �nding an output y 2�g(x). If �g(x) is empty an algorithm should be able to tell us that

there is no such output y 2 �g(x). Combinatorial optimization problem is a special kind of

search problem where every instance x 2�g has a set solution �g(x), which satis�es an objective

function and a goal [139].

Aarts and Lenstra de�ne a combinatorial optimization problem as: �A combinatorial opti-

mization problem is a problem of decision making in case of discrete alternatives and solving

them to �nd an optimal solution among a �nite numbers of alternatives�. A combinatorial

optimization problem is speci�ed by a set of problem instances and it can be de�ned as a mini-
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mization problem or a maximization problem. A decision needs to be made based on the sum of

costs criterion, which will provide a quantitative measure of the quality of each solution [140].

Optimization problems in satellite networks belong to this combinatorial optimization prob-

lem. As the complexity of the decision in satellite tra¢ c allocation problems could not be solved

by a deterministic Turing machine in polynomial time [141], this combinatorial optimization

problem will belong to the class Nondeterministic Polynomial-complete (NP-Complete) prob-

lems. The design problems of choosing a set of links for a given set of nodes to satisfy some

cost constraints is considered as NP-hard [142]. Therefore, the complexity of this optimization

belongs to NP-hard.

According to Mitchell, there are three di¤erent approaches to solving this NP-hard type

of problem. We can choose an enumerative method that will guarantee �nding an optimal

solution, but the processing will probably be impractical. A di¤erent approach is found by

using an approximation algorithm that runs in polynomial time, which will attempt to locate

the optimal solution in respect to some constraints. The last approach is by applying some

type of heuristic technique, without any guarantee in terms of solution quality or running time.

Metaheuristic will refer to a strategy to guide and modify other heuristics to produce a better

solution than the solution, which is normally generated in a guest for local optimality [143].

Usually, in metaheuristic an adaptive memory, neighborhood exploration, and a method of

carrying the current solution throughout one iteration to another will be used.

In this approximation approach, there are two classes of approximation algorithms according

to Aarts and Lenstra: constructive and local search. In constructive algorithms, searching for

an optimal solution starts with an empty space of solution. Iteratively searching procedure

composes the solution. While the local search algorithm starts with an initial population,

searching procedure explores a superior alternative solution in neighboring space of the initial

population. Some algorithms, which belong to this local search class, introduce a distinctive

characteristic into their searching procedure in which an alternative solution can be explored

in the other neighboring space. This is an extension of local search algorithms, by performing

the �rst approach: a multistart approach. In this approach, a simple local search algorithm is

performed several times using di¤erent initial solutions as the starting point and keeping the

best solution found as the �nal solution. The second approach is the multilevel approach. In
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this approach, an iterated local search algorithm is performed, in which the starting point of

subsequent local searches is obtained by modifying a local optima from the previous run. The

last approach is a search strategic approach, which is a search strategy that is performed to

�nd a cost-decreasing neighbor [140].

In the local search, neighborhood is a signi�cant aspect. The local search algorithm begins

with an initial solution and then iteratively attempts to �nd better solutions by searching the

neighboring space. Three basic steps need to be performed: generation of an initial solution,

generation of a neighboring solution, and cost calculation of the solution.

In Sedgewick, performance of combinatorial algorithms is distinguished in the worst case

and the average case. In the �rst case of performance analysis, we need to ignore constant

factors to be able to determine the functional dependence of running time on di¤erent types

or number (size) of inputs, n. �A function g(n) will have order of computational complexity of

O(f(n)) if there exist constants x0 and n0 such that g(n) is less than x0 f(n) for all n>n0. The

worst case running time is the maximum time that the program would need to execute for an

input of size n�. Introducing this worst case performance analysis will allow us to de�ne the

upper bound of the computational complexity of an algorithm. In the second case, the average

case, we calculate the average number of times each instruction is executed. The total time will

be the summation of time required for performing all of these instructions together [144].

The performance analysis of an approximation algorithm can also be quanti�ed by its run-

ning time and its solution quality. The running time will be given by the number of CPU

seconds. The quality of the solution will be measured by the ratio of its cost value to that of

an optimal solution or some bound for the optimal value.

Besides these performance analysis measurements, if we choose an algorithm, some ad-

ditional considerations need to be looked at. The �rst consideration is to �nd the simplest

algorithm, which can solve a given problem. A very careful investigation needs to be made for

the bottlenecks in the system. Especially in large systems, it is often the design requirements

of the system that dictate from the start which algorithm will be e¤ective. Relatively faster

algorithms are often more complicated, but sometimes it is not much more complicated than

a slower one. Therefore, we need to consider whether we would like to deal with the added

complexity to increase the speed of our algorithm. Another factor is the reliability/robustness,
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which is a measurement of whether the algorithm will work correctly for di¤erent types of input

data.

With these considerations in mind, we propose a combination algorithm to solve the tra¢ c

allocation problem in satellite network. We consider a combination of GA, LP and Extended

Dijkstra shortest path Algorithm (EDA). We use GA to solve a global tra¢ c allocation problem

to improve the solution�s quality. A mutation property of GA is used in order to escape from

the local optima. LP is used to perform the crossover of GA. EDA is used in order to solve

the local tra¢ c allocation problem in a very short running time. In GA we use the �rst type

of approximation approach. First we start with an empty space and iteratively we generate an

initial population. In addition to that a multilevel approach is used between the time intervals,

wherein the solution of previous time interval is modi�ed and inserted into the new initial

population. We consider a combination of these algorithms to �nd a near optimal solution

within a reasonable running time. We propose in our research a combination algorithm to solve

the tra¢ c allocation problem in satellite networks in two ways.

The �rst tra¢ c allocation problem will occur at the beginning of the time interval, when the

satellite�s positions are updated. And the second tra¢ c allocation problem will occur inside the

time interval, when we can assume that the satellite�s position remains unchanged. We consider

four di¤erent algorithms, which have useful properties in our satellite environment: the genetic

algorithm (GA), the Linear Programming (LP), the tabu search (TS) and the Dijkstra shortest

path algorithm (SP).

6.3 Genetic Algorithms

Some researchers realized that they could use the idea of real evolution in computer program-

ming. According to Miller, in the mid 1960�s, Lawrence Fogels suggested a new type of pro-

gramming, evolutionary programming. They suggested a simulated evolution for simulated

intelligence [145]. Later, according to Goldberg, John Holland and his students at the Univer-

sity of Michigan developed GA in the late 1960s and published in 1975 in his paper "Adaptation

in Natural and Arti�cial Systems". The distinguished property of GA rather than other opti-

mization and search procedure is that instead of working with the parameters themselves, GA
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works with a coding of the parameter set. Moreover, GA starts the search from a population

of points instead of only a single point. GA uses the objective function information and prob-

abilistic transition rules instead of using deterministic rules [146]. In the 1970s, two di¤erent

evolutionary algorithms, the GA of Holland and the evolution strategies of Rechenberg-Schewel

merged [140]. The algorithm of Holland is more in adaptation, which emphasizes the impor-

tance of recombination in large populations, while Rechenberg-Shcwefel investigated mutation

in very small populations for continuous parameter optimization. Recombination is more a

global search based on restricted chance, while mutation is based predominantly on arbitrary

chance. The GA mimics, as the �rst approach in evolutionary algorithms, processes in biological

evolution with the ideas of natural selection and survival of the �ttest and so provides e¤ective

solutions for an optimization problem. Deboeck et al. compared the GA with neural networks,

he found that the GA can be more powerful than neural networks or other machine learning

techniques [147]. Some research has been done by using GA for optimization in telecommu-

nication networks. Chou et al [148] uses GAs for solving a network optimization problem by

considering it as a degree-constrained minimum spanning tree problem.

6.3.1 Description

In a GA, we call a candidate solution a chromosome. A chromosome is encoded and assigned

to a �tness value depending on the problem speci�c function. Binair representation of the

chromosome is the most popular encoding method. A collection of chromosomes, which are

candidate solutions for the problem, compose a population of solutions or chromosomes. This

population will be maintained at each iteration step. At each iteration step the breeding pairs

will be chosen from this population and a new child (solution) is created. The breeding process

continues until a stopping criterion is reached.

There are three signi�cant operators in GA. The �rst operation is selection. In this procedure

the operator selects chromosomes in the population for reproduction. The selection depends

on the �tness value of the chromosome: the �tter the chromosome (higher value) the more

likely it will be selected to reproduce. The second operation is crossover. In this crossover, the

operator performs according to some methods, depending on the encoding of the chromosomes,

the actual breeding process. The last operation is mutation. In this procedure the operator
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helps GA to escape from its local optima, and a modi�cation is applied to individuals in the

population.

6.3.2 Development

The GA is considered in our thesis as the basis of our combination algorithm, since the com-

bination of GALP provides a global solution of the satellite network constellation problem.

The solution of GALP is used to maintain the evenly distributed tra¢ c allocation all over the

globe. Introduction of our privilege parameter and moreover, the mutation in GA results in an

algorithm which can escape from a local optima. This is signi�cant in case of regional collision.

Previous work in [142, 149] used GA to optimize the design of communication network

topologies, in which they used a collection of links. The initial population is generated using

a heuristic developed for Minimum Cost Network Synthesis Problem (MCNSP) [149].In our

Feasible path (following ISL
availability at particular time):

Path1:ISL1,ISL2,…,ISLM
Path2:ISL2,ISL3,…,ISLM-1
….
PathN:ISLN,ISLN+1,…,ISLM-N

Flowpath carry traffic load
(demand source to destination):

FlowPath1:path2,path4,…,path7
FlowPath2:path3,path2,…,path5
….
FlowPathN:path5,path6,…,path8

Chromosomes: a feasible
collection of flowpaths

FlowPath2:path3,path2,…,path5
FlowPath3:path5,path3,…,path4
….
FlowPathN:path5,path6,…,path8

Initial Population of GA:
Chromosome1:Flowpaths1,
Flowpath2,….
Chromosome2:Flowpaths2,
Flowpath3,…
….
ChromosomeM:FlowpathsM,…

Figure 6.3.1: Initial population of Genetic Algorithm

research chromosomes will be represented as a collection of �ow paths (see �gure 6.3.1), with

each path carrying a corresponding quantity of tra¢ c from a source to destination. We assume

that all links are bi-directional. In addition, since we are considering the LEO satellite com-

munication network as the environment of this algorithm, the information about the satellite

in latitude and longitude is recorded in each node data. This node data changes each time a

particular time interval is passed by. The heuristic starts with an empty set of paths (this is

the constructive part of our algorithm) and at each phase, we add the lowest cost path between
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an origin and a destination, which carries tra¢ c between these nodes.

We start with a permutation of all available satellites in the satellite network. We consider

links between two satellites, which do not have an ISL as of having zero capacity. A chromosome

consists of a permutation of these satellites numbers. Flow paths for tra¢ c from source to

destination at each satellite will be found by using a shortest path algorithm. We allocate the

largest possible tra¢ c that can be accommodated by this path, which will be de�ned by the

tra¢ c demand, the lowest unused capacity of the links and the lowest maximum degree of nodes

in this path. If the maximum link capacity is reached, then this link becomes unavailable. If

the �ow capacity of a node is reached, we remove all of the links from this node. If we reach the

maximum degree of a node, then unused links will be removed from that node. We terminate

the heuristic when all of the tra¢ c is allocated or there is no feasible solution, due to the

infeasibility of the problem or due to the inability of the heuristic to �nd a feasible solution.

We perform a search to �nd a number of feasible solutions and use these solutions as the

initial population. This initial population becomes a starting point for the GA. In addition,

we provide in this heuristic our privilege parameter, which allocates the tra¢ c load in relation

to the class of tra¢ c, in which a privilege for a class of high priority tra¢ c is given. By

introducing this privilege parameter in combination with characteristic of GA, a spare capacity

is allocated for a high priority class of tra¢ c. In addition to that the tra¢ c is distributed

more evenly in the satellite network. Since this GA is performed at the beginning of each time

intervals, it considers the global tra¢ c allocation problem. As given in the �gure below, the

tra¢ c distribution is usually overloaded in the region between 600 and �600 of latitude (see

�gure 6.3.2). By introducing a GA and our privilege parameter, the tra¢ c load is spread over

the globe more evenly.In the previous work [151, 152], the selection procedure is performed by

the random choice of two chromosomes from the initial population to become the parents. The

two chromosomes are uni�ed and delivered to the LP solver [152]. In addition to that there

is no consideration regarding the dynamic properties of the network. Since in our research

we must cope with a dynamic tra¢ c allocation problem, we introduce new properties. At the

beginning of a new time interval, we use a modi�ed solution of the previous time interval as

the �rst solution in the new initial population. Instead of starting with an empty space of

population, we have one solution in the initial population. This �rst solution originates from
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Overloaded region

Sparse region

Sparse region

Evenly distributed

Figure 6.3.2: Tra¢ c load in overloaded region and more evenly distributed tra¢ c load

the previous time interval�s solution, in which we replace the satellite positions in this previous

time interval�s solution with a new prediction of satellite positions. Introducing this solution, we

are gaining historical information of tra¢ c load in the previous time interval. Moreover, in the

crossover procedure, we add a �third�parent, which will give certain information regarding the

previous time interval solution. This increases the speed so that the next LP processing time

needs to �nd the best solution. With a small probability, we introduce a mutation property into

the crossover procedure. The mutation is done by using a �third�parent instead of a modi�ed

solution: the unmodi�ed solution.The crossover will be performed inside the LP solver, and will

deliver a new child as the result. The result is that the LP solution becomes a new candidate

solution. If this new child has a lower cost or has a better �tness value than the worst solution

in the initial population, then the new solution will replace the worst solution in this initial

population.

6.4 Linear Programming

In 1990, a workshop called the Great Texas Traveling Salesman Problem (TSP) attended by

participants with their own software to compete on TSP, resulted in the domination of Linear

Programming (LP) based optimization techniques in the local search approaches. �Linear pro-

gramming copes with the problem of �nding a vector x that minimizes a given linear function
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cTx where x ranges over all vectors satisfying a given system Ax � b of linear inequalities. We

try to �nd a vector x which satis�es Ax � b and has the smallest value of cTx �[140].

In the late 1940s, G.B. Dantzig designed a fast solution method to solve the problem of LP

called the simplex method. Simplex method is a method of making a trip along the vertices

and edges of the polyhedron fx : Ax � bg, until an optimal vertex is attained. In 1979, L.G.

Khachiyan solved LP-problem in polynomial time, but it was very slow. In 1984, N. Karmakar

improved this speed [153].

6.4.1 Description

In our satellite network problem, the LP objective function is to minimize the total cost of

allocating tra¢ c demand into the ISLs, respecting some constraints. These constraints construct

an Integer LP�s (ILP) matrix (table 6.4.1) with Left Hand Side (LHS), Right Hand Side (RHS)

and Slack Variables columns [154]. LHS-RHS represents the terms on the left hand side of

inequalities of the equation, and on the right hand side of inequalities, respectively. Slack

variables are used to transform inequalities to equalities. Each row of ILP�s matrix represents

one constraint�s equation, while each column of ILP�s matrix represents one variable of the

equation.

6.4.2 Development

In our satellite network allocation problem, our objective function (5.3.7) becomes the objective

function of this ILP problem, which is the sum of the cost on each ISL. Cost on each ISL is

simply a multiplication of the amount of �ows in that ISL and the cost per unit �ow on that

link. In addition to this, we introduce our privilege parameter into the objective function of

this ILP problem, which minimizes the delay time and maximizes the remaining bandwidth

capacity. The LP solver in our simulation is based on [155]. In addition to that we use the

constraints in (5.3.12, 5.3.18, 5.3.19), as the constraints of this ILP problem.

From table 6.4.1 the constraint equations are given in each row. For example in the �rst row,

the constraint has coe¢ cient 1 for Path1, coe¢ cient 1 for �ows in path2, and coe¢ cient 12 for
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Table 6.4.1: LP-matrix sample

LHS RHS Slack Variables
Cons- Path1 Path2 Link1 Link2 Link3 Link4 Link5 Var1 Var2 Var3 Var4
traints 1 1 12 15 10 0 0 23 1 0 0 0
equa- 0 1 2 0 0 1 2 20 0 1 0 0
tions 0 1 2 2 2 2 2 12 0 0 1 0

1 0 1 2 2 4 5 13 0 0 0 1

�ows in link2. The RHS column represents the term on the right hand side of the inequalities.

On the �rst row, RHS is 23 for the �rst constraint. V ar1 in Slack variables has a coe¢ cient

value of 1 to transform inequalities to equalities in the �rst constraint.

In combination with Genetic Algorithm from the previous section, the output of the LP-

solver constructs a new alternative solution. If this new solution has a better �tness value

than the worst solution in the previous population of Genetic Algorithm, it replaces this worst

solution.

6.5 Tabu Search

The main purpose of tabu search is to escape from local optima. This type of search is based

on procedures designed to cross boundaries of feasibility or local optimality, which can be seen

as a barrier to �nding the optimal solution. Tabu search methods explore the solution space

beyond the local optimality of all feasible solutions by using a sequence of moves. To prevent

cycling, some moves are classi�ed as tabu.

Fred Glover gave the �rst presentation of Tabu Search in the current form in 1986, fol-

lowed by his report in 1989 [156]. Many computational experiments such as those conducted

in [157, 158] have shown that tabu search has now become an established approximation tech-

nique, which can compete with other known techniques. In the �rst paper of Xu, Chiu et

al., tabu search was used to optimize link capacities in a dynamic routing telecommunications

network. The authors develop and introduce a probabilistic move selection and coordinated

solution recovery strategies. While in their second paper, a problem of �nding an optimal de-

gree constrained Steiner tree, whose nodes and edges are weighted by costs, is considered. This

problem addresses the problem in designing a private line digital data service (DDS) network
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over a �nite set of customer locations.

6.5.1 Description

In tabu search, the information relates to the local neighborhood. Information related to the

exploration process needs to be kept in order to improve e¢ ciency of the exploration process.

Besides keeping information about the current value of objective function in the memory, tabu

search maintains information about the history of the last visited solution in its memory. Tabu

search moves procedure based on short term and long term memory. Short term memory is

used to prevent the search from being trapped in a local optimum. Short term memory restricts

the possible moves. How long a given restriction operates depends on a parameter called the

tabu tenure. Long term memory is used to achieve a diversi�cation e¤ect and encourages the

search to explore regions, which less frequently visited.

According to Glover, memory�s role in tabu search is restricting the choice of some sub-

set S(i) of solution i by forbidding moves to some neighbor solutions. The structure of the

neighborhood of N(i) varies from iteration to iteration as N(i; k) for iteration k. Tabu search

iteration is terminated following some stopping conditions. The termination can happen when

k is larger than the maximum number of iterations allowed, or the number of iterations since

the last solution�s improvement is larger than a speci�ed maximum number, or when there is no

unexplored neighborhood solution (N(i; k+1) = ;). Otherwise, the iteration will be terminated

if evidence can be given that an optimal solution has been found [156].

6.5.2 Development

In our research we do not implement the tabu search itself, but instead we use the properties of

tabu search in our handover procedure. The �rst property is the short term memory property of

tabu search, which we use in order to expand our solution space and to deal with the complexity

of the handover that need to be done due to the satellite movement. The short memory property

is implemented by allowing an overcapacity Interplane Satellite Link not to be included in the

available links�table for the next two time intervals (see �gure 6.5.1 ). It means that the tabu

tenure time is two time intervals. This procedure provides us with a more distributed tra¢ c

load, since the incoming tra¢ c is diverted from an over capacity region to a high remaining
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bandwidth capacity region. Another bene�t is that less number of links will be processed in a

one time interval. Therefore, the processing time can be reduced.

Time interval1 Time interval2 Time interval4

Plane1 Plane2 Plane3 Plane1 Plane2 Plane3Plane1 Plane2 Plane3

Over capacity Tabu link Available link…...

…...

Figure 6.5.1: Short term memory properties of tabu search

6.6 Dijkstra�s Shortest Path Algorithm

The shortest path problem is concerned with a problem of �nding a path from two given ver-

tices x and y in a weighted graph, with the property that the sum of the weights of all edges is

minimized over all such paths. A shortest path algorithm can be used to solve problems includ-

ing: single-source shortest path problems, single-destination shortest path problems, single-pair

shortest path problems, and all-pairs shortest path problems. In single source shortest path

problems, we try to �nd a shortest path from a source s to any destination v in the graph;

whereas in single-destination shortest path problems a shortest path to a given destination t

from any satellite in graph is solved. A single-pair shortest path will �nd a shortest path from

a source s to destination t, and all-pair shortest path problem will �nd the shortest paths for

every vertices in graph Gr.

Depending on whether weights on the vertices are non-negative or allow a negative value, two

di¤erent algorithms can be used to solve the shortest path problem. The Dijkstra shortest path

algorithm solves the shortest path problem in a non-negative weighted graph, while Bellman-

Ford algorithm solves the shortest path problem in either non-negative or negative weighted

graph [159].

Shortest path problems occur in many �elds. In 1956, Edsger Dijkstra introduced an e¢ cient
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algorithm to solve shortest path problems in graphs and demonstrated his algorithm in the

ARMAC computer conference. Dijkstra is a Dutch computer scientist and mathematician

who has developed many algorithms and his shortest path algorithm is probably the best

known [160].

6.6.1 Description

A shortest path problem in a weighted directed graph Gr = (V;E), with weight function

w : E ! R maps these edges to a real valued weight. The weight of pathP , which includes

vertices: v0; v1; : : : ; vk, is the sum of the weights of its edges:

w(P ) =

NX
i=1

w(vi� 1; vi) (6.6.1)

We can de�ne the shortest path weight from source s to destination t by

@(s; t) =

8<: minfw(P ) : s P! t if there is a path from s to t

1 otherwise
(6.6.2)

Shortest path from satellite s to destination t is then de�ned as any path P with weight

w(P ) = @(s; t) (6.6.3)

Breadth �rst search can also be interpreted as a shortest path algorithm which works on an

unweighted graph. Each edge can be considered as having one unit weight.

6.6.2 Development

A shortest path tree is almost similar to the one from the breadth �rst search tree, except that

it contains the shortest path from the source, which is de�ned in terms of edge weights instead

of number of edges. In our satellite allocation problem, we consider both of these aspects: edge

weights and the number of edges, to �nd the shortest path.

Assume that the satellite constellation can be represented by a weighted graph Gr : (V;E)

with weight function w : E ! R; and assume that Gr contains no negative weight cycles
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reachable from the source s 2 V . Then we can de�ne a shortest path tree from s as a directed

subgraph G0r : (V
0; E0) where V 0 � V and E0 � E, such that:

1. V 0 is the set of vertices reachable from s in Gr

2. G0r forms a tree with root s.

For all v 2 V �, we can have a unique path from s to v in G0r, which is a shortest path from

s to v in Gr (the resulted shortest path itself does not need to be unique).

We use (5.3.9) to �nd the weights (costs) of di¤erent paths. Weights of each link depend

on two terms: hop lengths (distance between satellites) and residual bandwidth. Consider a

problem of �nding the shortest path from source s to destination t, with s; t 2 V . Initially a

solution space S contains only source s. On each iteration step, S contains a set of vertices

whose �nal shortest path weights from the source s have already been determined. For all other

satellites i 2 V , we assign a parameter �[i] to the predecessor of i: �[i] is used to de�ne the

adjacency list of an already discovered satellite i: For our graph Gr = (V;E) with source s, we

can de�ne the predecessor subgraph of Gr as Gr� = (V�; E�), where :

V� = fi 2 V : �[i] 6= NILg [ fsg (6.6.4)

and

E� = f(�[i]; i) 2 E : i 2 V� � fsgg (6.6.5)

In addition to the above, we have d[i] as the estimated shortest path from s to i till the current

iteration step. d[i] functions as an upper bound on the weight for the shortest path from source

s to satellite i. During the execution of this algorithm we repeatedly decrease this upperbound

on the actual shortest path weight of each satellite until the upperbound equals to the shortest

path weight.

We use the interesting property of shortest path for the handover procedure. Since the sub-

paths of the shortest paths are shortest paths, given Gr = (V, E), assume that there is a demand

for a connection between satellite s to destination with a shortest path ps;t = fs; i1; i2; : : : ; ik; tg

then pi1;ik = fi1; i2; : : : ; ikg a subpath of p becomes a shortest path from satellite i1 to satel-

lite i2. When the satellite topology changes the existing connection is handed over to another
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shortest path, which uses the subpath of the previous shortest path and adds a new link to

source and destination.

In �gure 5.4.5, at time interval 1, a source is serviced by satellite 1 (sat1) and the destination

is covered by satellite 4 (sat4). The connection consists of ISLs: Sat1Sat2, Sat2Sat3; and

Sat3Sat4. At time interval 2, the satellite moves in the direction given in the �gure 6.6.1.

At this time, satellite 5 (sat5) covers the source and satellite 6 (sat6) covers the destination.

Therefore, we handover the connection from sat1 to sat5, and we add an extra ISL (a new link)

between sat1 and sat5 in this thesis. Moreover, for the destination we insert another additional

ISL between sat4 and sat6. The new path between the source and the destination consists of

(sat5, sat1, sat2, sat3, sat4, and sat6).

Destination

Time interval1

Plane1 Plane2 Plane3

Source

Sat1

Sat2 Sat3 Sat4

Sat5

Sat6

Sat
direction

Time interval2

Plane1 Plane2 Plane3

Source

Sat5

Sat1 Sat6

Sat2 Sat3 Sat4

Sat
direction

New link

New link

Figure 6.6.1: Handover of the connection from source to destination, by adding additional links from
satellite 1 to satellite 5 and from satellite 4 to satellite 6

6.7 Summary

In this chapter we discussed various algorithms which are used in this thesis. Di¤erent algo-

rithms perform di¤erent tasks and the constructed combination algorithm is bene�cial to be

implemented in the LEO satellite network environment. GALP performed an optimization

of global tra¢ c allocation in the satellite network, which resulted in a more evenly distrib-

uted tra¢ c load. In addition to that the privilege parameter provided a method to cope with
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multiservice tra¢ c. Furthermore, the Dijkstra shortest path algorithm performed a local op-

timization of the tra¢ c in the network. The short memory property of tabu search, enhanced

the distribution of tra¢ c load over a whole network; and reduced the processing time required

to �nd a solution.
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Chapter 7

GALPEDA: GENETIC

ALGORITHM LINEAR

PROGRAMMING - EXTENDED

DIJKSTRA �SHORTEST PATH�

ALGORITHM

7.1 Introduction

In this chapter, a discussion of our combination algorithm Genetic Algorithm Linear Program-

ming and Extended Dijkstra shortest path Algorithm (GALPEDA) is given. GALPEDA is used

to solve two problems -the periodical problem and the incremental problem. First, we consider

the periodical problem, in which we used GALP. Thereafter, the incremental problem is solved

by the EDA part of our GALPEDA algorithm. At the end of this chapter various assumptions,

which have been made in order to simulate the use of our GALPEDA in the LEO satellite

network, are given. Since we evaluated the performance of GALPEDA to allocate multiservice

tra¢ c in the LEO satellite, the parameters that we are evaluating are either from the satellite

topology, tra¢ c model, or the GALPEDA itself.
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7.2 GALPEDA

The tra¢ c allocation problem in satellite communication is divided into two allocation problems.

The user�s mobility is negligible relative to the rapid movement of LEO satellites. Therefore, the

orbital period of satellites becomes a signi�cant aspect when a connection has to be constructed

between the origin and destination. We propose two distinct tra¢ c allocation problems: the

periodical problem and the incremental problem. In the periodical problem, we examine the

dynamic topology of the LEO satellite network, while in the incremental problem we assume

that satellites position remain unchanged. GALPEDA (Genetic Algorithm Linear Programming

and Extended Dijkstra shortest path Algorithm) is used to solve these allocation problems.

7.2.1 Periodical Problem

In the periodical problem, tra¢ c demands are constructed from mobile users and dedicated

users such as Gateways. The optimal solution is calculated to allocate tra¢ c demand for the

whole network. First network topology and network constraints are updated to their initial

values at the beginning of each time interval. The positions of the satellites can be predicted in

each time interval. We de�ne positions of satellites for a particular time interval following two

line elements, which consists of the Keplerian elements. Format of two line elements is given

as follow (see Chapter 3):

1 NNNNNC NNNNNAAA NNNNN.NNNNNNNN +.NNNNNNNN +NNNNN-N +NNNNN-N N NNNNN

2 NNNNN NNN.NNNN NNN.NNNN NNNNNNN NNN.NNNN NNN.NNNN NN.NNNNNNNNNNNNNN

As an example for IRIDIUM satellites, we should have for a particular time the following

two line elements [120]:

IRIDIUM 8

1 24792U 97020A 02034.35939857 -.00000134 00000-0 -54814-4 0 7365

2 24792 86.4010 144.2719 0002455 49.3052 310.8353 14.34215101248708

We de�ne the satellite plane position using the second element of Keplerian element, with

column number:

03-07, which identi�es satellite number
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09-16, which gives the inclination angle (between the orbital and equatorial plane

18-25, which gives the RAAN (angle, measured at the center of the earth from the vernal

equinox to the ascending node).

Satellite positions are given as a SatPos matrix (Nx3), with their latitude and longitude

position: 26666666664

SatelliteNumber Latitude Longitude

1 �1 '1

2 �2 '2

::: ::: :::

N �N 'N

37777777775
(7.2.1)

We assume that there are M zones of satellite coverage on the earth; we also assume that a

connection from MTs will be build inside these zones. Instead of building per MTs connection,

we build a connection based on zones. Zones matrix position can be given as a ZonePos (M � 3 )

matrix: 26666666664

ZoneNumber Latitude Longitude

1 �1  1

2 �2  2

::: ::: :::

M �M  M

37777777775
(7.2.2)

We assume that there are li ;j parallel ISLs from satellite si to satellite sj , with i ; j 2 f1 ::N g; i 6= j .

Total bandwidth of these li ;j parallel ISLs will be bi ;j which is the maximum capacity of

ISL between two satellites, satellite si to satellite sj . Tra¢ c demand from zone i to zone

j ; i ; j 2 f1 ::M g; i 6=j is characterized by an MxM matrix Dzone(t). We denote dzone;i ;j (t) as a

tra¢ c demand from zone i to zone j .

Dzone(t) =

26666666664

dzone;1;1(t) dzone;1;2(t) dzone;:::;:::(t) ::: dzone;1;M (t)

dzone;2;1(t) dzone;2;2(t) dzone;:::;:::(t) ::: dzone;2;M (t)

::: ::: ::: ::: :::

::: ::: ::: ::: :::

dzone;M;1(t) dzone;M;1(t) dzone;:::;:::(t) dzone;:::;:::(t) dzone;M;M (t)

37777777775
(7.2.3)
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For a system with N satellites in M zones, zone�s demand matrix Dzone(t) needs to be mapped

to Dsat(t) , satellite�s demand matrix. Tra¢ c demand in satellite k is constructed of zones {i

. . . j}, with

i; j 2 f1::Mg; i 6= j; k 2 f1::Ng; fi; :::; jg � SatCoveragek (7.2.4)

SatCoverage is the area inside a satellite footprint on earth. Zone i is in satellite coverage k , if

dup=downlink ;i ;k is

dup=downlink;i;k =

8<: min

1 � l � N

�
dup=downlink;i;l

	
;

max

1 � l � N

�
bup=downlink;l

	
� Demandup=downlink

9=;
(7.2.5)

Zone i will use satellite k , only if bup=downlink ;i ;k ; residual capacity for the up/down link of

satellite k for zone i can accommodate the up/down link demand of zone i Demandup=downlink ;i ;k

and only if dup=downlink ;i ;k is the distance between zone i and satellite k is the shortest distance

with k 2 f1 ::N g, and i 2 f1 ::M g.

Distance of zone i to satellite k ; dup=downlink ;i ;k is given as (see �gure 7.2.1)

dup=downlink;i;k = h2sat + 4R
2
earth � 2R2earth cos(� � �)� 2R2earth cos('�  ) (7.2.6)

(�,') gives the inclination and the RAAN of the satellite respectively; (�, ) give the latitude

and longitude of the MTs zone respectively. Apply (7.2.6), and with respect to (7.2.5), we can

select a satellite, which can accommodate the demand from the corresponding zone. Therefore,

we can map zone demand matrix Dzone(t) into the satellite demand matrix Dsat(t), which is

an N �N matrix

DSat(t) =

26666666664

dsat;1;1(t) dsat;1;2(t) dsat;:::;:::(t) ::: dsat;1;N (t)

dsat;2;1(t) dsat;2;2(t) dsat;:::;:::(t) ::: dsat;2;N (t)

::: ::: ::: ::: :::

::: ::: ::: ::: :::

dsat;N;1(t) dsat;N;1(t) dsat;:::;:::(t) dsat;:::;:::(t) dsat;N;N (t)

37777777775
(7.2.7)
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Figure 7.2.1: distance between satellite k and zone i

The demand dsat ;k ;l from satellite k as source and satellite l as destination is constructed by

the demand from all zones d;zone;i ;j , which have their source in the coverage of satellite k

( satFootprntk ), and satellite l covers their destination (satFootprnt l ).

dsat;k;l =
X

i;j2f1;Mg;i2satFootprntk;j2satFootprntl

dzone;i;j (7.2.8)

Genetic Algorithm and Linear Programming is used to allocate tra¢ c demand into satellite

links. The procedure is as follows. At the beginning we generate an initial population, which

satis�es the current constraints and demands by using a heuristic algorithm based on the short-

est path. The current constraints are given as before, and the following equation is a constraint

for the upperbound of tra¢ c using node n, which will include the tra¢ c with destination n; ik ;n

; tra¢ c from n as source, in;k ; and tra¢ c, which uses node n as intermediate node, bnl.

1

2
(

NX
k=1

(�k;n + �n;k) +
X
n6=l

bnl) � Qn (7.2.9)

We consider that all tra¢ c demand has a positive value and is below the maximum capacity of

the ISLs.

0 � vk;l � Qkl (7.2.10)
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In our research, we represent chromosomes as a collection of �ow paths, with each path carrying

a corresponding quantity of tra¢ c from the satellite�s source to its destination.

For example, Chromosome:

FlowpathP 1;2;3;5: 3 units of traffic flow

F lowpathP 1;2;3: 2 units of traffic flow

F lowpathP 1;2;5: 1 units of traffic flow

F lowpathP 2;3;5: 3 units of traffic flow

Etc:

In addition, we add information regarding the remaining capacity: the time that a particular

link is overcapacity (to consider this link as a tabu link), and the type of tra¢ c that occupies

this link.

In our thesis, we use only an empty space at the start time of the simulation. In the following

time intervals, we use the previous time interval solution as the �rst set of solutions in the initial

population. The previous solution is updated according to the satellite�s new position. The

procedure is as follows:

Repeat until the problem is solved or no feasible solution can be found

Begin

Set C as current cheapest cost to in�nity;

For each satellite source s, with s2{1,N} do

Begin

Find chain using Depth First Search to carry demand

from this satellite, which satis�es the objective

function with privilege parameters for di¤erent tra¢ c types;

If C is a cheaper path then update C;

Add to solution;

End;

Update remaining ISL and satellite capacities;

End;

Then using the concept of Genetic Algorithm, we try to optimize the �tness of this popula-

tion through the recombination and mutation of the genes. Each chromosome encodes the set
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of paths that carry tra¢ c in a particular solution. We start GALP from the initial population,

which we achieved from the previous heuristic. The procedure is as follow

Repeat n times

Begin

Randomly choose two parent chromosomes

from initial population and one extra chromosome

from the modi�ed solution of the previous time interval;

Form a union of these two parent chromosomes and one extra chromosome;

Use LP-solver to allocate tra¢ c and �nd a new child (solution);

If the �tness value of the new solution is better than

the worst chromosome in the current population

replace this otherwise do nothing;

End;

We transformed the union of two parent chromosomes to the input format of LP-solver.

Crossover is performed in the LP-solver. We try to optimize the �tness of this population

through recombination and mutation of their genes. Two parent chromosomes are chosen from

the current population and one extra chromosome from the previous solution is used at each

stage. A union is formed from these two parent chromosomes and one extra chromosome. By

using LP, we allocate the tra¢ c on this enlarged set of paths. This produces an optimal child.

If the new solution is better than the worst solution in the initial population, the new solution

replaces the worst solution. If that is not the case then there should be no change in the

initial population. At the end of this procedure cycle, the current solution is written in a path

directory, which will be used as a starting point to solve the incremental problem. This path

directory will be used for the whole period of time interval. At the end of the time interval,

after updating the satellite topology (satPos matrix updating) we perform the same procedure

to �nd the best solution for the next time interval.

A di¤erent type of crossover procedure has been studied, which results in further complexity.

Therefore, we decided to consistently follow the previous procedure. It is useful to discuss these

di¤erent procedures. Since the number of satellites in the satellite constellation can be huge, to

reduce the computational time we consider dividing the problem space z into two sub spaces,
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z1 and z2 . We try to solve the problems in these two sub spaces separately and at the end we

combine all of these sub spaces (�gure 7.2.2). The demand between these two sub spaces will

be introduced by allowing the border satellites on each sub spaces to function as a Gateway

between these two sub spaces.The following equation de�nes the subspace problems

Figure 7.2.2: Alternative solution using subspace

max
i;j2f1;Ng

Zi;j = max

i;j2f1;
N

2
g

Z1;i;j + max

i;j2f
N

2
+1;Ng

Z2;i;j + max
i2fz1borderg;j2fz2borderg

Zi;j (7.2.11)

In this subspace problem, we maximized the total objective function of Zi;j (with i and j the

satellites in the network of N satellites) by adding the two sub spaces Z1;i;j and Z2;i;j . The �rst

two terms in (7.2.11) give the objective function of these two sub spaces. The �rst one gives

the objective function of Subspace Z1 of satellite 1 to satellite N=2, while the second term gives

the objective function of Subspace Z2 of satellite (N=2+1) to satellite N . The last term in this

equation is the objective function of the bordering satellites. The processing time to solve this

subspace problem is shorter compared to the processing time to solve the whole space problem

at once. On the other hand, a more complicated computation is needed when the inter sub

spaces connection is required and the border satellites sometimes become overloaded.

Di¤erent types of mutation procedures have been studied in our research to diversify the

solution space and to escape from local optima. The �rst mutation procedure is undertaken

by adding an extra path, which is not available in the current solution into the input matrix

of the LP-solver. We can search an extra path from the previous solution, which is not in the
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current solution to reduce searching time. The probability that a mutation occurs is given as

the mutations probability. The second mutation procedure is by adding an extra chromosome

into the input matrix of the LP-solver. Instead of using two chromosomes three chromosomes

are used. The third chromosome originates from the un-repaired solution of the previous time

interval.

First, we choose two parent chromosomes from the current population at each stage to

perform a crossover. A union is formed from these two parent chromosomes and by using the

LP-solver we allocate the tra¢ c on this enlarged set of paths.

The objective function of LP is simply to minimize the total cost in the satellite network,

which is given as the sum amount of tra¢ c on each link multiplied by the cost per-unit �ow on

that link (see(5.3.9)).

The constraints for this LP are demand constraints (the number of connections between

satellites, sources to destinations), ISL capacities (maximum tra¢ c which can be accommodated

on each link), and satellite capacities (the maximum tra¢ c which can be accommodated on

this particular satellite).

Considering these constraints, the LP-solver allocates tra¢ c demand between the satellites

and tries to minimize the cost of the whole network. As a result the LP-solver produces an

optimal child. If the new solution is better than the worst solution in the initial population,

the new solution replaces the worst solution. If that is not the case, then there is no change in

the initial population. The current solution is written in a path directory, which is used as a

starting point for solving the incremental problem.

7.2.2 Incremental Problem

In this incremental problem, the network topology is assumed to be unchanged. When a

subsequent call arrives as an origin destination (OD) pair, then a search for an available path

in the path directory is initiated to satisfy this OD pair demand. If there is no available path

in the path directory which can satisfy this demand, then Extended Dijkstra shortest path

Algorithm is initiated to �nd a new path. The new path is added into the path directory. The

current solution from the path directory is inserted into the new initial population for the next

periodical problem, after upgrading the paths in the directory by predicting the new positions
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of the satellites.

Since we are dealing with the demand of various tra¢ c classes, then we introduce a mecha-

nism in which more privilege is given for higher priority tra¢ c. In order to do this we introduce

a parameter �c into our problem formulation. �c is used as given in (5.4.15). Since we as-

sume that the solution paths for a subsequent request will be processed only at the source,

we route the requests using source routing. Each satellite maintains a path directory database

that contains a description of the satellite network state as known to that satellite. Information

about the residual bandwidth will be stored in an N �N residual Bandwidth matrix Bres . The

ISL�s state database on each satellite will be updated by distributing satellite network state

information using the �ooding method. We only update the whole ISL�s state database when

the change of the remaining capacity in ISL is below a certain delta threshold value �bthreshold

or when it reaches the end of the time interval. Otherwise, we update only information about

the changing of ISL�s state of one particular satellite. An event initiates a new link state up-

date when the available bandwidth in a link changes signi�cantly. We assume that blast is the

residual capacity at the last update, and bcurrent is the current residual capacity then an update

noti�cation is �ooded only when

jbcurrent � blastj
blast

> �bthreshold (7.2.12)

In the second term in (5.4.15) we introduce a notional cost based on the unused capacity of

the transmission link. As available bandwidth of a transmission link is limited, it is important

to share tra¢ c over the whole network. When all links have a spare capacity, then the ability

to handle additional demand is enhanced. Hence, when adding a new demand to an existing

pattern of tra¢ c, we assign a higher cost if the tra¢ c is allocated to a link with little remaining

capacity. This tends to divert new tra¢ c to paths with spare capacity. The two terms in

objective function may sometimes con�ict, since the minimum hop route will not necessarily

minimize the cost due to the bandwidth available. By introducing �c in (5.4.15) we give a

preference to a high priority class of tra¢ c and provide a mechanism to give preference to

lightly-loaded links and allow us a better control of tra¢ c distribution. We use a large value of

�c for a low priority class of tra¢ c, and a small value of �c for a high priority class of tra¢ c.
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By assigning a large value of �c to low priority class of tra¢ c, this class of tra¢ c is diverted to

lightly-loaded ISLs. Hence, we can reserve some amount of bandwidth for high priority tra¢ c.

The choice of the value �c depends on how Big the reserve space should be given for the high

priority class and also, on the maximum hops allowed to re-route the low priority tra¢ c. In our

research, we consider 2 classes of tra¢ c, namely the high priority tra¢ c and the low priority

tra¢ c. Therefore, we have two values of �c namely �high and �low for high priority and low

priority tra¢ c respectively. �c values depend on the maximum acceptable hop length diversion

between the classes, and the threshold capacity on all of the links bthreshold. The minimum

value of �low=�highshould be chosen as:

(
�low

�high
)min =

(M n(P highkl ; P lowkl ))P
(i;j)2Phighkl

1

bthresholdij

�
P

(i;j)2P lowkl

1

bthresholdij

(7.2.13)

in which:

�n(P highkl , P lowkl ) is the max acceptable total hop di¤erence in path P
high
kl for high priority and

P lowkl for low priority tra¢ c.

bthresholdij is the threshold capacity between link i to j .

P highkl is ((k ; i1 ); (i1 ; i2 ); : : : ; (i l�1 ; l)) a shorter path from k to l , which is a se-

quence of links for high priority tra¢ c

P lowkl is ((k ; j 1 ); (j1 ; j 2 ); : : : ; (jl�1 ; l)) a longer path from k to l , which is a sequence

of links for low priority tra¢ c

Consider satellite constellation in �gure 7.2.3, suppose that there is a demand request for

a connection from satellite1 to satellite3, with two available paths. The �rst path is a shorter

pathI (P1 ;3 ) and the second one is a longer pathII (P1 ;2 ;4 ;3 ).

We use equations (5.3.3) and (5.3.4) to determine the path length for the �rst path and the

second path. For the sake of simplicity, we assume that the distances between satellites are one

unit length. When we use pathI using (5.3.16) and consider that the time needed to �ow for
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Figure 7.2.3: Two available alternative paths

one unit length of ISL is one, then the objective function from (5.4.15) becomes:

min(
NX
k=1

NX
l=1

(
lX

i=1

(((Tup=down + t(Pkl)) +
�

bk;l
)vi;kl))) (7.2.14)

With assumption that the up and downlink time is a constant Tup=down and the upper term of

residual penalty cost in (5.3.16) as a constant �. Then the cost of using path I (ztotal(I)) with

one unit demand becomes:

ztotal(I) = (Tup=down + 1) + �
c
I

�

b1;3
(7.2.15)

while the cost for pathII (ztotal(II)) becomes:

ztotal(II) = (Tup=down + 3) + �
c
II(

�

b1;2
+

�

b2;4
+

�

b4;3
) (7.2.16)

The incoming demand with source satellite1 and destination satellite3 uses pathII , when:

�cII
�cI

=
(Tup=down + 3)� (Tup=down + 1)
�

b1;3
�
�
�

b1;2
+

�

b2;4
+

�

b4;3

� (7.2.17)

Therefore, we can divert the low priority tra¢ c to a more lightly-loaded link, even though

the path could be longer, when we choose �highand �low properly, according to (7.2.13). This
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approach allows us to distribute the tra¢ c more evenly over the whole network. By choosing a

high value of �lowand low value of �high ; bandwidth reservation can be achieved for high priority

tra¢ c.

In the following example we show a simple case of a satellite network with 9 satellites in 3

planes (see �gure 7.2.4). We use EDA to allocate two classes of tra¢ c, which will di¤er a low

priority class of tra¢ c to a lightly-loaded tra¢ c. We assume that at time t = T 0 the satellite

Figure 7.2.4: Satellite constellation with 9 satellites in 3 planes

demand DSat and the available bandwidth bSat matrix are

DSat(T0) =

266666666666666666666664

0 8 1 8 7 6 5 7 7

8 1 7 6 5 6 5 7 6

1 7 2 4 3 0 4 4 5

8 6 4 2 4 0 5 6 7

7 5 3 4 2 6 6 6 7

6 6 0 0 6 2 5 6 6

5 5 4 5 6 5 2 7 6

7 7 4 6 6 6 7 2 7

7 6 5 7 7 6 6 7 2

377777777777777777777775

; bSat(T0) =

266666666666666666666664

10 2 9 2 3 4 5 3 3

2 9 3 4 5 4 5 3 4

9 3 8 6 7 10 6 6 5

2 4 6 8 6 10 5 4 3

3 5 7 6 8 4 4 4 3

4 4 10 10 4 8 5 4 4

5 5 6 5 4 5 8 3 4

3 3 6 4 4 4 3 8 3

3 4 5 3 3 4 4 3 8

377777777777777777777775
(7.2.18)

We choose for this example �low = 15 for low priority tra¢ c and �high = 1 for high priority
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tra¢ c. At time t = T 1 , a low priority call arrives with demand 1 from source satellite 1 to

destination satellite 4. Then, at time t = T 2 a high priority call arrives with demand 2 from

the same source-destination pair satellite. The Dijkstra shortest path algorithm attains the

shortest path for the incoming demand request using the objective function (min zd ), while

EDA assigns a di¤erent value of �c for a di¤erent priority class and uses the objective function

in (5.4.15).

We consider �rstly the shortest path algorithm case. At time T0 :, the available bandwidth

bSat(T 0 ) between satellite 1 and 4 is equal to 2 (b1 ;4 (T 0 )=2). At time t = T 1 when a low

priority request arrives with demand 1 the loaded tra¢ c is allocated in path (1 ; 4 ). The

available bandwidth in b1 ;4 (T 1 ) reduces to 1. At time t = T 2 , if another high priority request

arrives with demand 2 and maximum hop length 1 between satellite 1 and 4, there is no available

bandwidth between (1; 4) which can satisfy this high priority demand, since the shortest path

b1 ;4 (T 2 ) has only 1 available bandwidth remaining. Thus, the incoming high priority request

is blocked.

We consider now the case with the EDA algorithm. At time t = T 1 we have two choices of

path from the source satellite 1 to the destination satellite 4. The �rst path is p1;4. This has

the shortest time delay and an alternative path is p1;3;6;4. When a low priority tra¢ c request

arrives at time t = T0 : with demand 1 the cost of using path p1;4 is:

zp1;4 = (Tup=down + 1) + �
low(

�

b1;4
) (7.2.19)

if we use path p1;3;6;4. total cost is as follows:

zp1;3;6;4 = (Tup=down + 3) + �
low(

�

b1;3
+

�

b3;6
+

�

b6;4
) (7.2.20)

We suppose that the up and downlink propagation time Tup=down is similar for both cases

since they use the same source-destination satellite and we use �low= 15, and �=1, then cost

of using path1;4 is 8:5 (c1;4 = 1 + 15 � 1
2
) and cost of using path p1 ;3 ;6 ;4 is 7:67 ( c1;3;6;4 =

1+15� 1
9
+1+15� 1

10
+1+15� 1

10
). Since at time t = T 0 we have b1 ;4 (T 1 ) = 2, b1 ;3 (T 1 ) =9,

b3 ;6 (T 1 ) =10, b6 ;4 (T 1 ) =10. Because the cost for the second path is lower than the �rst path,

the second path is chosen for the incoming low priority request. If a high priority request
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demand arrives at t = T 2 with 2 unit demand and maximum hop length of 1 from satellite

1 to destination satellite 4, we use �high=1. The cost of the �rst alternative solution, path

p1 ;4 will be 1:5 (c1;4 = 1 + 1 � 1=2) and for the second alternative path p1 ;3 ;6 ;4 will be 4
25

72
(

c1;3;6;4 = 1 + 1 �
1

8
+ 1 + 1 � 1

9
+ 1 + 1 � 1

9
). Therefore, high priority tra¢ c is allocated into

path p1;4.

This multi service approach can reserve some bandwidth for the possible incoming high

priority tra¢ c, whereas in the previous shortest path algorithm the high priority request is

blocked.

In case of very sparse tra¢ c in a satellite constellation, the shortest path algorithm allocates

the incoming request into the best available path disregarding the priority of the incoming

request. There should be no reservation for the high priority tra¢ c, which means no waste of

bandwidth, due to the bandwidth reservation for high priority requests. In EDA some amount

of bandwidth is reserved for the high priority tra¢ c. In case the amount of high priority tra¢ c

is low, some amount of bandwidth remains unused.

In case of very dense tra¢ c in a satellite constellation, both algorithms perform comparably.

We investigate the case of that the available bandwidth matrix at t = T 0 is as follows:

bSat(T0) =

266666666666666666666664

10 2 1 2 1 1 1 1 1

2 9 1 1 1 1 1 1 1

1 1 8 1 2 1 1 1 1

2 1 1 8 1 1 1 1 1

1 1 1 1 8 1 1 1 1

1 2 2 2 1 8 1 1 1

1 1 1 1 1 5 8 1 1

1 1 1 1 1 1 1 8 1

1 1 1 1 1 1 1 1 8

377777777777777777777775

(7.2.21)

When we use EDA for an incoming request of low priority class, we obtain for the �rst path:

8:5 (c1;4 = 1+ 15�
1

2
), and for the second alternative path p1;3;6;4 is 33 (c1;3;6;4 = 1+ 15�

1

2
+

1 + 15� 1
2
+ 1 + 15� 1

2
).

In the EDA we use a priority queue Q, which contains all satellites in a satellite network
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G, keyed by their current shortest distance values d[i] (table 7.2.1). We represent the satellite

network G as adjacency list. The procedure of the EDA is as follows:

Initialize single satellite source (satellite s); {(G, s)}

Empty the solution space S; {S:= ?}

�ll the priority queue according their d[i, �] values; {Q := V(G)}

If class is low then �:=�low else �:=�high;

While Q is not empty do {Q 6= ?}

Begin

Extract the nearest satellite u from Q; {U:= Extract min Q }

Include satellite u into the solution space; { S := S[{u}}

For each satellite i 2 Adj[u] do

Begin

If d[i, �]> d[u] +weight[u,i, �] then

�[i, �] u; {Include u into �[i, �]}

End;

End;

Table 7.2.1: Layout of Dijkstra�s shortest path algorithm table

steps d[sat1] d[sat..] d[sat1] �[sat..] �[sat..] �[satN] S V Q
1 1 1 1 NIL NIL NIL ? Sat1 Sat1

,sat. . . ,sat. . .
,satN ,satN

2

k �[ sat1] �[ sat1] �[ sat1] �[ sat1] �[ sat1] �[ sat1] Sat1 Sat1 ?
,sat. . . ,sat. . .
,satN ,satN

The procedure starts by initializing for all satellites an upperbound d [i ] which has an in�nite

value, since no calculation has been done for the shortest path from source s to any satellites

in the network. We assign Nil for all satellites predecessor �[i ], which means that no satellite
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has an adjacency satellite within a �nite distance. At the beginning of the iteration solution

space S is an empty space, while the priority Queue Q consists of all the satellites.

7.3 Assumptions and Parameters in The Simulation of GALPEDA

In order to investigate the performance of our combination algorithm, we performed an empirical

study using a simulation model. This model carries out several experiments with various satel-

lite network parameters and system parameters. Moreover, the performance of our proposed

algorithm to cope with di¤erent types of tra¢ c model is examined. Due to the complexity of the

problems consideration, some assumptions have been made to reduce the degree of complexity.

7.3.1 Assumptions

In our simulation model, a satellite network is modeled as in Ballard notation with m, the

angular distance between adjacent planes.

m =
1800

P
(7.3.1)

with P is number of planes. We do not introduce any spacing o¤sets in planes of our satellite

network. The space segment of our satellite network model consists of cross connect satellites

XCSat, which have on-board switching capabilities. A constructed connection from the satellite

source s to the destination t has only one uplink connection from the source and one downlink

connection to destination t. We consider no Gateway connection in between. Instead, we use

only ISLs to construct a connection from source to destination. Totalup=downlink delay will have

a maximum of (2� hSat=velocity of light) for any connection.

In this thesis, we consider only satellite constellations with circular orbits, which have

an inclination of 900. In polar regions, we assume that ISLs still have the same degree of

intersatellite connection as in equatorial regions, to reduce the complexity of the handover in

this region. Furthermore, we do not introduce any seam region into our model for the same

reason. Satellites perform as a loss station, with a �nite number of ISLs and no waiting room

(M=M=S(0) queue model).

The satellite�s coverage model is an earth �xed cell model. We do not consider handover
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caused by beam handover. We only consider an inter-satellite handover, which includes intra-

plane and inter-plane handovers.

We investigate only transmission loss in relation to the blocking of a signal, if there is

no available connection to satisfy the incoming demand. We do not take into account the

attenuation loss, and Doppler E¤ect. In addition, we are not considering the mobility of the

MT on earth, since the MT speed is relatively much slower than the speed of satellites, as

explained in Chapter 4. We can assume that a mobile user on earth is a static object, and the

satellite is a moving object. Therefore, the mobility of satellites becomes the main issue in the

mobility management of our tra¢ c allocation problem.

Another assumption is due to the tra¢ c type, which is explained in more detail in the

following paragraph.

7.3.2 Tra¢ c Models

According to the ITU Recommendation H.261 [85] the video stream is composed by a sequence

of frames. MPEG2 codes video and audio according to this standard. Each frame consists of a

number of packets, with their responding QoS requirements. Since we consider QoS routing with

di¤erentiated services architecture, we classi�ed the incoming tra¢ c into two types of tra¢ c,

CBR and VBR/NRT as given in Chapter 2. The two types of tra¢ c, CBR and VBR/NRT are

called: priority 1 for the non-delay sensitive tra¢ c, and priority 6 for delay sensitive tra¢ c in

the tra¢ c class �eld of IPv6 as given in Chapter 2 [105].

Non-delay sensitive tra¢ c (class of low priority) consists of tra¢ c with VBR/NRT, and is

constructed of data tra¢ c and any video playback or video mail messages. This is considered as

low priority tra¢ c. This tra¢ c represents asynchronous tra¢ c and has a negative exponential

distribution packet length.

Delay sensitive tra¢ c (class of high priority tra¢ c) consists of tra¢ c with CBR and is

constructed of voice tra¢ c (with an on and o¤ process) and video tra¢ c (streaming and real

time). This class of tra¢ c has a �xed length of packet size. Voice tra¢ c generates a �xed packet

size in its talking state, whereas the video tra¢ c generates a �xed packet size in its active state.

The inter-arrival time of these packets is modeled as either a negative exponential distrib-

ution (Poisson process) or as a Markov Modulated Poisson Process (MMPP) [12].
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The �rst model is the Poisson tra¢ c model is one variant of renewal tra¢ c models. In such

models, interarrival time An is IID (Independent, Identically Distributed) and their distribution

can be general. Poisson tra¢ c model is a renewal tra¢ c model whose interarrival times are

exponentially distributed with rate parameter �, which is

probfAn � tg = 1� exp(��t) (7.3.2)

Poisson processes have some useful properties for the implementation of our satellite constel-

lation model. Superposition of independent Poisson processes results in a new Poisson process

with the rate being the sum of the component rates. This means that we can accumulate the

arrival rate in each satellite to get the total arrival rate for the whole satellite network. The

independent increment property gives memory-less properties of Poisson processes. Then it

is allowable to de�ne a time dependent Poisson process by letting rate parameter � depend

on time, known as the Switched Poisson Process (SPP). This will be the next step in future

research. Since we would like to vary � with the time of the day, e.g. � will be higher in the day

time than at night time. Renewal processes are relatively simple because they are independent

of each other, thus the correlation between the arrivals becomes zero. This correlation carries

information about the �burstiness�of the tra¢ c. Auto-correlated tra¢ c models are essential for

predicting the performance of emerging broadband networks. Since Poisson carries no informa-

tion about �burstiness�of tra¢ c, we also model the interarrival time according to the Markov

model.

The second model is a Markov-Modulated Poisson Process (MMPP). Since renewal tra¢ c

models have their drawbacks (they can not be used to transfer information about the �burstiness�

of tra¢ c), we use a Markov tra¢ c model. This model introduces a dependency random sequence

of inter-arrival times fAng, which can potentially capture �burstiness�information. Let M be

a Markov process with a discrete state space

M = fM(t)g1t=0 (7.3.3)

The inter-arrival times fAng depends on the state from where the jump occurs, as it depends on

transition matrix X = [xij ] We use one variant of the basic Markov model, Markov Modulated
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Poisson Process (MMPP). This model is almost similar to SPP. The di¤erence is that in SPP

transitions the rate is in addition dependent of t (subscript state) transitions, in which it

combines the simplicity of modulating the Poisson process into the Markov Process. In MMPP

model, for each state k of M , arrivals occur according to a Poisson process at rate �k, and

when the state changes, so does the rate. In general we can de�ne a matrix T as a transition

matrix of the modulating Markov chain and � as a matrix whose diagonal elements contain the

arrival intensities that corresponds to the di¤erent states of the chain, as given in [162]:

T =

26666664
�!11 !12 ::: !1m

!21 �!22 ::: !2m

::: ::: ::: :::

!m1 �!m2 ::: �!mm

37777775 (7.3.4)

� = diag(�1; �2; :::; �m) (7.3.5)

In our simulation model we consider that the modulation Markov chain contains only two states,

with $1; $2 and �1; �2.

7.3.3 Parameters

The �rst performance parameter that we investigate is the performance of our proposed algo-

rithms in various satellite constellation parameters. In our simulation analysis, we investigate

performance of our algorithm in a various number of satellites, a various number of planes, and

a various latitude of satellites orbits.

We investigated the performance of algorithms in various arrival rates and interarrival times

between incoming packets.

The duration of voice tra¢ c when it is at on state and video tra¢ c when it is in active

state is investigated as well. The longer the average duration of this tra¢ c, the more handover

processing needs to be done.

Moreover, the performance of algorithms with two di¤erent types of tra¢ c model is investi-

gated. The �rst tra¢ c model - the Poisson based tra¢ c model will not represent the �burstiness�

of the current tra¢ c, while the Markov based tra¢ c model can represent the �burstiness�.
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7.3.4 Simulation Model

We model our simulation using event scheduler controls. This event scheduler controls the

simulation�s clock; scheduled activities are ordered chronologically by the scheduled time of

their occurrence. The simulation clock is updated to the time of the next event. In this

approach, we use the critical event approach. A State changes when an event occurs. Three

events cause these states�transitions, which are:

� Arrival of a new request: A new request is generated with an exponential distribution

with rate � and mean value � (in traditional tra¢ c model). After arrival of a new request

the state will change.

� Departure of a request: Duration of a request with CBR (voice in on state and video in

active state) is uniformly distributed. When a request is ended then it is removed from

the channel.

� Updating period: Satellite topology is updated at the beginning time intervals. In which

existing tra¢ c load is reallocated following the new topology.

In our simulation, tra¢ c is modeled in packet level, in which each request is represented in

a small packet. Voice tra¢ c has one unit length of packet in its on-state (similar to video tra¢ c

in its active state). Since routing is considered in the network layer, a packet header is used as

given in �gure 7.3.1:We consider two tra¢ c classes with source and destination addresses that

represent their satellites number. We use the same hop limit for all requests.

At the beginning of simulation time, we start with an initial zone demand matrix for both

types of tra¢ c. Location of source and destination are generated randomly with �2 {0 0 ,

180 0} and  2 {0 0 , 360 0}, while the positions of satellites are generated randomly with �2

{0 0 , 180 0} and '2 {0 0 , 360 0}.

For CBR tra¢ c types we generate one unit of tra¢ c with its duration of request. During

this time, we generate one unit of tra¢ c per unit time. While, for the VBR tra¢ c we generate

an exponentially distributed tra¢ c load, which will have values between one to ten units of

tra¢ c per unit time.
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Figure 7.3.1: Packet header

Interarrival times between packets are modeled according to two di¤erent tra¢ c models:

Poisson and Markov based tra¢ c models. In the �rst experiment we model interarrival times

following the Poisson tra¢ c model as given in (7.3.2) while in the second experiment time

interarrival times are modeled between arrivals as MMPP.

Remaining capacities on ISLs in the satellite network construct N �N available bandwidth

matrix bavailable(t).

bavailable(t) =

26666666664

b1;1(t) b1;2(t) b::;::(t) ::: b1;N (t)

b2;1(t) b2;2(t) b::;::(t) ::: b2;N (t)

::: ::: ::: ::: :::

::: ::: ::: ::: :::

bN;1(t) bN;2(t) b::;::(t) :::: bN;N (t)

37777777775
(7.3.6)

164



with the corresponding N �N cost matrix C(t) due to delay is:

C(t) =

26666666664

c1;1(t) c1;2(t) c::;::(t) ::: c1;N (t)

c2;1(t) c2;2(t) c::;::(t) ::: c2;N (t)

::: ::: ::: ::: :::

::: ::: ::: ::: :::

cN;1(t) cN;2(t) c::;::(t) ::: cN;N (t)

37777777775
(7.3.7)

At the beginning of simulation time, we generate an initial demand for both tra¢ c types. This

tra¢ c demand is allocated into the ISLs and stores the solutions into a path directory, which

has the format as (table 7.3.1):

Table 7.3.1: Path directory format

Congestion Origin Destination Min ISL with Path Congested Path
bit satellite satellite capacity min capacity Length time
0 Sat 1 Sat5 8 unit Sat 2, Sat3 3 1 Sat1, Sat2,

Sat3, Sat5
. . . . . . . .
. . . . . . . .
1 Sat 5 Sat 7 1 unit Sat 5, Sat 7 1 2 Sat 5, Sat7

The path directory stores the current solutions, which can be used for the next request

when there is an available capacity. The congestion bit will notify whether the corresponding

path is almost saturated (0 is not congested). The origin and destination satellite represents

the source and destination pair of satellites, which can use this path. Information about the

residual capacity for the corresponding path is given in the fourth �eld. Both the amount of

residual capacity and ISL which have this bottleneck are given. Information about the path

length is also given, followed by the satellite�s path itself.

Since our simulation model is based on a critical event approach, a stack of critical event

times is used (�gure 7.3.2). This stack consists of the times that a particular event needs to be

processed. There are three types of critical events, arrival of a new request (event#0), departure

of a request (event#1) and a periodic updating (event#2). When a request arrives (event#0),
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Figure 7.3.2: Events Stack with links to information of zone�s/satellite�s source destination pair, and
their paths

then it generates corresponding subsequent events. Depending on the duration of the request

(e.g. for CBR-tra¢ c class), it schedules the departure event of this request (event#1). At the

same time, it generates the arrival time of the next request depending on the tra¢ c model used,

either with SPP or MMPP interarrival times. Periodic updating event (event#2) is generated

by the simulator.In both events, arrival and departure, a link list with information over the OD

pair of zones/satellites is provided. This information consists of a class of tra¢ c, amount of

request demand, and the allocated path.

Based on this simulation environment, the performance of our proposed algorithms is in-

vestigated. The simulation model performs using Delphi 3 software in a Pentium III 550 MHz

with 128Mb of RAM.

7.4 Summary

In this chapter we discussed our proposed new combination algorithm GALPEDA which is used

to solve a tra¢ c allocation problem in a LEO satellite network. Each algorithm performed a

di¤erent task. In this thesis GALP is used to solve a periodical problem and EDA is used to

solve the incremental problem. We introduced a privilege parameter, which is used to give a

preference to high priority tra¢ c and to distribute tra¢ c more evenly over the whole network.

There is a lower bound of the value of this privilege parameter to be able to divert the low

priority tra¢ c into a longer path, in case of limited remaining capacity. While a high priority
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tra¢ c is given a reserve capacity in a low remaining capacity link. The amount of this reserve

capacity depends on the value of our privilege parameter. We introduced an adaptive reserve

capacity which can be located for high priority tra¢ c, and which depends on the tra¢ c load

on a particular time. We used a revised chromosome from the previous time interval�s solution

to perform the crossover, in order to decrease the processing time. Instead of starting with an

empty space of initial population, we used this revised solution as the �rst chromosome in the

initial population. A mutation e¤ect is added into the GALP by using a non-revised previous

time interval�s solution to perform the crossover, in order to escape from the local optima.

Some assumptions have been made in order to analyse the performance of our proposed routing

algorithm when solving a routing allocation problem in LEO satellite network. Assumptions

in regard to satellite topology, the mobility of mobile user on earth, and the tra¢ c model have

been made.
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Chapter 8

SIMULATION OF TRAFFIC

ALLOCATION IN LEO

SATELLITE USING GALPEDA

8.1 Introduction

In this chapter, we investigate the capability of our GALPEDA to allocate tra¢ c according to

its type, to distribute the tra¢ c load more evenly and to determine whether high priority tra¢ c

is given more privileges than low priority tra¢ c. Various system parameters of LEO satellites

are provided to investigate their e¤ect on the performance of our GALPEDA [150], including

the number of satellites and the number of planes in LEO satellite constellation. The Poisson

and MMPP tra¢ c models are used in this simulation; and the e¤ect of the various arrival

rates of these tra¢ c models is investigated. We compare the performance of our GALPEDA

with the previous Genetic Algorithm and Linear Programming of Berry, Murtagh et al. and

Montgomery [152,163], which we notates as Genetic Algorithm-Linear Programming 1 (GALP1)

in this thesis.

8.2 Simulation Model

The di¤erence between GALP1 and our GALPEDA is given in the following �gures.
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Shown below is the �ow chart of GALP1 (see �gure 8.2.1). We modi�ed this �ow chart

Generate Initial Population (based on shortest path)

Randomly choose two chromosomes

Generate LP Matrix

Run LP solver To allocate traffic

If new solution is cheaper than the worst solution
in current population, replace the worst with the

new solution

Display the solution

Figure 8.2.1: Flow-chart of GALP1

to cope with satellite constellation parameters as shown below (�gure 8.2.2) In GALP1 (�g-

ure 8.2.1), the initial population is generated by using a heuristic algorithm to �nd the minimum

hop between the OD-pair. In �gure 8.2.2, we use EDA with a privilege parameter to construct

the initial population. The initial population in our GALPEDA consists of the collection of

�owpaths instead of a collection of paths. In addition to that, we divide the dynamic tra¢ c

allocation problem into two separate problems: the periodical problem and the incremental

problem. The �rst occurs when the event is a periodic event, and the second occurs when the

event is an arrival event. The �rst problem is solved with GALP and the second problem is

solved with EDA. The handover procedure is added in the periodical problem to update the

previous time interval solution. Handover occurs only in the periodical problem, since we make

an assumption that the satellite topology changes only at the beginning of the periodical prob-

lem. The procedures of our simulation model of GALPEDA, which is based on �gure 8.2.2 ,

are given below:

Begin

Generate satellite positions

Generate initial user�s positions and their demand

Map initial user position demand to initial satellite demand
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Generate Initial Population
(based on extended

Dijkstra shortest path)

Randomly choose two
chromosomes

Generate LP Matrix

Run LP solver
To allocate traffic

If new solution is
cheaper than the worst

solution in current
population, replace the

worst with the new
solution

Path directory of
current time interval

solution

Generate MT's demand

Mapping MT's demand
to satellite's demand

Generate MT's
Latitude, longitude

Generate Satellite
position longitude,

latitude

Initial population

Previous solution with
updates of their

satellite positions
(hand overs)

Mutation: Previous
solution without
updates of their

satellite positions

Find solution based on
Extended Dijsktra

shortest path

New Path directory of
current time interval

solution

Event = Periodic event

Event = Arrival event

Periodical updating

Find
available
OD pair

New Arrival

 (OD demand)

Add new
OD pair

Increm
ental U

pdating

Figure 8.2.2: Flow-chart of GALPEDA

While not (Orbital period of LEO satellite network) do

Begin

If (Event=periodic Event) then

Begin

Upgrade topology;

Upgrade the current solution from path directory;

Generate initial population;

Insert solution from path directory into the initial population;

Repeat 40 times
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Begin

Perform GALP;

End;

Save current solution into path directory;

End

Else

Begin

If (Event=Arrival Event) then

begin

Generate a new demand;

Find OD pair for the new demand;

If there is an available OD pair then use this

or else perform EDA and insert new OD pair in path directory;

end

or else {Event=Departure Event} remove the ending call;

End;

End; End;

8.3 Simulation Results

Using our model we studied the performance of our GALPEDA under various parameters of

GALPEDA, satellite constellation parameters, as well as two tra¢ c models: the Poisson and

the MMPP. The duration of simulation was one orbital period of approximately 100 minutes.

The simulation was repeated for each case

8.3.1 Performance of GALPEDA with Various Parameters of GALPEDA

Population size

Several simulations were conducted. The �rst simulation examined the in�uence of variation

in the population size of Genetic Algorithm to the progress speed. A satellite network with 20

satellites and hop-limit of 5 ISLs is considered for this �rst test. The progress speed performance
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is measured by observing the relative bias value. This is a normalized cost di¤erence between the

current solution in progress and the �nal solution, compared with the cost di¤erence between

the initial solution and the �nal solution:

relativebias =
Cprogress � Cfinal
Cinit � Cfinal

(8.3.1)

�gure 8.3.1 shows that GALPEDA progresses rapidly to the �nal solution by using a small
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Figure 8.3.1: Relative bias value with di¤erent size of population

population size of 10 solutions. However, a small error remains till almost the end of the

process. With a bigger population size of 20 solutions, the �nal solution can be reached after

25 steps. Since rapid progress to a near optimal is signi�cant to guarantee a prompt solution

when the topology is updated, a smaller population size is more favorable. In the case of a

better accuracy is needed then a bigger population size is necessary.

Hop limit

The second simulation investigates the e¤ect of a hop-limit in the progress speed performance

of GALPEDA. In this test, we consider a satellite network with 50 satellites and a population

size of 20. �gure 8.3.2 illustrates the progress of GALPEDA to reach the �nal solution with

various values for the hop-limit. A similar normalized cost, as given in (8.3.1), is used for the

value of relative bias. If a hop-limit of 10 is used, the solution approaches the �nal value more

slowly than for a hop-limit of 20 because of the di¢ culty of �nding a shorter solution for some

requests. If a higher hop limit is given, more alternative paths can be given.
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Figure 8.3.2: Relative bias value with two di¤erent values of hop-limit

Node degree

In the next simulation, our model does not have a node degree limit and the population sizes

10, 15, and 20 are considered. In this case, there is no limit to the number of ISLs which can be

connected to each satellite. We investigate the node degree frequency distribution (the number

of satellites which have the same node degree or the same number of ISLs) in di¤erent sizes of

population.

Figure 8.3.3 shows that when the population size is 10, more satellites have either 4 or 10

connected ISLs to themselves. When the population size is 20, GALPEDA tends to allocate

more distributed ISL connections. Each satellite has ISL connections between 5 to 11 ISLs

with average node degree frequency of 2. By increasing the population size, GALPEDA can

have a more distributed node degree allocation than using a smaller population size, since more

alternative paths will be available.

Relative improvement

The fourth test examined the relative improvement of GALPEDA with an increased number of

satellites. We use the same initial population from a heuristic algorithm as the starting point

for each process. We start with 3 satellites and increase to 30 satellites, with population size

173



Figure 8.3.3: Node degree frequency distribution with various size of population

of 20 and a hop-limit is 5. The relative improvement for this case is de�ned as:

relativeimprovement =
Cinit � Cfinal

Cinit
(8.3.2)
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Figure 8.3.4: Relative improvement as the number of satellite is increased

A population size of 20 and a hop-limit of 5 are considered for this test. Figure 8.3.4

illustrates the relative cost value improvement due to the GALPEDA algorithm, by increasing

the number of satellites. When the number of satellites is smaller than 8, GALP does not make

any signi�cant improvement to the initial cost. Which means that heuristic algorithm produces

a near optimal cost value for a small number of satellites. In this case, our GALPEDA cannot
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locate a superior solution than this initial solution. In contrast, however with a larger number

of satellites, GALPEDA enhances the best cost value at the end of the simulation period. In

this �gure, we observe that in some cases the improvement is remarkable. A good improvement

can be achieved when the number of satellites is 21 (with 3 planes and 7 satellites on each

plane) and 28 (with 4 planes and 7 satellites on each plane), since more satellites in one plane

provide a more stable connection. This is due to a permanent intraplane ISL connection and

the assumptions made for the handover procedure. In the case that a connection should be

handovered, the connection will be given to the next satellite in the same plane.

8.3.2 Performance of GALPEDA with Various Parameters of a Satellite

Constellation

We investigate the performance of our GALPEDA algorithm starting with various numbers of

satellites. Simulation proceeds for a period of one orbital period of LEO satellites (which is

assumed to be 100 minutes real time) as follows.

Various numbers of satellites

We commence with a �xed pattern of existing requests, which partly loads the network and

use an initial tra¢ c demand. GALP is used to allocate the current tra¢ c on the network. We

generate additional tra¢ c requests, which have a Poisson model of interarrival times. These

additional requests have an arrival rate of 20 (3 arrivals per second), with the duration of each

CBR packet, exactly 10 seconds. Each request is assigned a priority, depending on whether it

is CBR or NRT/VBR tra¢ c; a source and a destination. These values all come from uniform

probability distributions. The EDA is used to allocate each additional request. Values �low = 15

and �high = 1 are used for requests of low and high priority respectively. The length of each

allocated path is recorded.At the end of each period, the tra¢ c load on each of the ISLs is

recorded in four ranges: 25% loaded, 25% to 50% loaded, 50% to 75% loaded, 75% to 100%

loaded. Link loading is averaged at the end of simulation. Simulation runs were designed to

test e¤ectiveness of the parameters in diverting low priority tra¢ c on to lightly-loaded links,

with various numbers of satellites. We consider satellite constellations with 10 satellites to 50

satellites, which are positioned in their 5 orbital planes. In table 8.3.1, the minimum, average
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and maximum values of length of path for low and high priority tra¢ c are given. These values

as given in this table show that by increasing the number of satellites, the class of high priority

tra¢ c has been given a privilege over the class of low priority tra¢ c. The average path length

of low priority tra¢ c with 10 satellites is 2:9, while the high priority tra¢ c has an average of

2:8. A satellite constellation with 50 satellites has the average path length of 3:8 and 2:7 for

low priority and high priority tra¢ c class, respectively.

Table 8.3.1: Path lengths of low and high priority tra¢ c as the number of satellite is increased

Number of Number of Low Priority High Priority
satellites planes tra¢ c tra¢ c

min avg max min avg max
10 5 2 2.9 5 2 2.8 4
15 5 2 2.9 5 2 2.8 4
20 5 2 2.9 4 2 2.8 4
25 5 2 2.9 5 2 2.8 4
30 5 2 2.9 5 2 2.8 4
35 5 2 3.6 4 2 2.9 4
40 5 2 3.8 6 2 2.7 4
45 5 2 3.8 6 2 2.7 4
50 5 2 3.8 6 2 2.7 4

Furthermore, we analyze tra¢ c distribution in the same satellite environment, as given in

�gure 8.3.5. This �gure shows how the loaded tra¢ c is more evenly distributed in the satellite

constellation with the larger number of satellites, while number of ISLs which carry a tra¢ c

load of more than 75 % decrease. This is due to the parameter �, which tries to divert tra¢ c

with low priority to lightly-loaded links.

Various numbers of planes

Similar observations have been done for various numbers of planes in the satellite constellation.

We consider a satellite network with 24 satellites in 3, 4, 6, and 8 planes. At the beginning, the

average length of paths for di¤erent priorities of tra¢ c is considered. Table 8.3.2 shows that

the number of planes does not have an e¤ect on average length of paths. The reason for this is

176



0

20

40

60

80

100

10 15 20 25 30 35 40 45 50

num ber of satellites

nu
m

be
r o

f I
SL

's
(in

 %
 o

f t
he

 to
ta

l I
SL

nu
m

be
r)

ISL's w ith traf f ic load below 25% ISL's w ith traf f ic load betw een 25%-50%

ISL's w ith traf f ic load betw een 50%-75% ISL's w ith traf f ic load more than 75%

Figure 8.3.5: Tra¢ c load distribution as the number of satellite is increased.

that we consider the same cost value for an ISL between two satellites in the same plane, and

between two satellites in neighboring planes.

Number of Number Low Priority High Priority

satellites of planes tra¢ c tra¢ c

min avg max min avg max

24 3 2 2.9 5 2 2.8 4

24 4 2 2.9 5 2 2.8 4

24 6 2 2.9 4 2 2.8 4

24 8 2 2.9 5 2 2.8 4

Table 8.3.2: Path lengths of low and high priority tra¢ c by increase number of planes

However, an investigation of tra¢ c distribution shows that tra¢ c is more evenly distributed

when the number of planes is increased. This phenomenon is shown in the following �gure 8.3.6.

This is a result of our assumption that handover of a connection will only consider neighboring

satellites in the same plane. By increasing the number of planes, a connection can have more

�exibility in assigning the new connection.
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Figure 8.3.6: Tra¢ c load distribution by increase number of planes.

8.3.3 Performance of GALPEDA with Various Arrival Rates

In the next experiment, we consider a simulation of a satellite constellation with only 16 satellites

in 4 planes. This is smaller than a real system, which would require at least 48 satellites for

global coverage. However, it is adequate to test our model and algorithms.

In our model we assumed that the class of low priority consists of delay insensitive tra¢ c.

This tra¢ c represents asynchronous tra¢ c and has a negative exponential distribution packet

length with a mean value of 3Kbit. In contrast, the class of high priority tra¢ c consists of

delay sensitive tra¢ c. This tra¢ c is constructed of voice tra¢ c (with an on and o¤ process)

and video tra¢ c (streaming and real time). This class of tra¢ c has a �xed length of packet

size. We assume that the �xed length of this packet size is 3 Kbit. Voice tra¢ c generates a

�xed packet size in its talking state, whereas the video tra¢ c generates a �xed packet size in

its active state.

Firstly, we investigate the performance of the GALPEDA algorithm by varying the arrival

rate of incoming tra¢ c through 20, 40, 60, 80 and 100. �low is chosen as 15.

Figure 8.3.7 shows that the algorithm performs with more discrimination when the arrival

rate is higher. If the arrival rate is 20, the di¤erence between the average path lengths for high

and low priority tra¢ c is smaller than when the arrival rate is 100. When more requests arrive,

the algorithm allocates the low priority tra¢ c into more lightly-loaded links, to reserve some

amount of bandwidth for high priority tra¢ c.

178



0
0.5

1
1.5

2
2.5

3
3.5

4

ArrivalRate=20 ArrivalRate=40 ArrivalRate=60 ArrivalRate=80 ArrivalRate=100

Pa
th

 L
en

gt
h

Average Path Length for Low Priority Traffic Average Path Length for High Priority Traffic

Figure 8.3.7: Average Path length with various Arrival rate

Moreover, we observed call blocking probability of both low and high priority tra¢ c with

the increased number of call arrivals (call arrival rate).
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Figure 8.3.8: Call blocking probability of low and high priority tra¢ c class, with a various call arrival
rate and the tra¢ c model is a Poisson tra¢ c model

In this experiment, we consider an incoming call into a satellite network, which cannot �nd

an available path between its OD-pair, to be a blocked request or a blocked call. Figure 8.3.8

shows the call blocking probability of the Poisson tra¢ c model, when the arrival rate increases

from 10 calls to 25 calls perminute. The call blocking probability of high priority tra¢ c class is
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approximately 15% lower than the call blocking probability of low priority tra¢ c. This is due

to the privilege that we have been given for high priority tra¢ c class.

Figure 8.3.9 shows the call blocking probability of the MMPP tra¢ c model, when the arrival

rate increases from 10 calls/minute to 25 calls/minute. In this case, call blocking probability

of high priority tra¢ c class is approximately 17% lower than the call blocking probability of

low priority tra¢ c. In case of �bursty�tra¢ c as modeled in MMPP tra¢ c model, GALPEDA

can cope better than in the case of Poisson model tra¢ c, which is due to variable equal length

periodic interval. The equal length interval adapts to the change of the incoming tra¢ c.
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Figure 8.3.9: Call blocking probability of all tra¢ c class in Poisson and MMPP tra¢ c model

If the call arrival rate increases, the di¤erence between call blocking probability of high and

low priority tra¢ c class becomes bigger in both tra¢ c models. This is because more ISLs are

reserved for high priority tra¢ c class. Figure 8.3.10 shows that if the call arrival rate increases,

the performance of our GALPEDA algorithm for both tra¢ c models becomes more similar.

This is because of the adaptivity of the length interval. If the network becomes heavy loaded,

the periodical updating performs more frequent. Then the tra¢ c load is distributed globally,

which results in more evenly distributed tra¢ c load and less call blocking will occur.

180



0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

10 15 20 25

call arrival rate

ca
ll 

bl
oc

ki
ng

 p
ro

ba
bi

lit
y

Poisson traffic model MMPP traffic model

Figure 8.3.10: Call blocking probability of all tra¢ c class in Poisson and MMPP tra¢ c model

8.3.4 Performance of GALPEDA with Two Types of Tra¢ c Model: Poisson

and MMPP

Two distinct simulations were conducted, with Poisson and MMPP arrival distributions. In

Poisson tra¢ c model, the interarrival times are exponentially distributed with an arrival rate

parameter �. In MMPP tra¢ c model, the arrival rate for each state k of M occur according

to a Poisson process at rate �k , and when the state changes, so does the rate. Since we only

consider two states in our simulation model, the arrival rate of MMPP at these two states are

de�ned by giving the values of �1 and �2 ; as 0.5 and 1.5 respectively.

As before, the same simulation steps were undertaken. First GALP was used to solve initial

demand requests at the beginning of the time intervals. When the subsequent request arrives

inside the time intervals, with its arrival rate determined by the tra¢ c model, EDA was used to

allocate this subsequent request. Values �low and �high were used for requests of low and high

priority, respectively. Keeping the simulation value of �high constant (�high = 1), we tested the

values �low = 1, 5, 10, 15, 20. Simulation was conducted to investigate the e¤ectiveness of the

parameter �low in diverting low priority tra¢ c to lightly-loaded links. First, we consider the

Poisson model followed by the MMPP model.

Table 8.3.3 shows that the distribution of the link load varies with �low when the model is

a Poisson model.Table 8.3.4 shows the results when the tra¢ c model is MMPP.
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Table 8.3.3: Tra¢ c load distribution for Poisson tra¢ c model

�low = 1 �low = 5 �low = 10 �low =15 �low =20

Link Number of Number of Number of Number of Number of

Loading Links (%) links (%) Links (%) Links (%) Link (%)

Min Avg Max Min Avg Max Min Avg Max Min Avg Max Min Avg Max

Below 87.6 94.1 100 90.1 94.1 100 88.9 95.2 100 88.9 94.9 100 95.1 96.7 100

25%

25%- 0.0 5.2 11.1 0.00 4.8 9.9 0.0 4.5 11.1 0.0 4.9 11.1 0.0 3.2 100

50%

50%- 0.0 0.1 2.5 0.00 0.9 5 0.0 0.1 4.9 0.0 0.1 1.2 0.0 0.1 100

75%

75%- 0.0 0.3 2.5 0.00 0.2 2.5 0.0 0.3 2.5 0.0 0.1 1.2 0.0 0.1 1.2

100%

Table 8.3.4: Tra¢ c load distribution for MMPP tra¢ c model

�low = 1 �low = 5 �low = 10 �low =15 �low =20

Link Number of Number of Number of Number of Number of

Loading Links (%) links (%) Links (%) Links (%) Link (%)

Min Avg Max Min Avg Max Min Avg Max Min Avg Max Min Avg Max

Below 85.2 93.6 100 90.1 96.2 100 88.9 94.1 97.0 85.2 94.9 95.2 92.6 97.5 100

25%

25%- 0.0 5.5 12.4 0.0 3.4 9.9 0.0 5.5 8.6 0.0 4.4 14.8 0.0 2.1 100

50%

50%- 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 2.5 0.0 0.3 2.5 0.0 0.3 100

75%

75%- 0.0 0.5 2.5 0.0 0.4 2.5 0.0 0.2 2.5 0.0 0.1 1.2 0.0 0.1 2.5

100%

Both of these tables show that by increasing the value of �low to 20 we can distribute the

tra¢ c load more evenly across the whole network. A higher value of �low diverts low priority

tra¢ c to a longer path, which will decrease the performance of the algorithm.

Furthermore, a signi�cant output of the simulation is path length information. We expect by

increasing the value of �low, that high priority tra¢ c will obtain a shorter path than low priority

tra¢ c.It is clearly shown in �gure 8.3.11 for the Poisson model and �gure 8.3.12 for the MMPP

model that by increasing �low, average path length of high priority tra¢ c decreases whereas

the average path length of low priority tra¢ c increases. Since a shorter path for high priority

tra¢ c can be provided, this class of tra¢ c will have a lower transmission delay compared to
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Figure 8.3.11: Average path length of Poisson tra¢ c model

Average Path Length of MMPP model
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Figure 8.3.12: Average Path Length of MMPP tra¢ c model

the class of low priority tra¢ c. Less number of satellites is necessary to accomplish this shorter

path. This reduces the processing time needed to complete the path. This lower transmission

delay and less processing time deliver a better QoS for the class of high priority tra¢ c.

8.3.5 Performance of GALPEDA in Average Processing Time

Figure 8.3.13 shows the processing time of our algorithm with various numbers of satellites.

We used a 550 MHZ Pentium III machine to obtain this result. The average processing time

of GALPEDA increases when the number of satellites is more than 30 satellites. This is the

processing time at the beginning of a time interval when an updating of the satellite topology

and a tra¢ c allocation for the global satellite constellation occur.
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Figure 8.3.13: Average processing time of GALPEDA as the number of satellites is increased

8.3.6 Comparison of GALPEDA with GALP1

In the next case, we compared the performance of GALPEDA with GALP1. We considered in

this case 16 satellites in 4 planes, with a hop limit of 10 and the arrival rate of 20 packets per

second. The simulation was conducted several times with this system speci�cation, and then

the average of tra¢ c load in every ISLs was taken. We classi�ed these ISLs into 4 groups: a

group of those ISLs with a tra¢ c load less than 25% of the total ISL capacity; a group of those

ISLs with a tra¢ c load between 25% and 50%; a group of those ISLs with a tra¢ c load between

50% and 75%; and the group of ISLs with a tra¢ c load more than 75%.

Tra¢ c load distribution

Figure 8.3.14 shows that our GALPEDA distributed the tra¢ c load in the LEO satellite network

more evenly than GALP1. If we use GALPEDA to allocate the tra¢ c, less than 10% of the

ISLs have a tra¢ c load of more than 75%. In contrast, if we use GALP1 about 20% of the ISLs

have a tra¢ c load of more than 75%. It means that GALPEDA provides a better tra¢ c load

distribution. In addition to that, when we use GALPEDA the number of lightly-loaded ISLs

is higher than when we use GALP1. This improvement results in a higher reserved bandwidth

for the future incoming tra¢ c.
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Figure 8.3.14: Tra¢ c load distribution in GALP1 and GALPEDA

Arrival rate

If we increase the arrival rate from 10 packets per second to 50 packets per second, GALPEDA

provide better tra¢ c distribution than the GALP1 as shown in �gure 8.3.15.

Figure 8.3.15 shows the tra¢ c load distribution for GALP1 and GALPEDA. An increasing

call arrival rate or number of calls results in a bigger performance di¤erence between GALP1

and GALPEDA. If the call arrival rate is 50, then the number of ISLs with a tra¢ c load of

more than 90% is approximately 21% for GALPEDA, compared with approximately 35% for

GALP1. This reduced the number of heavy loaded ISLs for about 14%. The number of ISLs

with a tra¢ c load of less than 50% is approximately 43% for GALP1 and 75% for GALPEDA.

This increased the number of lightly-loaded ISLs for about 32%.

Multiclass tra¢ c

In case of multiclass tra¢ c, GALPEDA provides a shorter delay for high priority tra¢ c; whereas

in GALP1 there are no privileges given to high priority tra¢ c. Figure 8.3.16 shows that

GALPEDA provides a shorter path delay for high priority tra¢ c than the average path length

in GALP1. The average path length for low priority tra¢ c in GALPEDA is longer than the

average path length of GALP1.

Table 8.3.5 shows the minimum, average, and maximum value of the tra¢ c path length, with
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Figure 8.3.15: Tra¢ c load distribution by using GALP1 and GALPEDA with the increased number of
call arrival rate

various value of call arrival rate for both GALP1 and GALPEDA. GALP1 make no distinctions

of tra¢ c classes; we on the other hand, distinguish two tra¢ c classes: low priority and high

priority tra¢ c.

Table 8.3.5: Average path length of di¤erent type of tra¢ c for GALP1 and GALPEDA

GALP1 GALPEDA
arrival path path length of path length of
rate length Low priority tra¢ c high priority tra¢ c

min average max min avg max min avg max
10 2 3.17 5 2 2.67 4 2 2.63 5
20 2 3.2 5 2 3.36 5 2 2.66 4
30 2 3.23 5 2 3.4 5 2 2.67 5
40 2 3.46 5 2 3.68 5 2 3 5
50 2 3.57 5 2 3.67 5 2 3.4 5

As shown in this table (Table 8.3.5), GALPEDA provides on average a shorter path length

for high priority tra¢ c than GALP1 can provide. However, a longer path length can occur for

low priority tra¢ c if we use GALPEDA.
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Figure 8.3.16: Average path length with the increase number of call arrivals for GALP1 and GALPEDA

Mutation and tabu tenure

In the previous case, the mutation probability is 10%. This means a mutation occurs once

in every 10 periodical updatings. A mutation occurs by using the previous solution without

updating as one of the parents.

We investigated the performance of di¤erent values of mutation probability as given in

table 8.3.6. In this case, the simulation parameters remain the same for GALP1 and GALPEDA;

but in GALPEDA, we vary the value of mutation probability from 10% to 30%. Since in GALP1

no mutation is possible, the values remain constant.

In GALPEDA, there is an improvement in the average path length of both low and high

priority tra¢ c when we increase the mutation probability from 10% to 15%. If we increase the

mutation probability from 15% to 20%, the average path length in GALPEDA becomes longer

but remains shorter than the tra¢ c path length in GALP1. Once we used 25% as mutation

probability, then the average length of low priority tra¢ c becomes longer than the average path

length in GALP1. The average path length for high priority tra¢ c remains shorter than the

average path length of GALP1. The average path length for high priority tra¢ c in GALPEDA

becomes longer than the average path length in GALP1 when we use a mutation probability of

30%. In this case, it seems that our mutation appears too frequently, that it provides a higher

bias in the LP solver.

This e¤ect is reduced by the implementation of our Tabu tenure procedure. In which a
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saturated link will not be included in the alternative solutions for two iterations time. Even

though the mutation procedure recommended these saturated links, the Tabu tenure does not

allow these saturated links to become one of the alternative solutions of our GALPEDA. The

Tabu tenure aborted the mutation procedure, and used only the current two chromosomes as

the parents.

Table 8.3.6: Average tra¢ c path length with various mutation probability

GALP1 GALPEDA
tra¢ c mutation Low priority tra¢ c high priority tra¢ c

path length probability path length path length
Min avg max min avg max min avg max
2 3.17 5 0.1 2 2.67 4 2 2.63 5
2 3.17 5 0.15 2 2.5 5 2 2.3 4
2 3.17 5 0.2 2 2.8 5 2 2.6 5
2 3.17 5 0.25 2 3.1 7 2 2.9 5
2 3.17 5 0.3 2 3.25 7 2 3 5

Processing time

In order to investigate the processing time required for GALPEDA, a comparison has been

made between GALP1 and GALPEDA. The following table ((table 8.3.7)) shows the average

processing time for the GALP1 algorithm and our GALPEDA algorithm. In this case we

consider 16 satellites in 4 planes.

Table 8.3.7: Processing time of GALP and EDA with 16 satellites in 4 planes

min (msec) average (msec) max (msec)
GALP1 35 49.41 60

GALPEDA 15 27.06 50

188



8.4 Discussion: Performance Analysis of GALPEDA

As shown in our simulation results, our proposed algorithm provided bene�cial features on

distributing and giving preferences for di¤erent tra¢ c classes. A higher arrival rate increases

the average path length di¤erence between the two tra¢ c classes. This is because we consider

a constant threshold capacity of each ISL in our simulation. Similar occurrences is happened

for the MMPP tra¢ c model.

If we increased the value of �low from 1 to 20 as shown in �gure 8.3.11 for the Poisson model,

we achieved a higher average path length di¤erence between low priority and high priority tra¢ c

between �low =1 to �low =10. Subsequently, no improvement is achieved when the value of

�low is increased to 15; then, the di¤erence of the average path length decreases if the value of

�low is further increased to 20.

Apparently, if we increase �low to a value higher than the minimum value obtained from

(7.2.13), a higher average path length di¤erence can be achieved. However, a maximum value of

�low/�high needs to be considered. Starting from that value, the average path length di¤erence

decreases. We will de�ne this maximum value of �low/�high in the next paragraphs.

We consider a single link of capacity Q and assume that load on this link at time t is

comprised of i calls. We consider a situation in which i calls are requesting service at time t

with probability pI (t). avg i denotes the average number of calls requesting service:

avg(i) =

1X
i=1

pi(t)i (8.4.1)

Each call represents an application whose performance or utility � as a function of available

bandwidth b, is given by the function �(b). We assume that �(0) = 0. When an application

receives zero bandwidth, the value becomes zero. We also assume that � (1) = 1, when an

application receives as much bandwidth as it wants and the value becomes 1. In multiclass

tra¢ c, di¤erent applications have di¤erent levels of performance at bandwidth 0<b<1; but in

all cases � (b) is a non-decreasing function. We model a call of high priority class was rejected

as receiving zero bandwidth (b = 0) and so has zero utility (�(0)).

In the case that capacity Q is given for one class tra¢ c, each call receives identical shared
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bandwidth Q=i. If all calls are accepted, total utility of the satellite network is given by:

V (i) � i�(Q
i
) (8.4.2)

In the case of the best e¤ort architecture, if we use a greedy algorithm then the total utility of

the system:

VB(Q) =

1X
i=1

pi(t)i�(
Q

i
) (8.4.3)

and, in the case of our proposed architecture, using a multiservice algorithm with reserved

bandwidth imax (Q). If imax is reached then low priority calls requesting this link will be

rejected. This imax de�nes our maximum value of �low/�high. The total utility of the system is

VR(Q) =

imax(Q)X
i=1

pi(t)i�(
Q

i
) +

1X
i=imax(Q)

pi(t)imax(Q)�(
Q

imax(Q)
) (8.4.4)

When we use this inequality as below:

VR(Q)

i
> VB(Q)

i
(8.4.5)

we will achieve the following

imax(Q)�(
Q

imax(Q)
) > (imax(Q) + 1)�(

Q

(imax(Q) + 1)
) (8.4.6)

This inequality performs the constraints to our maximum value of �low/�high. Both inequalities,

(7.2.13) and (8.4.6), perform the lower and upper bound of the value of �low/�high. In order to

achieve a better performance of GALPEDA, we need to consider these constraints.

8.5 Summary

In this chapter we discussed the performance of our GALPEDA by comparing this algorithm

with the previous work GALP1. We focused on the performance of our GALPEDA in dis-

tributing the tra¢ c load and providing a privilege for high priority tra¢ c for various types of

tra¢ c model and various satellite constellation parameters. The distribution of tra¢ c load is
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investigated by observing the number of ISLs with highly loaded tra¢ c. If we used GALPEDA,

the number of ISLs with highly loaded tra¢ c is reduced by more than 25 % compared to the

GALP1 algorithm. This resulted in more spare capacity in the other ISLs, which can be re-

served for the next incoming high priority tra¢ c. The privilege for high priority tra¢ c is given

by providing the high priority tra¢ c with a shorter path than the low priority tra¢ c. This

resulted in a shorter delay time. If we used GALPEDA the average path length of high priority

tra¢ c is reduced by more than 25% compared with the average path length given to all types

of tra¢ c when GALP1 is used. This privilege for high priority tra¢ c is very bene�cial in the

multiclass tra¢ c allocation. GALPEDA distributed the tra¢ c load more evenly and provided

privilege for high priority tra¢ c for both, Poisson and MMPP tra¢ c model.
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Chapter 9

CONCLUSIONS

9.1 Introduction

In this chapter, we summarize and discuss results that we achieved in our simulation. The

simulation results, with various setting parameters of: GALPEDA, satellite constellation and

tra¢ c models, show the performance of our GALPEDA in allocation of multiclasses tra¢ c

in LEO satellite network. The achievements have been made by our novel tra¢ c allocation

algorithm, GALPEDA, in distributing tra¢ c load more evenly will be presented, followed by

recommendations for future that would build on the results of our thesis.

9.2 Summary

In this thesis, we consider LEO satellite constellation networks with ISLs. We focused on

proposing a combination algorithm, GALPEDA, which allocates multiclass tra¢ c in the ISLs

of LEO satellite networks. The main objective of this GALPEDA is to give a privilege for

the class of high priority tra¢ c and to distribute the tra¢ c load more evenly over the satellite

network. The contributions of this thesis which have been made are:

1. We introduce two terms in our objective function: the �rst term minimizes delay due

to the number of hops in a path, the second term maximizes the residual bandwidth

over the whole network. The �rst term concerns more about the path propagation delays

across simulated satellite networks. The second terms concerns more about the remaining
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bandwidth of the ISLs in the simulated satellite networks. These two terms may sometimes

con�ict, since the minimum hop route will not necessarily minimizes the cost due to the

bandwidth available. Therefore we introduce an original idea of a privilege parameter

for each tra¢ c class into this objective function. If we choose the value of this privilege

parameter between its lower and upper bound values, this parameter will give a certain

privilege for a class of high priority tra¢ c.

2. In order to cope with the dynamic topology of LEO satellite network, we introduced

a novel combination algorithm, GALPEDA. We divided the problem into two separate

problems: periodical and incremental problem. In the �rst, we solve the problem of

the whole satellite network. In the second, we solve the problem of a particular incoming

tra¢ c in a particular OD pair. Our novel combination algorithm solves these two problems

subsequently. In periodical problem, the GALP-part of GALPEDA allocates the incoming

tra¢ c into ISLs of the whole satellite network. This tends to distribute tra¢ c more evenly

over the whole network. Furthermore, the EDA-part of GALPEDA allocates incoming

tra¢ c into ISLs between origin satellite and destination satellite. Another original idea is

the use of mutation and tabu tenure property in order to improve the performance of our

GALPEDA. This mutation property is used in order to escape from the local optima. With

a certain mutation probability, we use an unmodi�ed solution of the previous periodical

updates as one of the parents in the cross over procedure. Since the satellites move into

their new positions, this mutant parent introduces a new type of chromosome in the cross

over. In case that the mutation probability is high, the mutation becomes too often.

This results in a poor performance of our GALPEDA. Tabu tenure property of tabu

search helps us to reduce this negative impact of mutation procedure. If an ISL has been

considered to be tabu, this ISL cannot be used for the period of its tabu tenure. In case

this ISL becomes an alternative solution suggested by mutation procedure, tabu tenure

property will prohibit the use of this ISL. This results in controlling the e¤ect of a high

mutation probability.

3. The predictable satellite positions in LEO satellite network can be used to improve the

handover procedure. The LEO satellite topology is updated in the periodical updating
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time. At this time, we calculate the new positions of the satellites. The solutions to the

tra¢ c allocation problem from the previous time interval are evaluated. We hand over

the previous solutions in new solutions, by considering the new positions of satellites. In

case a solution for an OD satellite pair is required to be handed over, we keep the original

OD path and add two extra ISLs. The �rst ISL connects the old origin satellite and a new

origin satellite. The second ISL connects the old destination satellite and a new destina-

tion satellite. The resulting solution becomes the �rst solution in the initial population of

GALPEDA. Instead of starting with an empty initial population, the GALPEDA starts

with a modi�ed version of the previous time intervals solution. This original idea of intro-

ducing the chromosome of the previous solution into the initial population of GALPEDA,

accelerates the processing time of GALPEDA; since the solution from the previous time

interval provides information about the latest condition of the whole satellite network.

4. Our GALPEDA is used for two types of tra¢ c model, Poisson and MMPP. Our GALPEDA

can cope with the bursty property of the nowadays tra¢ c condition. In addition to that

we introduce an original adaptive length of time interval. The length of a time interval

depends on the tra¢ c load at this time interval. If the tra¢ c load is high then the time

interval becomes shorter, or the periodic updates will be done more frequently. Otherwise

the time interval becomes longer. This property can reduce the overhead cost of periodical

updating.

In this thesis, we have developed and analyzed a novel method of allocating multiclass

tra¢ c in a dynamic LEO satellite network. We performed a simulation with various setting

parameters to evaluate the performance of our GALPEDA.

Firstly, we considered various setting of GALPEDA parameters: population size, hop limit,

and node degree. If we used a smaller population size, the algorithm converged relative faster

than a higher population size. But, on the other hand a higher population size gives a better

value of end solution than a smaller population size. Increased size of the population means

that there is more combination and choices of chromosomes to perform a cross over. Therefore,

we need a longer time to approach the equilibrium but the result is more accurate. In order

to distribute tra¢ c load more evenly, a higher population size can be used. In addition, if we
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consider di¤erent values of the hop limit, we see that a smaller hop limit has a longer progress

speed than a higher hop limit. On the other hand, we need to consider di¤erent values of the

hop limit for di¤erent types of tra¢ c. The di¤erence between these hop limits de�nes the spare

bandwidth for di¤erent tra¢ c classes. Therefore, the minimum and maximum value of �low

/�high has been considered.

Secondly, we considered various settings of satellite parameters: number of satellites and

number of planes. By increasing the number of satellites, our GALPEDA distributes tra¢ c more

evenly and discriminates more between di¤erent tra¢ c classes. There is a tendency to achieve a

better value of end solution by decreasing the number of planes in satellite network. Complexity

in the inter-plane handover procedure contributes into this drift. Due to the movement of

satellites in neighboring planes, ISLs are switched on and o¤ between satellites in the adjacency

plane. Therefore, an additional handover procedure needs to be performed, which delivers a

higher error rate in the system. Alternatively, increasing the number of planes will not a¤ect

path length and distribution of tra¢ c, but it e¤ects the processing time and the accuracy of the

results. It takes longer to calculate the path using links in di¤erent planes rather than using

links in the same plane.

9.3 Future Work

In this thesis we concentrated more into the performance of our GALPEDA in order to allocate

multiclass tra¢ c in LEO satellite constellation. Future work based on this thesis can be done

in the areas as follows:

In our model, we have not compared the performance of using three di¤erent methodologies

for allocating tra¢ c in a satellite constellation. The �rst method is to �nd the best path for

an incoming packet. When a connection is requested, the origin�s satellite searches an available

route for this request in the available path directories. If there is still an available transmission

link to accommodate this request then use this path. If it is not the case then allocating

procedure is initiated. This method provides fast processing time. However, if congestion

occurs in other parts of the world, a congested link is not available (for the same request) till

a periodically updating is initiated. Another method is to �nd the best path for the whole
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network when a call is coming. When there is an incoming request, like above, the origin�s

satellite searches for an available route for this request in the current path directories. If there

is no available transmission link in the database to satisfy this demand, then a routing procedure

is initiated. Unlike in the �rst method, not only the best path from the origin to the destination

is searched, and also the optimal alternative route for the whole network is searched. The bene�t

is that when there is congestion in other parts of the world the procedure will not wait till the

periodically updating and the routing procedure will optimize the whole network. The drawback

of this method is that the processing time is slower than in the previous one. The last method

is to �nd the best path for the whole network when one transmission link is saturated. In

this method, routing procedure is started directly when there is a saturated transmission link.

Based on this method, it solves instantly when there is a saturated transmission link. In case

another request comes into network, the network is ready to allocate this request. Hopefully

the advantages of all these methods can be achieved, and disadvantages of these methods can

be eliminated.

A research in the direction of a subspace search can be performed in the future. In the

subspace search we could use the zones in our LEO satellite footprints. The use of subspace

can result in a faster processing time. On the other hand, a more complex processing need to

be performed on the boundary satellites. A neighborhood search can be used to solve the whole

network problem. In addition to this, if we perform subspace search, there is a possibility to

divide the zones into a daylight and nighttime zone. This separation can be used to de�ne the

privilege parameter value for each of the zones.

In our research, we have not considered self similar tra¢ c model. We assumed that the

current tra¢ c can be modeled as MMPP tra¢ c model. Even though MMPP tra¢ c model can

be used to model a current tra¢ c, a study in this direction can be useful. Furthermore, in our

research we considered only two tra¢ c classes. Consequently, there is a need to model tra¢ c

in more than two tra¢ c classes as proposed in the IPv6 tra¢ c classes.

Since a satellite communication is used as a part of the communication system, which we

can integrate our model with terrestrial network and perform a hybrid communication system,

a more bene�cial model can be achieved.
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Appendix A

QUEUEING MODELS

A.1 Queueing models

Blocking methods are given in [131]. The �rst model is a Generalized Engset Loss Station. We

introduce a set, C, of call classes (for example: voice class, short tra¢ c class and long tra¢ c

class). The arrival pattern of class c calls is a Poisson process with rate �c. We denote by nc(t)

the number of class c calls in progress at time t.. Let L denotes a set of server types (or channel

types). There are Slchannels of type l 2 L. A class c call requires holding Alc servers of type l

simultaneously. Call holding time distribution is a general distribution Gc(t) with mean 1=� c:

The second model is a Queuing Loss Station. This station combines the Loss station and

the Queuing station. This model of queuing loss station is used in this research. This model is

only for one satellite. The whole satellite network is composed of a number of these Queuing

Loss stations.

In Erlang Loss Model, as given in [21] the stationary distribution of the number of busy

servers is given by:

P (n) =
1

G(s)

an

n!
; 0 � n � S (A.1.1)

where

a =
�

�
(A.1.2)
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is the o¤ered load and

G(S) =

SX
n=0

an

n!
(A.1.3)

, is normalization constant.

A.2 Congestion

Use of Erlang Loss Formula can give the probability that all servers are found busy in the

steady state, it is called in [131] to be Time Congestion (since this represents the proportion of

time that all servers are busy):

B(S) = P (S) =
aS

S!

"
SX
i=0

ai

i!

#�1
= 1� G(S � 1)

G(S)
(A.2.1)

The probability that a newly arriving call �nds all servers occupied and hence is lost or blocked,

i.e. leaves the system without being served, is called in [131] to be Call Congestion or call Loss

Probability. In the Erlang Model, because the arrival process is Poisson then the call congestion

and time congestion will be equivalent [131].

The Time Congestion B(S;N) for a class c is given by:

B(S;N) = P (S;N) = 1� G(S � 1; N)
G(S;N)

(A.2.2)

The Call Congestion L(S;N) is

L(S;N) = B(S;N � 1) = 1� G(S � 1; N � 1)
G(S;N � 1) (A.2.3)

In a generalized Engset Loss Model, arriving calls do not form an in�nite Poisson process

(with rate � and mean 1/�. We replace the Poisson arrival by a �nite number N of sources

(N > S)).

In the Erlang Loss model, the stationary distribution of the number of busy lines is given

in [131] as

P (n) =
1

G(S)

an

n!
; 0 � n � S (A.2.4)
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Where a =�=� and G(S ) is a normalization constant given by

G(S) =

SX
n=0

an

n!
(A.2.5)

Time congestion, which represents the proportion of time that all lines are busy, is

Ltime = P (S) = 1� G(S � 1)
G(S)

(A.2.6)

Call congestion or call loss probability is de�ned as the probability that a newly arriving call

�nds all lines is occupied; hence this call is blocked. Call congestion of the Erlang Loss Model is

similar to time congestion following the Poisson Arrivals See Time Averages (PASTA) property

[164]. In the Generalized Engsett Model which is used in our model, we replace Poisson arrival

by a �nite number N of sources (N>S). Each source generates a call with

P (n j S;N) = 1

G(S;N)

Y
c2C

24 Nc

nc

35 bncc ; n 2 F (S;N) (A.2.7)

an exponentially distributed intergeneration time with mean 1/�.

In this model, n(t), the number of calls in progress at time t, has in steady state the following

distribution [131], which b = �=� and F (S;N) is the set of feasible states given by

F (S;N) = n � 0 :
X

Acnc(t) � S; nc � Nc; c 2 C (A.2.8)

and normalization constant given by

G(S;N) =
X

n2F (S;N)

Y
c2C

24 ancc

nc!

35 (A.2.9)

Time Congestion Ltime (S;N) for a class c is given by:

Ltime(S;N)c = Pc(S;N) = 1�
G(S � 1; N)
G(S;N)

(A.2.10)
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and Call loss probability is given by

Lcall(S;N)c = Pc(S;N) = 1�
G(S � 1; N � 1)
G(S;N � 1) (A.2.11)

Based on these probabilities of incoming calls for each class it is possible to look at the perfor-

mance of our multiservice routing algorithm.
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Appendix B

TRAFFIC MODEL

B.1 Tra¢ c Models

In order to model the todays communication tra¢ c, we describe in this appendix various tra¢ c

processes. There are two types of tra¢ c processes as given by [12]:

1. Point processes consist of the sequence of arrival instants. Bearing in mind the number

of units in one arrival there should be two types of point processes:

� Simple Tra¢ c consists of single arrivals of discrete entities (packets, cells, frames,

etc.), and the tra¢ c can be mathematically described as a point process, which

contains a sequence of arrivals measured from the origin t0. There are two equivalent

descriptions of point processes, namely:

(a) A counting processes: this is a continuous-time, non-negative integer-valued

stochastic process, where N(t) is the number of tra¢ c arrivals in the interval

(0; t].

(b) An interarrival time process is a real valued random sequence fAng where An =

Tn�Tn� 1 is the length of the time interval separating the nth arrival from the

previous one.

� Compound tra¢ c consists of batch arrivals; that is the arrivals may consist of more

than one unit at an arrival instant Tn. Also, it is sometimes useful to incorporate the
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notion of workload into the tra¢ c description. The workload is a general concept de-

scribing the amount of work Wn brought to a system by the nth arriving unit, which

is usually assumed independent of interarrival times and batch sizes. An example

is compressed video, is also known as coded video. Video transmission is normally

transmitted by considering the redundancy in the digitized pictures, by compressing

each frame into a fraction of its original size. The compressed frames have random

sizes (bit rates), which are then transported over the network and decoded, at their

destination. This kind of video tra¢ c is referred to as VBR (Variable Bit Rate)

video, which must be delivered every 1=30 of a second. Then the workload consists

of the coded frame sizes, since a frame is roughly proportional to its transmission

time.

2. Stochastic intensity processes, primarily of theoretical interest, describes the random rate

at which point arrivals occur in N , given the past history of N and possibly additional

information.

B.2 Point Processes

In our research, only point processes will be considered. Based on this point process some tra¢ c

models have been designed. The models vary from models that are based on the renewal tra¢ c

processes to models called �uid tra¢ c models that are based on the compound tra¢ c.

Arvidsson et al [11] and Jagerman et al. [12] have been studied various tra¢ c models as

given below:

Renewal Tra¢ c Models: This model is a point process in which the interarrival time An

is IID (independent, identically distributed) and their distribution can be general. Renewal

processes are relatively simple because they are independent of each other, and then the cor-

relation between the arrivals becomes zero. This correlation carries information about the

�burstiness�of the tra¢ c. Models which have auto correlated nature of tra¢ c are essential for

predicting the performance of emerging broadband networks. There are two types of models in

these renewal tra¢ c models - Poisson models and discrete time analogue Bernoulli models:

Poisson models: the oldest tra¢ c models are the Poisson models, which can be characterized
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as renewal processes whose interarrival times are exponentially distributed, with rate parameter

� that is

P fAn < tg = 1� exp(��t) (B.2.1)

Poisson processes have some useful properties: the superposition of independent Poisson processes

results in a new Poisson process whose rate is the sum of the component rates. And, the inde-

pendent increment property gives the memory-less properties of Poisson processes. It is possible

to de�ne a time dependent Poisson process by letting the rate parameter � depend on time.

One variant of the Poisson process, which tries to contribute the correlation between interarrival

times from two underlying states, is SPP (Switched Poisson Process). In this process the rate

is determined by the state of an underlying two state Markov chain. The transition rates of

the Markov chain, denoted by rate1 (from state 1 to 2) and rate2 (from state 2 to 1), while the

arrival rates associated to the two states are independent as �1 and �2 respectively. Switched

Bernoulli Process is a discrete version of SPP.

Bernoulli models: this is the discrete-time analogue of the Poisson processes. Here the

probability of an arrival in any time slot is p, is independent of any other one. Some versions

of this Poisson and Bernoulli process have been studied in the previous papers [12], namely:

Markov Based Tra¢ c Models: As already mentioned, the renewal tra¢ c model has the

drawback that it cannot be used to transfer the information of the �burstiness�of the tra¢ c.

Therefore, Markov Based Tra¢ c Models will be used to introduce the dependence in the random

sequence {An}, which can potentially capture �burstiness�information. Suppose,

M = fM(t)g1t=0 (B.2.2)

is a Markov process with a discrete state space, then the rate parameter depends on the state

from where the jump occurs. It follows the transition matrix P = [pi; j]. There are some

variants of these models such as [165]:

Autoregressive Markov Model (AMM): generates a Markov dependent number of arrivals

within a frame. It de�nes the next variety in the sequence as an explicit function of the previous

variants within the time window. Assume the number of arrivals in frame n by �n then �n =

a�n�1 + bw(n), where a and b are constants, and w is a sequence of independent normally
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distributed random variables with mean � and variance �2. It is called the linear autoregressive

model. Another autoregression model can be used such as Moving average models and ARMA

models.

Markov Hyperexponential Model [166,167], in which a suggestion is made for �bursty�tra¢ c.

It is assumed that the burst lasts for a negative exponentially distributed time with mean 1/�,

while silence periods have two hyper exponential distributions with parameters �1, �2 and �.

The two distributions represent two di¤erent types of silence, pauses between talks and pauses

when other party of a conversation is being active.

Markov Modulated Processes: the idea is to introduce an explicit notion of state into the

description of a tra¢ c stream. Its current state will control or modulate the probability of the

tra¢ c mechanism. While M is in state k then the probability of tra¢ c arrivals is completely

determined by k, and this holds for every 1 < k < m. This model is less analytical, tractable

and is more complex in the modeling process.

Markov Modulated Poisson Process (MMPP): This is almost the same as SPP (the di¤erence

is that in SPP the transitions rate is also dependent of the state transitions), combining the

simplicity of the modulating of Poisson Process into the Markov Process. In this model each

state k of M , arrivals occur according to a Poisson process at rate �k, when the state changes

so does the rate.

Transition Modulated Processes: the modulating agent in this process is the state transition

rather than a state. State transition occurs in the state boundaries and is modulated by mxm

Markov transition matrix P = [pi;j ]. This is also similar to SPP, in which the arrival rate is

constant.

Fluid Tra¢ c Models: this model, instead of tra¢ c units, it views tra¢ c as a stream of �uid,

which is characterized by �ow rate (bits per second), so that the tra¢ c unit becomes tra¢ c

volume. This is appropriate for the cases where individual units are Big in numbers, relative to

the chosen time scale. For example, in the video transmission, a compressed high quality video

frame could consist of a thousand cells, so that the impact of an individual cell is negligible.

When the tra¢ c change has a slow rate, using this model can save a lot of CPU time and

memory, because the tra¢ c can be modeled as Markov modulated model with constant rate

tra¢ c.
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Self Similar Tra¢ c Models: this model based on packet tra¢ c, which is characterized by the

statistically self similar or fractal in nature. In this tra¢ c model, the tra¢ c looks statistically

almost similar over a wide range of time intervals.
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