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Abstract

Many real-world optimisation problems, both in the scientific and industrial world,

can be classified as constrained combinatorial optimisation problems (CCOPs). Some

of the most representative examples of these are: assignment, allocation, scheduling,

timetabling, layout, design, routing and distribution problems. These sorts of prob-

lems usually have a considerable number of either integer or binary decision variables

to which finite and discrete ranges of possible values are assigned. This assignation

process has to take into account a set of capacity constraints that must be satisfied

(e.g. weight, volume, workload, resources). Additionally, there exists an increasing

demand in these sorts of problems to derive solutions that strike a balance between

two or more desirable but incompatible objectives, such as maximising component

strength while minimising component weight, maximising distance while minimising

resource consumption or maximising productivity while minimising runtime. These

are commonly referred to as multi-objective problems. Constrained problems, either

single or multi-objective, are difficult tasks to be modelled and solved by conventional

mathematical techniques. As such, an important area of research is in the domain of

novel meta-heuristics that can efficiently solve such problems.

In the last few decades, nature-inspired meta-heuristics have become an effective

and efficient alternative used to solve single-objective and multi-objective CCOPs.

These meta-heuristics capture ideas and features present in nature or our environment,

which are then implemented as search algorithms. These search mechanisms have the

ability to explore large and complex search spaces, looking for one or more optimal

solutions.

Genetic Algorithms (GAs), Memetic Algorithms (MAs) and Ant Colony Optimi-

sation (ACO) are some of the more representative and successful meta-heuristics used

by nature-inspired approaches. The features found in nature represented as an algo-

rithm through these methods generally use a considerable number of operators and

parameters that must be properly set. However, these methods are not the only tech-

niques that can be used. Due to the increasing requirement to solve larger and more
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complex problems, it is necessary to use more efficient search mechanisms to solve

them in a reasonable time. Hence, new competitive approaches, such as Extremal

Optimisation (EO), are emerging with simple and straightforward search mechanisms

based on a biophysics inspiration.

Extremal optimisation is a meta-heuristic that is relatively little explored com-

pared to other more recognised approaches (such as GAs). Most of the work concerned

with extremal optimisation has been applied to single-objective unconstrained optimi-

sation due to the fact that canonical extremal optimisation was originally developed

to solve unconstrained problems associated with random magnetic fields in physics.

However, there are many open lines of research in extremal optimisation that can be

exploited, of which some are addressed in this thesis.

The initial contribution of this thesis is in constraint handling through the develop-

ment of a mechanism called differentiated fitness evaluation that complements EO in

order to solve constrained problems. Also, there is a contribution toward hybrid meth-

ods, taking ideas from other meta-heuristics and developed from two points of view.

First, a secondary search mechanism is incorporated to improve the solution conver-

gence. As an initial secondary search mechanism, a local search approach based on a

double traverse of the solution representation is proposed. Second, due to the fitness

calculation scheme in EO, where the components of the solution are evaluated instead

of the entire solution, an inseparable fitness evaluation technique for problems that

do not provide the necessary information to carry out a separable evaluation for each

component, is proposed. Finally, the extension of EO to solve multi-objective optimi-

sation using the hybrid extremal optimisation framework proposed in this research, is

the last contribution that opens up a promising, yet previously unexplored, research

line in EO. The multi-objective hybrid extremal optimisation approach performs a

simple and efficient search, complementing an aggregating fitness evaluation function

with an extension of the previous proposed local search. This novel local search uses

a modified lexicographic ordering scheme to explore the multi-objective constrained

combinatorial search space. Thus, this thesis completes a series of interesting and

productive challenges.

With these contributions, this research project explores the potential and com-

petitiveness of extremal optimisation to solve single-objective and multi-objective

constrained combinatorial optimisation problems through the proposal of a Hybrid

Extremal Optimisation (HEO) framework. This turns extremal optimisation into a

complete and robust meta-heuristic with the necessary tools to solve a wide range of

constrained combinatorial optimisation problems.
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The comparative performance of HEO, using the differentiated fitness evaluation

scheme as the constraint handling mechanism, is studied through a set of bench-

mark problems. For single-objective optimisation, the multi-dimensional knapsack,

bin packing and generalised assignment problem are used. For multi-objective op-

timisation, the multi-objective knapsack, multi-objective quadratic assignment and

multi-objective job-shop scheduling problem are used. The solution of these bench-

mark problems extend the applicability of HEO to a series of new problems such as

capital budgeting, cargo loading, cutting stock, processor allocation, resource schedul-

ing, vehicle routing, layout design and electronic circuits design. Furthermore, a real-

world application in antenna design is investigated.

Results demonstrate the successful operation of the constraint handling mecha-

nism incorporated into the hybrid extremal optimisation framework. HEO shows a

competitive performance when it is applied to the single-objective and multi-objective

problems used in this research. For single-objective problems, a considerable number

of optimal or best-known solutions are achieved and results with a low percentage

gap with respect to the optimal are produced (when optimal results are not reached).

For multi-objective problems, HEO shows that it is able to expand the surface cov-

ered by the best-known approximate Pareto-front set towards their ends, discovering

new non-dominated points. However, an exception occurs with the multi-objective

job-shop scheduling problem because of the difficulty in defining a separable fitness

evaluation for the components of the solution in one of the objectives. This issue will

be investigated in more detail in future research.

The extension of extremal optimisation developed in this thesis should lead to

increase the diversity and quantity of constrained combinatorial optimisation problems

solved by this meta-heuristic.
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Gómez-Meneses, P., and Randall, M. A hybrid extremal optimisation approach

for the bin packing problem. In ACAL (2009), K. B. Korb, M. Randall, and T. Hendt-

lass, Eds., vol. 5865 of Lecture Notes in Computer Science, Springer, pp. 242–251

c©2010 IEEE. Part of Chapter 4 reprinted, with permission from:
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Chapter 1

Introduction

1.1 Motivation and Statement of Problem

Many real-world optimisation tasks in management, engineering and science can be

represented as Constrained Combinatorial Optimisation Problems (CCOPs). This

sort of optimisation consists of finding the best possible configuration for a considerable

number of items, resources or variables that make up the problem. This is done in

such a way that the objective function associated with the problem is minimised, or

maximised, taking into account a set of requirements that constrain the potential

possible solutions. The central characteristic of the constrained component is that

not all solutions inside the search space are feasible. The eventual solutions could

belong to either the feasible region, which contains the set of solutions that satisfy all

constraints, or the infeasible region, which contains the solutions that do not satisfy

at least one constraint. As a consequence of this characteristic, and depending on the

problem, the feasible search space can be represented by two or more non-contiguous

regions. Furthermore, in combinatorial problems, the set of feasible solutions has a

finite number of alternatives and generally the items of the solution are indivisibles as

in practical situations where activities and resources cannot be segmented into smaller

parts.

CCOPs can be found in different practical application areas such as vehicle routing,

bin packing, two-dimensional cutting, robotic motion planning, flow-shop scheduling,

integrated circuit layout, generalised assignment and network flows [24] which are

widely applied to solve problems in the industrial, commercial and service sectors.

Thus, the importance of dealing with these kinds of problems lies, in finding novel

techniques that are able to solve them in an effective and efficient way so as to bring

about significant savings in resources and increases in profits (as an example).
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The challenge of solving combinatorial problems lies in the computational com-

plexity of this kind of problem since most of them are classified as NP-hard (Non-

deterministic Polynomial-time hard) [125]. This complexity can be understood in

terms of the relationship between the search space and the difficulty to find a solu-

tion. The search space in combinatorial optimisation problems is discrete and multi-

dimensional; that is, a solution in the search space is represented by a large number

of components. The higher the dimensionality, the larger the search space.

To try to find an optimal solution for these problems by using conventional nu-

merical mathematics techniques such as Gradient Ascent and Newton’s Method [229],

which are used originally in continuous search spaces with two or three variables, is dif-

ficult if not impossible. These techniques are designed principally to search optimum

values into open spaces without constraints using mathematical mechanisms such as

the first and second derivation of the objective function. Among the main drawbacks

to this adaptation is as follows: a) not all combinatorial problems can be expressed as

a derivable function; b) many combinatorial problems use multi-dimensional decision

variables with integers Z, and not real numbers R; c) the search space in combinatorial

problems is not continuous; and d) it is necessary to adapt the inherent constraints of

combinatorial problems.

Alternatively applied mathematical methods used to solve numerical problems can

be adapted to deal with optimisation problems that have a discrete search space; for

instance, Linear Programming or Integer Linear Programming [77]. These methods

require that both objective function and constraints are expressed in a linear form.

The search technique works through an enumerative exploration of the search space to

find the optimal solution. This search can be a difficult task as the size of the search

space grows exponentially with the dimension of the problem. To reduce the search

space to a point where the optimal solution can be located with certainty, there are

some techniques that use the concept of cutting or bounding part of this space such as

Branch and Bound and Cutting Planes [306]. Besides, traditional artificial intelligence

methods based on tree search algorithms or declarative programming paradigms, such

as A∗ and Constraint Logic Programming [242], have been applied to find optimal

solutions; however, these methods present inconveniences when the input size of the

problem increases due to the expensive use of memory and runtime [198].

For some combinatorial problems with a moderate instance size (search space) it

is possible to design exact algorithms that are able to solve them effectively [304].

However, most combinatorial problems are difficult to solve with exact algorithms,

especially when the size of the instances increases, and solely solutions that converge
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to the optimum can be found in reasonable time using approximate methods.

In recent decades, disciplines such as operations research and computer science

have been developing approximate algorithms with the objective of obtaining good

solutions at a reasonable computational cost for these types of problems. More specif-

ically, the emerging fields of soft computing and computational intelligence in com-

puter science have been working in the exploration of new, effective and efficient

nature-inspired meta-heuristics which can be applied to solve CCOPs in both the

single-objective and multi-objective case. These nature-inspired approaches are an

interesting area of research within the approximate methods which explore the search

space by imitating some behaviour from nature in order to find optimal or near-optimal

solutions. Nature-inspired meta-heuristics can be classified in two main branches, the

bio-inspired and physics-inspired techniques. One of the most representative methods

from the bio-inspired techniques is Genetic Algorithms (GAs) [128]. GAs are based on

the concept of Darwinian species evolution focusing on the natural selection and hered-

ity of genetic material through generations with the objective of improving species.

On the other hand, the most classical physics-inspired technique in optimisation is

the Simulated Annealing (SA) heuristic. SA is motivated by a metallurgy technique

used to improve the quality of materials, which consists of heating the material to

be treated and then applying it to a controlled process of cooling to increase the size

of its crystals and reduce their defects. In other words, atoms achieve an optimal

configuration at each stage of temperature decrease.

Taking into account that both simulated annealing and genetic algorithms have

some disadvantages, such as the high number of iterations that may be needed by

simulated annealing and the fast initial convergence plus the need of a correct param-

eterisation for the mutation and crossover operators in genetic algorithms; in recent

times new approaches have been developed. This is in response to the concern about

exploring new search strategies which are able to find better approximate results in a

simpler way, using the least amount of resources and time possible. Among these new

techniques are Ant Colony Optimisation [103], Particle Swarm Optimisation [161],

Differential Evolution [277], Artificial Immune Systems [86], and Extremal Optimisa-

tion [39, 41] which are beginning to be used as new nature-inspired search methods.

Extremal Optimisation (EO) is a relatively recent and emerging nature-inspired

heuristic whose search method is especially suitable to solve combinatorial optimisa-

tion problems [39]. EO has the particularity that it is based on both biological and

physical inspirations. Thus, EO has its foundations in a simple and robust bio-inspired

co-evolutionary model which in turn is based on the physics-inspired Self-Organised
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Criticality (SOC) [16]. SOC is used to describe the behaviour of dynamic systems

that have the capacity to reach a balanced state by themselves until a new event of

major magnitude destabilises them. The frequency with which these events occur

follows a power law distribution. These systems include the formation of sand piles,

the flow of rivers, and the formation of mountain landscapes and coastlines. The

co-evolutionary part takes this physical property to modelling the evolution of species

as a self-organised critical process where species are influenced by the behaviour of

their nearest neighbouring species in the landscape (via extinction events) in order to

reach an equilibrium state. Direct application of the concept of SOC to optimisation

can be found, for example, in the work of Krink and Thomsen [179], and Lewis and

Abramson [189].

To date, only a moderately small amount of research on EO has been developed

which has been applied mainly to solve single-objective problems. These works have

shown competitive results and then have been compared only with the widely used

evolutionary algorithms. In recent years there has appeared the first attempts to

extend EO to solve numerical multi-objective problems. Here there is a challenging

open area of research where the horizons of EO can be expanded with significant

potential opportunities in studying its applicability to CCOPs and its extension to

solve multi-objective problems. This is the topic which will be addressed in this thesis.

1.2 Aim and Research Question

This thesis pursues the following aim:

To propose a novel and simple nature-inspired framework to solve con-

strained combinatorial optimisation problems for both single-objective and

multi-objective optimisation based on the extremal optimisation heuristic.

From this aim emerges the following research question which this thesis will seek

to answer:

Will extremal optimisation be a competitive heuristic to solve single-objective

and multi-objective constrained combinatorial optimisation problems?

To achieve this aim and respond to the research question, it is necessary to direct

the efforts in the accomplishment of a number of objectives which are enumerated

below:
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1. To incorporate a constraint-handling mechanism that allows extremal optimisa-

tion to deal with infeasible solutions.

2. To provide a hybrid extremal optimisation framework to solve single-objective

constrained combinatorial optimisation problems.

3. To provide a hybrid extremal optimisation framework to solve multi-objective

constrained combinatorial optimisation problems.

4. To incorporate an inseparable fitness evaluation technique which allows extremal

optimisation to handle problems that do not provide the necessary information

to perform a separable evaluation of components.

5. To demonstrate that the proposed hybrid extremal optimisation framework for

multi-objective problems is a competitive method to solve a real-world multi-

objective constrained combinatorial optimisation problems.

1.3 Methodology

To achieve the objectives of this work an ordered series of tasks will be pursued, and

a brief description of the methodology is given here.

First, the state-of-the-art research in the topics of evolutionary computation,

constraint-handling, extremal optimisation, and evolutionary multi-objective prob-

lems will be reviewed. In this part, the necessary knowledge about these topics will

be obtained in issues such as the characteristics and implementations of conventional

heuristics in evolutionary computation, the techniques used to handle constraints in

evolutionary optimisation algorithms, the features and strengths of extremal optimi-

sation, and the way in which evolutionary multi-objective optimisation operates plus

the evaluation measures used for the analysis of the results.

The proposed mechanisms and frameworks to extend extremal optimisation from

its canonical definition toward the multi-objective version will be subjected to a com-

parative study against those well-known heuristics taken from the literature. Bench-

mark problems and benchmark data in conjunction with specialised metrics for single-

objective and multi-objective problems will be used to measure the competitiveness

of this proposal.

To improve the competitiveness of the framework in order to find good quality

solutions, it is necessary to complement extremal optimisation with the use of an
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appropriate hybrid method. In the present work, this hybridisation will be done with

the incorporation of two operators.

In Chapters 3 and 4 the first operator is implemented as a secondary search mech-

anism to improve the convergence and the exploration capacity of extremal optimisa-

tion. This secondary search mechanism will be customised according to the problem

being solved.

In Chapter 5 the second operator is developed as a inseparable fitness evaluation

technique based on the pheromone structure used by ant colony systems [104]. This

technique will allow a fitness evaluation for the components of the solution when the

problem to be solved does not have the necessary information to assess the positive or

negative contribution that each component provides to the solution. This second op-

erator will be applied by the proposed framework to solve a real-world multi-objective

problem in the field of the design of RFID antennas. This experiment aims to observe

and validate the operation of the proposal when it is used on a real-world problem.

1.4 Contributions

The main contributions arising from this thesis will be as follows:

- To present a mechanism to handle constraints and infeasible solutions for the

extremal optimisation heuristic. This is a significant contribution since EO,

in its canonical form, does not have a constraint-handling mechanism. Also,

constraint-handling has attracted much interest in recent times [67, 68, 69].

- To present an extremal optimisation framework which can be applied to solve

constrained combinatorial optimisation problems for single-objective cases. EO

has been applied successfully only in a limited number of single objective prob-

lems such as graph partitioning, graph colouring, max-cutting, and spin glass [36,

44]. Additionally, some exploratory work on other COPs such as the travelling

salesman [39, 245], multi-dimensional knapsack [245, 130], maximum satisfiabil-

ity [206], generalised assignment [243], bin packing [143, 244, 131], and dynamic

problems [142] has been undertaken. With this framework proposal the perfor-

mance of EO applied to other CCOPs will be studied. Also, this framework will

explore the use of a secondary search mechanism to improve the results obtained

by EO so that this thesis will contribute to hybrid approaches.

- To present an initial extremal optimisation framework which can be applied to
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solve constrained combinatorial optimisation problems for multi-objective cases.

The research on multi-objective optimisation has steadily increased over the

past few years [69, 97]. However, it is necessary either to put more effort into

looking for new ideas to help improve the extension of existing heuristics or to

find completely new heuristics which are able to deliver effective and efficient

results. The multi-objective framework proposed herein will contribute a set of

results to support future research of multi-objective approaches for EO. Also,

this framework will be the base for future exploration of a population-based

version of EO, which will contribute to opening a new niche of research and will

offer a new alternative to solve multi-objective CCOPs.

- To present an inseparable fitness evaluation technique for the extremal optimisa-

tion heuristic to handle problems that do not provide the necessary information

to perform a separable evaluation of components. This is a significant contribu-

tion since EO performs a fitness evaluation based on the contribution of each

component of the solution. However, it is not possible to perform this sort of fit-

ness evaluation for all CCOPs. Thus, this new feature allows EO to solve a large

range of CCOPs. Note that in the literature, a previous attempt to perform an

extension like this to EO has not been found.

- To present an initial extremal optimisation framework which can be applied to

solve constrained combinatorial optimisation problems for a real-world multi-

objective case. This research will present the study of the suitability of EO to

solve a multi-objective design-scenario of RFID antennas [193, 246, 300].

1.5 Thesis Outline

The following provides a brief outline of content, for all subsequent chapters in this

thesis.

Chapter 2 reviews the literature to give a formal introduction to the basic concepts

to be dealt with in this thesis about nature-inspired computing, extremal optimisation,

constraint-handling, and evolutionary multi-objective optimisation. Chapter 3 gives

a proposal of how to incorporate constraint-handling in extremal optimisation. Also

it presents and analyses a single-objective extremal optimisation framework to solve

a set of well-known benchmark problems for combinatorial optimisation. Chapter 4

shows and studies a novel multi-objective extremal optimisation framework to solve
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some multi-objective combinatorial problems available in the literature. Chapter 5

describes an implementation of the proposed and tested framework, developed in the

previous chapters, applied to solve a real-world CCOP related to the automated design

of RFID antennas. Finally, Chapter 6 summarises the work developed in this thesis,

gives a statement of its contributions and presents the points for future research work.
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Chapter 2

Literature Review

2.1 Introduction

This chapter starts by providing an introduction in relation to optimisation applied

to combinatorial problems, especially those with constraints.

The aim of optimisation problems is to find either the maximum or minimum value

for a task, activity or resource which is generally represented through an objective

function. Most optimisation problems have constraints which describe restrictions

that either environmental or external factors exert on some particular aspect of the

problem. A mathematically formal representation of optimisation problems can be

stated as:

min /max f(x)

x ∈ ̥ ⊆ R

where:

x is a decision variable that represents a solution,

f(x) is the objective function to be maximised or minimised,

̥ is the feasible search space limited by the constraints,

R is the entire search space.

Optimisation can be seen from many points of view depending on particular char-

acteristics of the problem to be solved. A general categorisation can be achieved

by considering aspects such as the number of objectives, the presence or absence of

restrictions, the domain of the decision variables, the variability of the decision vari-

ables in the time, the form as solutions are searched, and the form as problems are
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represented. Figure 2.1 illustrates a general classification for optimisation taking into

account the previous aspects.

Optimisation

Domain
Continuous or Numerical

Discrete or Combinatorial

Objective
Single-objective

Multi-objective

Restriction

Constrained

Non-constrained

Search
Deterministic

Stochastic

Environment
Static

Dynamic

Problem Model
Linear

Non-linear

Figure 2.1: General classification for optimisation.

This thesis focuses on constrained combinatorial optimisation with a particular

interest in engineering and science because of the many practical problems that can

be formulated as combinatorial problems. In these types of problems, the optimum

solution must be found within a discrete and finite set of possible solutions. Thus,

taking the previous optimisation definition, the domain of the total search space is

now restricted to a discrete value set represented by N.

x ∈ ̥ ⊆ N

Combinatorial optimisation problems are habitually simple to formulate but com-

plex to solve [234]. In other words, the time and/or effort necessary to find a math-

ematical representation for these types of problems should not exceed a normal or

reasonable limit. However, the opposite occurs when these problems must be solved

because they need a large amount of computational resources. For this reason, many

combinatorial problems are categorised as NP-hard so the number of computational

steps necessary to obtain an optimal solution increases exponentially, in the worst

case, with the number of input variables in the problem.

In the effort to find out novel forms to solve constrained combinatorial optimi-

sation problems, the area of nature-inspired computing has emerged, providing new

and auspicious evolutionary meta-heuristics. These original techniques are of special

interest for real-world applications as they are able to find near optimal solutions in

acceptable run-times.

In the following section, a brief overview about nature-inspired computing meta-

heuristics to solve combinatorial optimisation problems will be given. Afterwards, a

detailed description of EO as a nature-inspired method to deal with combinatorial

optimisation problems will be presented. Next, the most common constraint han-
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dling techniques used in evolutionary algorithms to deal with constrained optimisa-

tion problems will be presented. Finally, the essential concepts about multi-objective

optimisation and a concise description of the two more important evolutionary multi-

objective optimisation approaches, together with the quality metrics to measure their

performance, will be shown.

2.2 Nature-inspired Optimisation

Nature evolves its organisms slowly over very long time periods to adapt to niche

environments. Most of the time, nature has found, in one way or another, a course

of action to solve problems which are generally complex due to both the number of

components that they have and the obstacles that they must face [94, 259]. Thus,

by observing nature’s methods, mechanisms or techniques it can be found to develop

nature-inspired meta-heuristics. Among the most relevant analogies developed to

date can be named the following: evolutionary processes, swarm intelligence, social

and cultural behaviours, physical phenomena and human reasoning [87, 105, 116,

247, 309]. In each case, researchers observe their surrounding, looking for ideas that

could be modelled and applied, by analogy, to complex optimisation problems using

computational algorithms.

A representative case is the homology between ant colony systems [103] and the

traveling salesman problem. In both cases, the aim is to travel from point A to point

B using the most efficient route. Here, researchers note how ants use a chemical com-

pound called pheromone that is used to mark the best path found at any given time.

Subsequently, this ant feature was adapted to an algorithm that has been successfully

applied to solve this sort of problem. This and other ideas from nature have been

developed to be applied to solve complex problems in engineering, management, and

science [13].

Several traditional and emerging nature-inspired meta-heuristics can be found in

the literature. These can be classified in three groups according to the natural science

field in which the methods are based. Hence, a meta-heuristic can be categorised as

bio-inspired, physics-inspired, or biophysics-inspired [32, 94, 214]. Figure 2.2 on the

next page illustrates a classification of the most representative meta-heuristics within

one of these groups.

Note, this section will only describe the methods that will be referenced in the rest

of the thesis. The chosen methods are genetic algorithms, memetic algorithms, ant

colony optimisation and extremal optimisation.
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Nature-inspired 

Meta-heuristics

Bio-inspired

Evolutionary 

Computation

Genetic Algorithms

Genetic Programming

Evolutionary Programming

Evolution Strategies

Differential Evolution

Cultural Evolution

Swarm 

Intelligence

Ant Colony Optimisation

Particle Swarm Optimisation

Bee Colony Optimisation

Glowworm Swarm Optimisation

Other

Memetic Algorithms

Tabu Search

Harmony Search

Artificial Immune System

Physics-inspired

Simulated Annealing

Quantum Optimisation

Artificial Physics Optimisation

BioPhysics-inspiredExtremal Optimisation

Figure 2.2: Classification of nature-inspired meta-heuristics used for combinatorial
optimisation.

The selection of genetic algorithms is based on the benchmark problem sets used to

validate the proposed single-objective hybrid extremal optimisation framework in this

thesis. Most of the benchmark data obtained from these problem sets were performed

using genetic algorithms.

The selection of memetic algorithms is based on the hybrid feature of the proposed

framework. From here, some interesting memetic techniques can be identified to be

subsequently applied to the enhancement of the extremal optimisation meta-heuristic.

The selection of ant colony optimisation selection is based on the incorporation of

some features from this method to complement the proposed multi-objective hybrid

extremal optimisation framework when this is applied to solve a real-world problem.

The extremal optimisation meta-heuristic is the main base that supports the prin-

cipal search mechanism for the proposed framework in this thesis. Despite the fact

that there is some research on the use of this technique to solve combinatorial optimisa-

tion problems; there has been no comprehensive study to address this meta-heuristic

to solve CCOPs, both for the single-objective and multi-objective case. Due to its

importance to the framework, this method will be presented in a separate section.

2.2.1 Genetic Algorithms

The genetic algorithms (GAs) meta-heuristic mimics the reproductive process of na-

ture where species evolve over time adapting to their environment [115]. For this, a

set of genetic operators are simulated which are then applied to solve search and opti-

misation problems. According to the work postulated by Darwin in On the Origin of

Species in 1859 [85], over generations, populations in nature evolve in consonance with
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the principles of natural selection. By imitation of this process, genetic algorithms are

capable of creating solutions to real world problems. The evolution of these solutions

toward optimum values of the problem, depends largely on the proper coding of them.

The fundamental concepts of genetic algorithms were provided by Holland [148], and

there exists various texts that have good descriptions of them such as Goldberg [128],

Davis [89], Michalewicz [208], and Reeves [247].

In nature, species compete for resources for their survival. The most successful

individuals will survive and leave more offspring than less adapted or weaker individ-

uals. This can be translated as the better adapted individuals will propagate and will

combine their genetic material into future generations. As result of that, there will be

super-individuals whose adaptation will be much greater than their ancestors.

Genetic Algorithms, in a direct analogy of this natural behaviour, work with a

population of individuals where each individual represents a problem solution which

has an associated value or fitness that represents its adaptability degree. Thus, indi-

viduals with a high value of adaptability to the problem have a high probability to be

selected for reproduction and crossover of its genetic material with other individuals

selected in the same form. In such a way, a new population is generated and this will

replace the previous one or will merge with the previous one, which gives rise to a new

generation with better adapted individuals. That means that in each new generation,

these new individuals or solutions will likely explore the most promising areas in the

search space converging toward the optimal solution of the problem. Algorithm 1

presents the general GA pseudocode.

Algorithm 1 General GA pseudocode

1: Generate an initial population of individuals
2: Evaluate the fitness of each individual in the initial population
3: while the termination criterion is not reached do
4: for a pre-set population size do
5: Select a number of individuals according to their fitness for the crossover

process (the higher the fitness, the higher the probability to be selected)
6: Apply the crossover operator to the selected individual’s chromosomes (par-

ents) to generate the offspring
7: Apply the mutation operator to the offspring
8: Evaluate the fitness of each individual in the offspring
9: Generate the new population by applying the replacement operator

10: end for
11: end while
12: return the best solution

There exists some aspects that must be taken into consideration when working
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with genetic algorithms. Next, the most significant of these will be discussed.

Coding. Each individual (possible solution) is represented through a chromosome

which consist of a string of genes (variables or parameters) which in turn store one or

more alleles (a specified set of alternatives for each gene). Figure 2.3 gives a graphical

presentation of a chromosome and its components.

01 10 00 10 11 01

Chromosome

Gene Allele

Figure 2.3: Chromosome, gene and allele.

The alphabet used in genetic algorithms is mainly based on a binary code {0, 1}.

When variables have to represent a flip-flop switch; for example, if an item is in or

out of a box, a single binary value {0, 1} can be used. Alternatively, when variables

have to represent an integer or real value, this must be transformed into binary code

using some of the coding techniques available in the literature. The correct selection of

the coding technique plays an important role in the efficiency of the genetic algorithm

process to find optimal solutions [199]. However, this coding process is not mandatory.

Also, other representations could be used according to the problem to be solved; for

instance, using integer numbers or some specific data structure.

Population. Once the representation of the individuals has been defined, the next

step is to determine the size of the population; that is, how many individuals will form

the population.

When population size is small, the genetic algorithm does not have enough individ-

uals to generate diversity in future generations. That means the process may converge

too quickly toward a homogeneous population which could lead in a detriment of the

properly exploration for optimal solutions on the search space. On the other hand,

when population size is large the genetic algorithm spends too many computational

resources and the time to obtain results may be too much [129].

Hence, the definition of a correct population size is an important aspect for genetic

algorithms to develop an appropriate search on the search space. Also, the size of the

population plays an influential and crucial role on both the selection process and the

population diversity.

The genetic algorithm paradigm originally works with a fixed population size and
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there are several studies which analyse varied population size from diverse points of

views [32, 128, 129, 196, 241]. However, in recent decades, people have been working

with the variable population size approach. Here the population size is varying over

time instead of remaining constant.

Fitness. In genetic algorithms, the fitness describes how good the solution is and

the fitness function must be formulated in a particular form for each problem to

be solved. Once the chromosome structure has been defined, the fitness function

takes this chromosome as input and gives a value (generally as, but not limited to,

a real number) which defines the adaptability level of the potential solution that is

represented in that chromosome.

The fitness value is subsequently used in the selection process. It is fundamental to

the carrying out a correct definition of this fitness value because this must represent,

in the best possible way, the solution adaptability to achieve an efficient convergence

toward optimal solutions.

Selection. In the reproduction process, the selection phase is when individuals from

the population are chosen to combine their genetic material to produce offspring with

the purpose of gradually improving the adaptability of the next generations.

The parent selection is a stochastic process that favours the best adapted individ-

uals. Each individual is assigned a probability to be chosen which is proportional to

its fitness value. Hence, the higher the individual fitness or adaptability, the higher

the probability is for it to be selected.

Following this principle, in the literature can be found different points of view

of how to carry out this selection. Among these techniques are roulette wheel se-

lection [148], tournament selection [127], ranking selection [18], and the stochastic

universal sampling [18].

The most common scheme used is roulette wheel selection (RWS); which can be

defined, for a minimisation problem, as follows. Let λi be the fitness for an individual

i in the population P of size n where n is the number of individuals in the population.

Then, the probability pi that the individual i is selected is given by the following

equation.

pi =
λi

Σn
j=1λj
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Figure 2.4 depicts an illustration of the roulette wheel selection technique.
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Figure 2.4: Roulette wheel selection.

Crossover. Once parents are selected, their chromosomes are combined using a

genetic operator known as crossover. Crossover takes two selected parents and carries

out an exchange of genes following a particular scheme such as uniform crossover,

one-point crossover, and two-point crossover [1, 13, 89, 116, 128, 175, 199, 208].

For example, one-point crossover cuts the chromosome structure in two parts,

generally at one random point. After that, the first part of each parent is joined

with the second part from the other parent. As a result of this procedure two new

chromosomes are created (referred to as offspring) which inherit genes from both

parents.

The crossover operator is applied in a random way; that is, the parent does not

always interchange their genetic material and in this case the offspring are a copy of

the parent. Figure 2.5 illustrates the one-point crossover operator.

0 0 001 1 1 1 1 00 0 01 1 1 1 1

0 0 001 1 1 1 1 00 0 01 1 1 1 1

0 01 1 01 1 1 00 1 1 100 01 1

0 01 1 00 01 1 01 1 1 00 1 1 1

Parent

Random crossover point

Crossover operation

Offspring

Figure 2.5: One-point crossover operator.

Mutation. The mutation operator is applied to each offspring individually. This

operator alters a few randomly selected genes in the chromosome. This alteration

occurs at a certain probability p, which is normally small. Mutation complements

crossover in the sense that the offspring are able to obtain new genetic material by
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way of access to new allele values that the crossover operator cannot reach. This

incorporates diversity in future generations (potential solutions) resulting in a wide

exploration of the search space.

Mutation depends on the coding used to represent the solution. For instance, when

a knapsack problem [202] is to be solved, binary encoding could be used; and in this

case, the random mutation scheme can be used. On the other hand, when a travelling

salesman problem is to be solved, a permutation representation could be used; and

in this case, the exchange mutation scheme can be used. Figure 2.6 illustrates these

mutation schemes.

0 0 001 1 1 1 1 50 8 27 3 4 1 6Offspring

Mutation points

Mutated offspring 0 1 001 1 0 1 1 50 8 37 2 4 1 6

a) Random mutate b) Permutation mutate

Figure 2.6: Two mutation schemes.

Also, there exists two more mutation schemes that are associated with the encode-

ment used to represent the problem. They are the value encoding mutation and the

tree encoding mutation [1, 13, 89, 116, 128, 175, 199, 208]. The former is mainly used

when the alleles of the gene are composed of alphanumeric values and this mechanism

allows for the modification of genes when the set of values are more complex. The

latter is a mechanism suitable for methods such as genetic programming or similar

where the chromosome is modelled as a tree of values or objects.

Replacement. Once the reproduction process has ended and the tth population has

been generated, the new total population (parents and offspring) must be reduced to

the pre-set population size. The population replacement process is generally performed

in two different ways. The first is a total replacement of parents by their offspring,

which is known as generational replacement [148]. The second is a replacement of a

particular number of parents and offspring (selected according to some criterion) until

the pre-set population size is complete.

In the latter, parents and offspring have to compete for survival to the next genera-

tion and there exists two techniques which are widely used. The first is the steady-state

genetic algorithm [283, 302] which replaces an undetermined number n of parents with

the same number of offspring, thereby maintaining the population size. The replace-

ment process consists of both an individual selection criterion, such as selecting the
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oldest, the worst-fitness, or a random one; and a replacement criterion, such as se-

lecting the best-fitness, or unconditional replacement. The second is referred to as

modified genetic algorithm [208] which uses a stochastic mechanism to replace a par-

ent with an offspring. The survival probability for parents and offspring is given by

their fitness values that represent their individual adaptability. Thus, parents with

low fitness have a high probability of being replaced.

A complementary technique used at this stage of genetic algorithms is elitism,

which consists of maintaining the best adapted individual through generations. This

technique increases the efficiency to search optimal solutions at the cost of running

the risk of decreasing the population diversity.

Termination. The genetic algorithm should stop when it reaches the optimal solu-

tion, but as this is usually unknown, the algorithm must define an ending condition to

finish the population evolution through generations, which is referred to as termina-

tion criterion. In other words, the computational program must stop its iterations in

a reasonable time in order to be competitive against other methods. The termination

criterion is the component responsible for indicating whether to continue the search

for the optimum solution or stop.

Among the termination criteria, the more commonly used are as follows:

• Generation number. A pre-set number for the maximum number of generations

is defined. If the computational program reaches this maximum number then

the evolution stops.

• Evolution time. A pre-set time for the maximum duration of evolution is defined.

If the computational program reaches this maximum time then the evolution

stops.

• Fitness threshold. A pre-set fitness threshold is defined. For a maximisation

problem, evolution stops when the best fitness reaches a value higher than or

equal to the pre-set threshold. For a minimisation problem, evolution stops when

the best fitness reaches a value lower than or equal to the pre-set threshold.

• Population convergence. Evolution stops when there is no change in the popu-

lation; that is, all population members converge on a single solution.

Advantages and Disadvantages of Genetic Algorithms

The No Free Lunch Theorem (NFL) [305] says that, in general, all heuristic search

techniques are mathematically equivalent. That is, there is no single technique that
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outperforms the others in all problems. Therefore, it is necessary to know the strengths

and weaknesses of each technique to obtain the best performance of these.

Genetic algorithms have been widely applied since their inception and from those

applications the following advantages and disadvantages have been derived.

Advantages:

- It does not depend on analytical knowledge of the objective function to produce,

on average, reasonably good solutions.

- It is robust compared with other meta-heuristics because of the significant

amount of research and number of applications carried out successfully with

GAs.

- It has an intuitive operation that does not require confusing rules, sophisticated

mathematical transformations nor intricate search mechanisms.

- It is suitable for problems with highly non-linear and non-derivable objective

functions; as also, when the search space is highly complex and / or discontinu-

ous.

Disadvantages:

- It is expensive in computing resources to the effect that, as a stochastic tech-

nique, it still requires a large number of evaluations to provide a solution which

cannot guarantee that it is optimal.

- It requires special attention to avoid a premature convergence in the population

which can lead to being trapped in a local optimum.

- The task of representing and encoding the solution in a chromosome form is not

very simple for some problems.

- It is necessary to tune a considerable number of parameters to achieve a solution

in an efficient and effective way.

Genetic algorithms have been auspiciously used in the last two decades. However, new

and promising approaches have been emerging in recent years that are using simpler

mechanisms which prevent many of the disadvantages in genetic algorithms and which

could achieve competitive results. One of these approaches is extremal optimisation

which presents some similarities with genetic algorithms that will be described later

and with which a study to prove its competitiveness against other methods will be

carried out.
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2.2.2 Memetic Algorithm

The idea of Memetic Algorithms (MAs) was proposed by Moscato [217] in 1989 as

the result of the study about a genetic algorithm tendency that began to appear in

the late eighties. This study shows that a considerable number of genetic algorithm

research works were using some local search mechanism to complement them. From

this observation came the idea that supports the memetic algorithm. This idea is

based on a combination of techniques and strategies from different meta-heuristics in

order to maintain the advantages of each and to obtain an improved method. All this

is represented as a set of synergistic processes.

The memetic term comes from the concept of meme that was conceived in 1976

by Dawkins [90]. “Meme” can be defined as the entity that contains a unit of imita-

tion. This unit could be any cultural expression that is transmitted by generations

as a mimicking process. The meme is a cultural component that can be represented

through a behaviour which survives over time by means of the imitation of it. The

meme in memetic algorithms can be compared to the gene in genetic algorithms.

Memes are transmitted from brain to brain through imitation as genes are passed

from chromosome to chromosome through reproduction. A distinguishing feature be-

tween both methods is that genes are an invariable element along the evolutionary

process; however, memes have the ability to change as a process of self-improvement.

Some meme examples are: the fashion trend among designers, the predilection

toward certain paradigms among scientists, or the imitation behaviour of animals. In

other words, meme can be understood as those characteristics that are transmitted

through generations and have no relation to biological issues, but that have a relation

to beliefs, principles, customs or traditions.

Memetic algorithms are based on three main concepts. First, this method uses a

population-based approach where the agents (individuals from the evolutionary algo-

rithms point of view) interact with each other, either in a cooperative or competitive

mode. An agent could be represented by one or more individuals which could be

associated with one or more specific operators. So, an agent in a memetic algorithm is

a more elaborated concept than an individual in an evolutionary algorithm. Second,

the hybridisation of different heuristics is used to build a more robust and efficient

approach to address a specific problem. The more traditional methods that have been

employed are the evolutionary algorithms, the diverse versions of simulated annealing

and tabu search. Third, it is necessary to have prior knowledge of the problem to be

solved. The amount and the quality of the problem-knowledge achieved is fundamen-

tal to achieve the correct selection of the heuristics that could be hybridised and the
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operators that are necessary to obtain optimality and speed-up the search process.

Additionally, a good representation of the problem plays an important role in the

success of the search mechanism. For this reason, the memetic algorithms give the

freedom of choosing any different technique from the traditional coding that has been

widely used with the evolutionary algorithms. Thus, a memetic algorithm seeks to

integrate those techniques that are considered the best in their respective fields, in a

pragmatic way providing an appropriate framework to coordinate, in a single search

engine, different helpful heuristics.

To describe memetic algorithms, it is essential to say that these work in direct

analogy with social and cultural behaviours. Here, the solution to the problem is

represented by one or more populations of individuals or agents that follow some

tendencies according to the goal of life or objective of the problem. These tendencies

are symbolised by different operators that can be applied to the agents. The most

common operators are selection, crossover, mutation and local search, but also any

other operator that may be necessary to achieve the optimal solution could be used.

Throughout the life of each agent, it could change its likings and preferences about

some operators as it is obtaining some benefits from these. If the solution represented

by an agent is not improving, it could select a new variant of some operator or choose

a completely new operator as a fashionable tendency. The decision is highly influenced

by the previous knowledge of the problem. Thus, in memetic algorithms, agents that

are improving regularly due to the set of operators chosen according to the different

tendencies along the evolutionary process, generally, will obtain a higher value of

adaptability or fitness and therefore a higher probability to survive along generations.

Algorithm 2 presents the general MA pseudocode.

Algorithm 2 General MA pseudocode

1: Initialise the population
2: Apply the local search operator to the initial population
3: repeat
4: Apply the selection operator
5: Apply the crossover operator
6: Apply the mutation operator
7: Apply the local search operator
8: Apply any other operator according to the previous knowledge of the problem
9: Generate the new population

10: if Population has converged then
11: Re-start population
12: end if
13: until termination condition is satisfied
14: return the best solution
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Some additional elements will be explained bellow to achieve a more complete

understanding of memetic algorithms.

Individual vs agent. The evolution of an optimisation problem is performed by the

improvement of its solution toward the optimum value. This solution is characterised

by the abstract term known as “the individual”. When evolutionary methods are

applied to solve any optimisation problem, it is possible for them to work with only

one individual or with a group of them gathered in a population. This individual is

generally a static structure which along the evolutionary process does not suffer any

modification in its configuration, only its state.

Memetic algorithms expand the concept of individual to an agent. Here, an agent

could be an individual or a group of them to which could be applied a series of different

operators independent of the evolution of the other agents. Also, each agent has a

dynamic behaviour in the sense that they could change their configuration in terms

of a learning procedure across the evolutionary process.

A further important aspect to be considered is the way in which a solution is

encoded. The classical codification used in genetic algorithms is based on schemes,

lineal chains and predefined alphabets [199, 285]. However, memetic algorithms allow

relaxing the solution representations for the problem by using non-linear forms or any

other data structure that may be computationally modelled [217, 218, 221, 220].

Operators. Since memetic algorithms have been derived from evolutionary algo-

rithms, most of the employed operators are the same as those used in the latter (i.e.

selection, crossover, mutation, and replacement). However, the distinctive feature of

memetic algorithms is that they are able to incorporate additional features beyond

classical operators, through the incorporation of relevant information about the prob-

lem. Thus, the classical crossover used in genetic algorithms based on a non-guided

interchange of genetic material is modified by a guided interchange. Besides, the ran-

dom introduction of genetic material with the mutation operator in genetic algorithms

is customised to a sensible introduction of this genetic material. Also, additional op-

erators could be used. Ideally, operators that have been successfully applied by other

heuristics could be merged with traditional operators. Thus, hybrid methods take

advantage of the incorporation of these new operators in a synergistic way.

An inherent mechanism widely used with memetic algorithms, to prevent the con-

vergence effect in evolutionary algorithms, is the re-start operator. Thus, when the

members of a population became too similar, the re-start operator carries out an ini-
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tialisation of the population with the objective of achieving a greater degree of genetic

differentiation of the individuals in the population. This allows the new generations

to explore new areas in the search space and thus the evolutionary process will not be

focused on a small part of the landscape. However, this operator has the drawback of

losing all the previous effort to reach that potential optimal solution in the previous

neighbourhood. For this reason, recently [221, 219, 220], only a percentage of the

population is reinitialised so the potential neighbourhood where the optimal solution

could be is kept and the degree of diversity is improved.

Advantages and Disadvantages of Memetic Algorithms

By the fact that memetic algorithms are more elaborate than genetic algorithms, a

set of advantages and disadvantages can be found.

Advantages:

- It is specially suitable to solve combinatorial optimisation problems.

- It highlights the best features of the blend of different heuristics in a synergistic

way.

- It uses the more robust and flexible concept of an agent than the static repre-

sentation of an individual in evolutionary algorithms.

- It has performed better than traditional genetic algorithms on combinatorial

problems [218, 219, 220].

Disadvantages:

- It is more expensive in computational resources because of the use of additional

operators.

- It obtains better results when there exists previous knowledge of the problems

which is sometimes hard to obtain.

- It is frequently not so successful for numerical problems because of the extensive

use of local search as the additional operator.

- It is sometimes necessary to set more runtime parameters on account of the

blend of heuristics.
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Memetic Algorithms may be considered as a technique that uses evolutionary

concepts in a non-standard way because they do not follow the more traditional evo-

lutionary schemes. However, the incorporation of ideas from a higher level in the field

of evolution, such as the social and/or cultural aspects that surround individuals, has

given the necessary robustness to consolidate the technique, especially in the field of

combinatorial problems. Generally, this incorporation is reflected as a hybridisation

of traditional evolutionary algorithms.

Most of the research in memetic algorithms has been developed taking evolutionary

algorithms as the base search mechanism. However, according to Moscato [219] it is

seen as a healthy sign that the research about the incorporation of other optimisation

strategies that use a simpler meta-heuristic which could perform similarly to those

using more complex methods as used in evolutionary algorithms. For this reason, this

thesis pursues new collaborative strategies in this field through the study of a hybrid

framework that uses as its base a novel and simple meta-heuristic.

2.2.3 Ant Colony Optimisation

Ant colony optimisation [102, 103] is a meta-heuristic based on the behaviour of real

ant colonies. Ants have the ability to follow the shortest route on their round trip

between the colony and a food source. This is possible because ants have access to

collective colony-wide information as they move along a chosen path, leaving traces

of a substance, called pheromone, behind them. An isolated ant moves essentially

in a random way; but in an ant colony, the members or agents tend to follow the

pheromone trail left by other ants. Thus, each ant leaves its own pheromone mark

along the particular path that it takes. This makes that the path used more frequently

is more attractive because it has the pheromone trail more reinforced. However, the

pheromone also evaporates over time causing the pheromone trail to become weaker.

This decrease in the pheromone level on the less promising paths causes them to be

visited more rarely. This process is characterised by a positive reinforcement known

as auto-catalytic behaviour, where the probability with which an ant chooses a path

increases with the number of ants that have previously chosen the same path.

The first ant colony optimisation approach was proposed by Dorigo et al. [102]

in 1991. This was applied to solve the traveling salesman problem and the obtained

results were quite encouraging. From this initial approach, a robust meta-heuristic,

that includes several variants which have been applied to solve diverse optimisation

problems, has been developed.

The ant colony optimisation scheme can be seen as a distributed process where
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a group of reactive agents interact independently using an indirect communication

method to accomplish a common goal. In each iteration of the algorithms, a colony of

n ants is created and every ant in the colony builds a solution. This solution is built

using a probabilistic mechanism based on the pheromone trail left by the artificial

ant plus a-priori information computed heuristically. This is in contrast to other

techniques, such as genetic algorithms, that manipulate all solutions over time.

Several meta-heuristics have been proposed based on ant colony optimisation prin-

ciples. Among the most known of them, that are available to solve NP-hard com-

binatorial optimisation problems, are Ant System (AS) [102], Ant Colony System

(ACS) [104], Max-Min Ant System (MMAS) [278] and Rank-based Ant System (AS-

rank) [47]. From these variants, Ant Colony System is one of the most popular of them

because of the positive results achieved in combinatorial optimisation, especially with

the travelling salesman problem [31, 101].

One of the main features of Ant Colony Systems is its ability of harmonising

exploration and exploitation of the search space. Each ant is represented as an agent

that has to make a decision every time it faces the necessity of discerning between two

or more alternative routes to follow. The different tracks that the ant can take are

represented by a graph. Thus, the decision depends on a transition rule that is based

on both the level of pheromone deposited on edge (i, j) and a particular heuristic that

is associated with the problem to be solved whose value is allocated to edge (i, j).

The transition rule allows balance between the exploration of new paths, represented

by those edges with both high pheromone levels and favourable heuristic values, and

the exploitation of previously accumulated knowledge.

For each ant colony system iteration, every ant performs a movement, either toward

the food source or toward the colony. This movement is added to the path that is

being traced for each of the n ants. Once ants reach one of the targets, either colony

or food source, a cycle is completed and each ant has built a solution.

Equation 2.1 shows the transition rule that assists the choice of the next route

to follow during the solution construction process. This allows the kth ant, that is

located at node i, to choose node j as the next node in its trajectory. The selection

arises as the result of either the exploitation of using the first branch of Equation 2.1

or exploration using the second branch. The parameter q0 determines the relative

importance between exploration and exploitation.

j0 =

{

arg{maxj∈Nk(i){τij � η
β
ij}} with probability q0

J with probability (1− q0)
(2.1)
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where:

j0 is the next node to be reached,

Nk(i) is the set of nodes in the neighbourhood of node i for the kth ant,

τij is the pheromone value in the edge ij,

ηij is the heuristic value in the edge ij,

β is the weight of the heuristic value,

q0 is the predefined threshold probability value 0 6 q0 6 1,

J is a random chosen value with a probability function given by Equa-

tion 2.2.

S(pkij) =







τij �η
β
ij

∑
[l∈Nk(i)] τil�η

β

il

if j ∈ Nk(i)

0 otherwise

(2.2)

where:

pkij is the probability of choosing the next node j from i for the kth ant.

S() is some selection mechanism such as roulette wheel or tournament se-

lection.

In ant colony system there are two levels of updating the pheromone value of each

edge, a global update and a local update. The global update is performed after all

ants have completed the construction of their solutions. This is applied only to the

best solution found so far and only the edges that belong to the solution are able to

obtain reinforcement. The pheromone value is updated according to Equation 2.3.

τ tij = (1− α)τ t−1
ij + α∆ (2.3)

where:

τ tij is the pheromone value at time t,

α is the pheromone decay factor, and

∆ is the pheromone positive reinforcement for belonging to the best solu-

tion.

The local pheromone update has the objective of conserving the diversity among

the solutions produced by the ants. The local update is performed when the solution

is being built immediately after any ant passes by an edge (i, j). This feedback is
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carried out according to Equation 2.4.

τ tij = (1− α)τ t−1
ij + ατ0ij (2.4)

where:

τ0ij is the initial pheromone value placed on edge ij.

To construct a solution, each ant has a memory which stores the current partial

tour. Thus, with this memory the ants are able to determine, in each iteration, the

edges that have not yet been visited. Thus, the ant colony system approach can be

described in the following general pseudocode illustrated in Algorithm 3.

Algorithm 3 General ACS pseudocode

1: Generate the pheromone initialisation
2: while termination criterion is not satisfied do
3: for each ant do
4: Allocate randomly one and only one ant in any of the vertices of the graph.
5: end for
6: for each vertices of the graph. do
7: for each ant do
8: Select the next edge in the graph according to Equation 2.1
9: end for

10: for each ant do
11: Apply local pheromone updates according to Equation. 2.4
12: end for
13: end for
14: if a better solution is found then
15: Set the global best solution with the best solution found in the current iter-

ation.
16: end if
17: Apply local pheromone updates according to Equation. 2.3
18: end while
19: return the global best solution

Advantages and Disadvantages of Ant Colony Optimisation

The ant colony optimisation algorithms have become widely used because of their simi-

larity with many problems in engineering. These problems include, but are not limited

to subset problems, routing problems, assignment problems, scheduling problems and

constraint satisfaction problems [31, 215]. From this experience, some positive and

27



EO APPLIED TO CCMOPs

negative aspects of this approach have been deduced.

Advantages:

- It is particularly suitable for problems that are represented by a graph with

which it is possible to mimic the path search.

- It is an inherently parallel approach, so it can take advantage of concurrent

programming and suitable computing hardware.

- It could be used with dynamic problems [142] due to its feature of adapting to

changes; for instance, when distances are modified.

Disadvantages:

- It requires more computational resources in memory to keep up the pheromone

status and remember the ants’ route.

- It is more difficult to model the representation for problems that are different

to those about networking or routing.

- It is necessary to pre-set a large number of parameters.

The auto-catalytic effect of the pheromone in ants is a powerful element of commu-

nication to indicate the path toward the optimal solution. This concept may be taken

and applied as an auxiliary operator on a proposal to develop a hybrid mechanism of

optimisation.

2.3 Extremal Optimisation

Nature-inspired methods, like extremal optimisation, have emerged in response to

solve those optimisation problems for which conventional mathematical techniques

and artificial intelligence methods have difficulties. This can occur because of large

and complex forms that search spaces can take and the limitations of current compu-

tational systems where the algorithms are performed.

Most combinatorial optimisation problems have been classified as NP-hard and

new heuristics like extremal optimisation are giving a new perspective on solving them

instead of using the traditional evolutionary algorithms. Extremal Optimisation has

the feature of requiring only one algorithm-specific parameter and it uses a minimal

amount of memory, which can often lead to a lower computation time. At each

iteration, extremal optimisation applies the principle of eliminating one of the weaker

or less adapted solution components and replacing it by a random value.
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This section will review extremal optimisation as a heuristic for solving con-

strained combinatorial optimisation problems, having its origins in both bio-inspired

and physics-inspired concepts. Thus, a comprehensive summary of its description and

current applications will be given.

2.3.1 Description

EO is an evolutionary heuristic proposed by Boettcher and Percus [39] based on the

Bak and Sneppen [15] model of co-evolution between species. This model describes

species’ evolution via extinction events as a self-organised critical (SOC) [16] pro-

cess. SOC tries to explain the manifestation of complex phenomena in nature such

as the formation of sand piles and the occurrences of earthquakes [14]. The main

characteristic is that a power law describes the events in the system. Simply put,

physical systems have the particularity of having long periods of stability which are

occasionally interrupted by spontaneous catastrophic events that trigger a series of

critical changes in the system. After this, the system is self-organised to adapt to

the unfamiliar surroundings in order to reach a different state of equilibrium. Finally,

the system evolves in a new transient period of stability until the next catastrophic

change.

The approach of the model proposed by Bak and Sneppen is phylogenetic, i.e.

it considers the species as the minimum unit of fitness evaluation instead of the in-

dividual. Thus, species are influenced by the fitness of their nearest neighbouring

species in the landscape, in order to form the co-evolutionary ecosystem. In nature,

self-organising processes can be found which work this way and the natural sciences

have already modelled this behaviour [15].

Extremal optimisation has characteristics that distinguishes it from other meta-

heuristics. For instance, if evolutionary algorithms are taken as a reference point, four

differences can be found. First, in extremal optimisation the selection mechanism

chooses an element or species with a poor evaluation which does not survive to the

next generation. Therefore, this method is based on the elimination of the elements

that degrade the system instead of selecting the better elements that survive to the

next generation as in evolutionary algorithms. Second, extremal optimisation has

the advantage that it requires very few run-time parameters and its implementation

is simple. However evolutionary algorithms require tuning a set of parameters and

the use of complex genetic operators for proper operation. Third, the fitness value is

calculated for each component of the solution; that is, for each species or for each gene

of the chromosome. Each component is evaluated according to its contribution the
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solution’s objective function value. Evolutionary algorithms, however, calculate the

fitness for the entire solution or chromosome. Finally, extremal optimisation works

with a single solution instead of a population of solutions as in evolutionary algorithms.

Algorithm 4 gives the general EO pseudocode for minimisation problems.

Algorithm 4 General extremal optimisation pseudocode

1: Generate an initial random solution X=(x1, x2, . . . , xn)
2: Set Xbest = X
3: for a pre-set number of iterations do
4: Evaluate fitness λi for each component xi, 1 ≤ i ≤ n
5: Choose xj with the worst fitness for all i
6: Solution X ′ in the neighbourhood of X where xj must change its current value

to a random value
7: X = X ′

8: Eva(X) = Evaluate the new solution
9: if Eva(X) < Eva(Xbest) then

10: Set Xbest = X
11: end if
12: end for
13: return solution Xbest and Eva(Xbest);

The original extremal optimisation algorithm always eliminates the element with

the worst fitness value. This action causes the algorithm to have a deterministic

behaviour with a high probability of falling into local optima. For this reason, a

modification was introduced by Boettcher and Percus [34]. This new algorithm is

called τ -Extremal Optimisation (τ -EO). τ -EO1 improves results and increases the

likelihood of escaping from locally optimal solutions simply by establishing a new

parameter τ that permits a probabilistic choice of the element to be eliminated rather

than necessarily the worst. The modification evaluates and ranks the fitnesses of all

elements from the poorest to the best. A rank between 1 and n is assigned to them

respectively. Equation 2.5 calculates the probability for each ranked element.

Pi = i−τ ∀i 1 ≤ i ≤ n (2.5)

where:

n is the total number of elements evaluated and ranked,

Pi is the probability that the ith element is chosen.

1From hereon in, the term EO is used interchangeably with τ -EO.
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Finally, roulette wheel selection (or similar) is then used to choose the element

whose value is to change.

Thus, from the general extremal optimisation pseudocode in Algorithm 4 it is

necessary to change the instruction number 5 that says:

5: Choose xj with the worst fitness for all i;

by the following instructions:

5a: Sort fitness λi for each xi from the worst to the best
5b: Generate a random variate Prand ∼ U(1, 0)
5c: Select an item xj using the roulette wheel method and probability Prand

2.3.2 Applications of Extremal Optimisation

Extremal optimisation has been applied successfully to some NP-hard combinatorial

optimisation problems, though certainly not as extensively as other meta-heuristics,

such as simulated annealing, tabu search and ant colony optimisation. This section

presents the majority of the extremal optimisation applications developed for discrete

optimisation for both single-objective and multi-objective problems.

2.3.2.1 Extremal Optimisation and Single-objective Optimisation

The extremal optimisation heuristic was conceptualised between 1999 and 2000 through

the research of Boettcher and Percus [41, 43]. They proposed a new schema of op-

timisation with few operators and parameters, therefore the algorithm is relatively

simple. To demonstrate the efficiency of the proposed method, it was tested on a se-

ries of combinatorial problems such as the travelling salesman, graph (bi)partitioning,

3-colouring and maximum satisfiability [39, 42, 45]. Also, it was tested with the physi-

cal problem named the spin glass that was modelled as a max-cut problem [43, 35, 36].

Taking the previously mentioned combinatorial and physical problems, extremal

optimisation was compared, through a varied number of experiments, with other tech-

niques such as genetic algorithms, simulated annealing and Monte Carlo based on

random walks [39, 33, 41, 46, 37, 81, 298, 297]. Subsequently extremal optimisation

proved to be equally or competitively superior, depending on the problem, with the

techniques previously mentioned.

Exhaustive and detailed research about extremal optimisation, using the graph

(bi)partitioning, 3-colouring, and spin glass / max-cut problems, was performed [34,
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40, 38, 44]. In these papers, the relationship between the fitness definition and the

objective function was studied. In Addition, the effects of different τ values were

analysed. The aforementioned analysis was done by taking into account the number

of variables of the problem and the runtime.

Some researchers began to use extremal optimisation to solve other related prob-

lems in physics which led to the completion of new studies associated with this emerg-

ing method. Dall [81] and Onody and De Castro [232] applied extremal optimisation

as a alternative method to solve the 3D spin glass problem and so compare it with their

proposal. Along the same lines, Middleton [213] proposed a variant of extremal opti-

misation through a dynamic function that evaluates the fitness to reduce the number

of repeated solutions for the 2D and 3D spin glass problems.

Duch, Arena, Danon, and Dı́az-Aguilera [82, 107] used extremal optimisation to

solve complex network problems from a social point of view. Specifically, they at-

tempted to identify different communities and group them according to some similar

characteristics that they share. A similar study, but working with extremal optimi-

sation on a clusterisation model, was developed by Neda, Razvan, Ravasz, Libal, and

Gyorgyi [227]. In both cases, the expected results by researchers were fulfilled.

Yom-Tov, Grossman and Inbar [310] introduced a bipartition algorithm using ex-

tremal optimisation to classify and analyse a set of signals from the brain when a

person is learning a new motor task. This implementation obtained results that, with

other proposed algorithms, were not possible. Also, Svenson [282] used extremal op-

timisation to pre-process signals that come generally in bursts from multiples sensors

before sending them to tracking modules in a fusion system. The results for this

problem were a reasonably good approximation to the optimal solution.

To achieve better performance with extremal optimisation, some researchers began

to develop modifications and extensions of it to solve particular problems. Zhang

and Zeng [314] used extremal optimisation as a technique to select an energetically

optimal solution from an exponentially large number of protein sequence choices. This

approach was used as a stochastic search algorithm applied to computational protein

design. The authors used the power law probability distribution in both cases to select

the component to be taken out and to select the component to replace it. The results

obtained were substantially better than those achieved with simulated annealing and

other heuristics attempted to date. Shmygelska [261] applied extremal optimisation to

solve the protein folding problem. This work implemented extremal optimisation as

the primary search method to explore wide regions of the search space and also used

the Monte Carlo technique as the secondary search method to explore local regions

32



CHAPTER 2. LITERATURE REVIEW

to refine the solution. The results compared favourably with a variant of the Monte

Carlo technique.

Iwamatsu [155] joined the conjugate gradient local minimisation method with ex-

tremal optimisation. This was applied to solve the conformation optimisation problem

associated with Lennard-Jones clusters, which is used to find the lowest energy confor-

mation of atomic clusters. The proposed algorithm was effective in finding the global

minimum and also was able to find all the low-lying meta-stable states. Zhou, Bai,

Cheng, and Wang [315] also worked on the Lennard-Jones cluster problem with an

extension called Continuous Extremal Optimisation (CEO) that consists of two parts:

first performs the global search and then the local search. The research results proved

to be competitive compared to simulated annealing and genetic algorithms.

Meshoul and Batouche [207] inserted extremal optimisation into an implementa-

tion of ant colony systems as a secondary search mechanism to improve the quality of

the solutions. This new method was used as a search technique for point-based im-

age registration. Menai and Batouche [205, 206] proposed to change the distribution

function used in extremal optimisation from the τ distribution to the Bose-Einstein

distribution used in quantum physics. The new version was tested with the maximum

satisfiability problem, fulfilling the expected results by researchers.

Furthermore, Sousa and Ramos [269] proposed a new variant of extremal optimi-

sation called Generalised Extremal Optimisation (GEO) which introduced the self-

organised criticality concept to the process of the selection of a species to be changed.

This proposal was the beginning of a series of works oriented to solve engineering

problems in collaboration with other researchers such as Abreu, Galski, Muroaka, and

Vlassov [3, 4, 5, 123, 124, 268, 270, 271, 272, 273, 274]. GEO has been applied princi-

pally to solve numerical problems where each decision variable is encoded through a

set of bits that represent a population of a species. An interesting variant of the GEO

algorithm can be found in Sousa et al. [268] where constraint handling is applied to

the codification of variables through a flag bit.

Chen, Lu, Yang, and Luo [55, 59, 197] have developed hybrid algorithms combin-

ing particle swarm optimisation and genetic algorithms with extremal optimisation

that was used as a secondary search mechanism. The hybrid model with particle

swarm was tested for numerical problems using six complex unimodal/multimodal

benchmark functions. The hybrid model with genetic algorithms was tested on a class

of production scheduling problems in manufacturing. The algorithms proposed had

successful results in both cases.

There are also a number of studies of the performance properties of extremal opti-
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misation. Hoffmann, Heilmann, and Salamon [141, 146] analysed the update process

in extremal optimisation as a problem of selecting the next degree of freedom. This

study was applied to find the ground state of a system with a complex energy land-

scape.

Recently a new group of combinatorial problems have been solved using extremal

optimisation. Moser and Hendtlass [222, 223] examined the potential of extremal

optimisation to solve dynamic combinatorial problems. They used a modified knap-

sack problem which was adapted to test the extremal optimisation approach in a dy-

namic environment. Results obtained showed that the extremal optimisation approach

demonstrated good behaviour and adaptation when changes in the structure and data

of the problem were applied randomly during the problem runtime. The results were

compared against an ant colony system solver. Furthermore, the authors proposed

an extremal optimisation approach to deal with dynamic aircraft landing [224] which

was able to generate feasible solutions that landed all aircraft within their landing

ranges with the minimum penalties for early/late landings. The results, compared to

the benchmark results available, were highly competitive.

Randall, in collaboration with other researchers, has worked on various extensions

of the extremal optimisation model. Randall [243] applied an enhancement extremal

optimisation to solve generalised assignment problems. The proposed EOmodel makes

it possible for the method to move between the feasible and infeasible space to search

for the optimal value. This proposal is complemented with a partial feasibility restora-

tion operator to reduce the infeasibility of an infeasible solution. The extremal opti-

misation engine is also combined with a local search operator to improve the quality

of a feasible solution. Furthermore, a simple population version of extremal optimi-

sation was developed to compare results with the original single-solution algorithm.

Results obtained showed that the model had a better performance in comparison with

an ant colony optimisation implementation. Also, Randall and Lewis [245] applied a

generalised model of the parallel architecture to extremal optimisation. Parallelism

was applied to a population through the concepts of evolutionary population dynam-

ics and self-organised criticality (EPSOC). The model proposed proved to be quite

successful when it was applied to a range of real-world problems.

Lewis, Mostaghim, and Randall [191] proposed a unifying meta-heuristic based

on population-based optimisation algorithms called evolutionary population dynam-

ics (EDP). This research used ant colony optimisation, extremal optimisation, and

particle swarm optimisation as subservient heuristics. Combinatorial and numerical

problems for single-objective and multi-objective optimisation were tested. Prelimi-
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nary, results showed that this approach was able to find better solutions in relatively

small amounts of computational time.

The promising results in the studies of extremal optimisation, that were described

above, provide ample motivation to develop more research on it. The application and

analysis of this meta-heuristic on unexplored constrained combinatorial problems and

its extension to multi-objective optimisation is an interesting and challenging niche to

be addressed. The idea to observe the competitiveness and effectiveness of this novel

meta-heuristic against the more widely used nature-inspired methods applied to those

uninvestigated types of problems, is very stimulating.

2.3.2.2 Extremal Optimisation and Multi-objective Optimisation

Until now, only a small amount of research has been carried out on extremal optimi-

sation applied to multi-objective problems.

Ahmed and Elettreby [8] presented preliminary research on a multi-objective ex-

tension of a random variant of the Bak-Sneppen model using a linear aggregating

function to solve numerical problems. After that, an equivalent analysis of the afore-

mentioned research was proposed [9] to extremal optimisation using a lexicographic

type approach. However, this paper only presented the proposal without any result.

Galski et al. [122, 123, 124] used the generalised extremal optimisation algorithm

(GEO) [273] to develop a design for a spacecraft thermal control system. Initially,

the GEO was extended to be applied to multi-objective optimisation problems using

linear aggregating functions. Afterwards, a new improved version, called M-GEO,

was introduced which performs a random lexicographic ordering based on the GEO

algorithm. Thus, at each iteration, the algorithm chooses a different objective func-

tion to carry out the GEO mechanism. The new solution is processed to verify its

Pareto-dominance with the approximated Pareto-front set found so far. However, this

proposal is based on the GEO which in turn is based on extremal optimisation and

the main use of GEO is to solve numerical problems.

Chen et al. [54, 56, 57, 58] developed an extension of the extremal optimisation

heuristic for multi-objective problems based on the Pareto-front ranking concept called

multi-objective extremal optimisation (MOEO). They implemented a population-

based version of EO called MOPEO. This is the only research where the evaluation

of the fitness is founded on the notion of Pareto-dominance. The main characteristic

of MOEO is that it works with a mechanism of diversity preservation, an external file

to store the approximated Pareto-front set, and a mutation operator. To date, they

have only worked on numerical problems, with and without constraints. However, the
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drawback of this approach lay in the thoroughgoing fitness evaluation mechanism. The

evaluation process is carried out through the mutation of each variable in the solution

which generates n new solutions that are ranked according to the Pareto-dominance.

This rank value is used to assign the fitness value to each variable in the original

solution and then continue with the extremal optimisation scheme. MOEO has been

applied to problems with ten and thirty variables only. Although the approach worked

successfully for the benchmark problems, the performance for problems with a higher

number of variables has not been studied.

Extremal optimisation has been rarely used to solve multi-objective optimisation

problems. Considering the promising results obtained with extremal optimisation for

single-objective optimisation problems (see Section 2.3.2.1) it is conjectured that the

extension of this meta-heuristic to solve multi-objective optimisation problems could

generate competitive results. To ascertain this, it is necessary to compare the multi-

objective extremal optimisation proposal against the most traditional strategies used

in this field. Therefore, in this thesis, the development of a multi-objective framework

for extremal optimisation is proposed.

2.4 Constraint Handling

Many problems in engineering are constrained [210], meaning that with a limited

number of resources, production requirements of goods or services must be satisfied.

The main characteristic of a constrained problem is that not all solutions in the search

space are feasible. Solutions either belong to feasible regions which contain the points

that satisfy all constraints or infeasible regions that contain the points that do not

satisfy at least one constraint. The feasible and infeasible space can be divided into one

or more regions depending on the problem [64]. A constrained optimisation problem

can be represented mathematically as:

min /max f(x) (2.6)

s.t.

ci(x)
[

<,>,6,>,=, 6=
]

bi (2.7)

where:

x is the variable that represents the solution,

f(x) is the objective function to be maximised or minimised,

36



CHAPTER 2. LITERATURE REVIEW

ci(x) is the ith constraint,

bi is the boundary condition for the ith constraint.

Equation 2.7 defines the feasible search space ̥ which is a subset of the whole

search space R (i.e., ̥ ⊆ R). Figure 2.7 illustrates a generic search space. Here, R

is the region where all possible solutions for a particular problem are and F is the

subregion or set of subregions in R where solutions that satisfy all constraints are.

From the subregions F will emerge the optimal solution.

R

F

F

F

F

Figure 2.7: Illustrative generic search space.

In mathematics and computational science it is possible to find many techniques

to solve constrained combinatorial optimisation problems [178, 184]. From these tech-

niques, this thesis is focused on those that are in the field of nature-inspired meta-

heuristics. In this field, the constraint handling techniques that are used with evo-

lutionary algorithms are of special interest because of its potential applicability on

extremal optimisation. Respecting this, a comprehensive survey on constraint han-

dling techniques in evolutionary algorithms can be found in Coello-Coello [64].

The various constraint handling approaches that have been used to solve con-

strained optimisation problems can be summarised in the taxonomy proposed by

Coello-Coello [64, 66]. This taxonomy is divided into five groups or categories which

are: penalty functions, special representations and operators, separation of constraints

and objectives, repair algorithms and hybrid methods. Following, a brief description of

each group will be presented.

2.4.1 Penalty Functions

Penalty functions are the most widely used approach in constraint handling [64]. This

technique consists of incorporating the evaluation of the constraints into the calcu-
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lation of the objective function to impose a penalty on infeasible solutions. That is,

penalty functions transform a constrained optimisation problem into an unconstrained

optimisation problem by modifying the fitness evaluation of each individual.

The general way to represent the objective function with a penalty approach in

evolutionary algorithms is shown in Equation 2.8.

f∗(x) =

{

f(x) if the solution is feasible

f(x)±
∑n

i=1 pici(x) if the solution is infeasible
(2.8)

where:

x is the variable that represents the solution,

f(x) is the objective function to be maximised or minimised,

f∗(x) is the new objective function to be optimised,

ci(x), is the ith constraints evaluated for solution x,

pi is the ith penalty factor represented by a positive constant.

The choice of the correct value for the penalty factor is an issue not solved

yet [88, 250, 251]. As many problems have the optimal solution on the boundary

between feasible and infeasible regions [263, 266], it is important to approximate to

the boundary with precise movements to reach the optimal. When the penalty factor

is assigned high values, the solution switches quickly from an infeasible to a feasible

region through coarse movements and after that, when the solution is in the feasible

region, it is very difficult for it to approximate to the boundary again. However, if

low values are assigned to the penalty factor, then the solution moves through small

steps toward the boundary which could take too much time to reach it.

The large number of penalty approaches can be classified as [64, 66]: death penalty,

static penalty, dynamic penalty, and adaptive penalty. A summary of each is given

below.

Death penalty is the simplest and most effective way to manage the restrictions

with a very low computational cost [66]. These penalties simply reject any

infeasible solution and re-generate a new solution. However, this method is

not recommended because it only works for problems that have relatively large

feasible regions.

Static penalty is the type of penalty function where the penalty factors are not

changed over generations and they stay fixed until the evolutionary algorithm

finishes. The penalised function of an infeasible solution for a problem with m
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constraints is given by f∗(x) = f(x)±
∑m

i=1 pi ∗ φ
k
i (x); where, f(x) is the non-

penalised objective function, pi is the constant penalty factor for the constraint,

φi is a normalised distance of the constraint i applied to the infeasible solution,

and k is a user defined exponent whose value is generally 1 or 2 [209]. This

method is simple but penalty factors are generally problem-dependent [147, 149,

180].

Dynamic penalty is an extension of the static penalty that works by considering

information of the respective generation along with the evolutionary process to

define the penalised function. A common practice is to increase the penalty

factor over time [158]. According to some researchers [263] dynamic penalties

work better than static penalties. For instance, they seemingly work better

with arbitrarily constrained optimisation problems. However, defining a good

dynamic penalty function is not an easy task [160].

Adaptive penalty works by analysing the results during the evolutionary process

which are then used to modify (by increasing or decreasing) the value of some

penalty components [74, 75, 230]. Thus, the penalised function shown in Equa-

tion 2.8 has to be adapted to become f∗(x) = f(x) ± α(t)
∑n

i=1 ci(x), where

the penalty component α(t) increases or decreases its value over time according

to some particular state of the population [23, 135]. For instance, measur-

ing the feasibility of the population. The adaptive approaches deal with the

penalty component in a more intelligent way than the other penalty categories;

however, these approaches may require more work in the definition and config-

uration of the needed parameters to keep the evolutionary algorithm working

properly [266, 265].

2.4.2 Special Representations and Operators

Some particulary difficult problems can be dealt with by changing the original repre-

sentation of them by another analogous representation. These special representation

schemes attack the problem from a different point of view making the search space less

hard to explore to find feasible solutions. Because of this change of representation,

most of the time is required to redesign some or all of the original operators to work

in the same way as in the original representation. A common and simple mechanism

used by this technique is to modify the conventional binary coding with another one.

Special representations and operators applied to solve some real-world problems us-

ing evolutionary algorithms can be found in the Handbook of Genetic Algorithms [89].
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Among the proposals, Decoders [87, 235]is significant as it uses a map (decoder) to

make feasible solutions from the chromosomes. Also, Homomorphous Maps (HMs) [176,

177] are the most representative approach of these techniques and they have demon-

strated efficient results for problems with convex search spaces. This is illustrated in

Figure 2.8. However, the implementation of HMs is elaborate and its run-time is long.

F F'

x'

x

Figure 2.8: Transformation of a convex search space of the original problem F into
another search space topologically equivalent F ′.

The main disadvantages of this technique are that it is necessary to use extra

parameters and the extra computational work associated with the special represen-

tations and operators. This technique has shown advantageous results; however, the

generalisation to similar problems is not so simple.

2.4.3 Separation of Constraints and Objectives

The separation of constraints and objectives is an approach with a point of view

opposite to the penalty function approach. Instead of merging the evaluation of the

objective function with the constraints, this technique works with them separately.

Some techniques that use this concept are:

Co-evolution. The prey-predator concept from the co-evolutionary model is imple-

mented by Paredis [236] through two populations. One population has con-

straints which are static in the sense that these do not change over time. How-

ever, the fitness value assigned to each constraint might be modified across

generations. The other is a conventional population that has possible invalid

solutions. The fitness’ interaction between both populations has an inverse re-

lation and the value assigned to fitness is the result of a predefined number of

encounters between constraints and solutions. On one hand, constraints receive

positive feedback when solutions do not satisfy them and negative feedback in
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the opposite case. On the other hand, solutions receive positive feedback when

constraints are fulfilled and negative feedback in the opposite case.

This approach has presented competitive results but also has had some problems

with some extreme cases such as when a constraint is too difficult to satisfy or

a solution never fulfils all constraints [237].

Behavioural memory. Schoenauer and Xanthakis [257] proposed a sequential eval-

uation of the constraints in a similar way to the technique known as lexicographic

ordering used in multi-objective optimisation. The fitness evaluation is carried

out through the following equation:

λ(x) = C − gi(x) (2.9)

where:

λ(x) is the fitness value of a solution,

gi(x) is the ith constraint evaluated for the solution x,

C is a parameter defined for a particular problem.

The population evolves until a pre-specified percentage of its members become

feasible. Then the next constraint is taken to calculate the fitness. The main

problem with this approach is that if the constraints are ordered in a different

sequence then the results obtained are also different.

Superiority of feasible points. Powell and Skolnick [239], and Deb [96] proposed

a technique that applies the concept of giving a better fitness value to feasible

solutions and a worse fitness value to infeasible solutions through a ranked order

fitness evaluation. The evaluation of the objective function and constraints are

separate for feasible and infeasible solutions. A general form to represent the

fitness evaluation is shown in Equation 2.10.

λ(x) =

{

f(x) if the solution is feasible

p±
∑n

i=1 ci(x) if the solution is infeasible
(2.10)

where:

λ(x) is the fitness value of solution x,

f(x) is the objective function evaluated for the feasible solution x,

ci(x) is the ith constraints applied to the infeasible solution x,
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p is a parameter defined for a particular problem which separates

the evaluation of feasible and infeasible solutions.

In the case of penalty functions, this tends to make the magnitude of the fitness

value less reliable. For example, when most of the population violate constraints

and the penalty factor is too high then a reduced number of solutions, that sat-

isfy all constraints, will quickly dominate the population and this could lead to

a rapid convergence towards a local optimum. On the contrary, if the penalty

factor is too low then solutions that violate constraints could dominate the pop-

ulation. This domination will depend on the value of f(x). Thus, with penalty

functions, more than one feasible solution might have a fitness value evalu-

ated worse than infeasible solutions. However, with the superiority of feasible

points, feasible solutions are never dominated by infeasible solutions and it is

not necessary to be worried about the negative consequences when inappropriate

definitions of the penalty factors are made.

Although, a few problems of lack of diversity in the offspring population have

been reported, for some particular cases; this technique fits with the rank scheme

for the selection procedure in extremal optimisation. For this reason, this tech-

nique is a potential alternative to be adapted to extremal optimisation as a

constraint handling mechanism.

Multi-objective optimisation. Coello-Coello et al. [64] and Deb [97] worked on a

technique that proposes to convert a single-objective optimisation problem into

a multi-objective problem with 1 + n objective functions. The first objective is

the original objective function and the remaining n objectives are formed by each

one of the constraints. Thus, any multi-objective method can be used to solve

this redefined problem. This is a novel and promising technique that researchers

such as Hernandez et al. [144], Venkatraman and Yen [294], Zhou et al. [316],

Surry and Radcliffe [281] have applied successfully. However, it is important to

note that the main drawback of this technique lies in the complexity of applying

the multi-objective methods [252].

2.4.4 Repair Algorithms

Liepins [194, 195] developed the first comparative research work showing the benefits of

using repair algorithms. Repair algorithms transform infeasible solutions into feasible

solutions through a repair operator. For this, infeasible solutions are repaired toward
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the nearest feasible solution ensuring the feasibility of the solutions. The restoration

process requires tailored heuristic techniques, with the effectiveness of these depending

to some extent on programmer skills. The repair process can be applied to many

combinatorial optimisation problems. However, there are some problems that this

operator may be difficult to implement and computationally costly. Researchers such

as Le Riche and Hafka [183], Michalewicz and Nazhiyath [211], Mühlenbein [225],

Orvosh and Davis [233], Tate and Smith [284], and Xiao et al. [212, 307, 308] applied

this technique successfully to solve numerical problems with nonlinear constraints and

combinatorial problems such as the travelling salesman, graph partitioning and path

planning and navigation. To date, a small number of approaches to implement a

general technique that can be applied to all problems has been developed. The first

proposal was presented by Connolly [76] as part of his general purpose simulated

annealing approach for 0-1 integer programming problems. This repair algorithm

performs a series of switch round (0-1) on the variables of the solution based on the

helpful variables to reach the feasibility of the solution. However, the performance

of this proposal is proportional to the dimensionality of the problem . Thus, the

time necessary to repair infeasible solutions may be large for problems with a high

number of variables [2]. On the other hand, there have been other research works

that offer a more agile general scheme for some types of problems. For instance,

the generalised partial feasibility restoration for assignment type problems proposed

by Randall [244] is a simple, non-degenerative, parameter-free process. This process

has the aim of complementing a main search method when solutions are in infeasible

regions to accelerate their convergence toward feasible regions.

2.4.5 Hybrid Methods

The hybrid methods are built as a combination of the previous-mentioned approaches

with other heuristics; for instance, hybrid methods using ant colonies [29, 30, 27, 28,

186, 185, 187], simulated annealing [186], artificial immune systems [136, 137, 311],

cultural algorithms [249, 63], and fuzzy logic [182] can be found. Also, these methods

can be complemented using some mathematical programming techniques; for example,

hybrid methods using the Lagrangian method [6, 163, 162], and simplex method [25].

Thus, each one of these techniques applies its particular way of working to handle

constraints.

Hybrid methods are an interesting idea that have been gaining popularity in recent

times, with the constraint handling area being no exception. Research conducted so

far has obtained promising results showing indubitably the significant potential of
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this method when it was applied to solve particular optimisation problems. However,

there are also some drawbacks that most of the approaches have had to deal with.

For example, the increase in the parameters necessary for their operation or, in most

cases, the extra computational effort required for the proper working of these methods.

Hybrid methods require more theoretical and empirical investigation to refine and

validate the technique. The incorporation of a constraint handling mechanism ,such

as the superiority of feasible points technique, to extremal optimisation should be an

important contribution in this category.

2.4.6 Constraint Handling for Extremal Optimisation

The canonical extremal optimisation meta-heuristic does not incorporate a formal

mechanism to deal with infeasible solutions. For this reason, most of the constrained

optimisation problems solved until now have been those where the solution represen-

tation is constructed in such a way as to make the generation of infeasible solutions

unlikely or indeed impossible. One example is the travelling salesman problem. Here,

the salesman has to travel to n different cities visiting each one only once. One way

to represent the solution to this problem is by using a vector of length n where each

visited city by the salesman is stored in the vector. This representation corresponds

to a permutation where an infeasible solution can never be generated.

Unfortunately not all problems can be designed so that their representations do not

generate infeasible solutions. One case where this is so is for the assignment problems.

Generally, in these types of problems there are some tasks that must be allocated to

some agents that have a limited processing capacity. Normally, the number of tasks

to be allocated largely exceeds the capacity of the agents and so a selection of them

must be made in such a way that none of the agents are overloaded. If this happens

then an infeasible solution is generated.

For these problems it is necessary to implement a mechanism to deal with the

infeasibility of some solutions that can be generated along the extremal optimisation

process. Thus, the incorporation of a constraint handling mechanism to extremal

optimisation opens a new horizon of problems that could be solved with this meta-

heuristic.

Based on the analysis of the constraint handling mechanisms previously presented,

the Superiority of Feasible Point approach from the Separation of Constraints and

Objectives has the set of features that makes it a natural fit to be incorporated into

the extremal optimisation meta-heuristic.
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2.5 Multi-Objective Evolutionary Optimisation

Many real-world optimisation problems have several optima (maximum or minimum).

These optima are equally important, either by having the same numerical value, or

because they are not able to establish a criterion to decide which of them is better.

Normally, for multi-objective optimisation problems (MOPs), the decision concerning

the best answer is given by a human decision-maker.

Multi-objective optimisation can be defined as the challenge of discovering a col-

lection of solutions that satisfy all constraints at the same time and maximise or

minimise each one of the objective functions. Generally these objective functions are

in conflict with each other in terms of their evaluation. Therefore, a multi-objective

optimisation problem must find a solution that optimises all the objective functions

for a particular problem.

The Multi-objective optimisation approach resembles single-objective optimisa-

tion. The problem is to find a solution vector ~x such that:

min /max ~f(~x)

x ∈ ̥ ⊆ R

where:

~x is a vector of decision variables (x1, ..., xn) that represents a solution,

~f(~x) is a vector of objective functions (f1(~x), ..., fk(~x)) to be maximised or

minimised,

̥ is the feasible search space limited by the constraints,

R is the entire search space.

The more accepted concept of optimality in multi-objective optimisation is the

so-called Pareto-optimality. This notion is based on the concept of dominance which

is defined below [69].

Definition 1 (Pareto-dominance). A solution ~s dominates another solution ~s′, if and

only if, ~s is partially less or great than ~s′ and there exists at least an objective where

~s is absolutely less or greater than ~s′, denoted by ~s ≺ ~s′.

Once the concept of Pareto-dominance has been described, a definition about when

a solution is Pareto-optimal is given next.
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Definition 2 (Pareto-optimal). A solution ~s∗ is denominated Pareto-optimal, if and

only if, there is no other solution ~s which dominates it. That is, ∄~s ∈ ̥ : ~s ≺ ~s∗.

After some optimisation process, several Pareto-optimal solutions can be found.

The set of results that gathers all of the Pareto-optimal solutions is known as a Pareto-

optimal set (P ∗).

Definition 3 (Pareto-optimal set). Pareto-optimal set (P ∗) is the set of all Pareto-

optimal solution ~s∗ such as there is not a solution ~s that f(~s) ≺ f(~s∗).

The person who chooses the final solutions from the Pareto-optimal set for a

particular problem is the decision-maker. The vector that satisfies these definitions is

known as the Pareto-front. Thus, for a given multi-objective problem ~f(~x) and a set

of Pareto-optimal solutions P ∗, the Pareto-front is defined below.

Definition 4 (Pareto-front). Pareto-front PF ∗ is the set P ∗ of all solutions that are

Pareto-optimal for a given problem ~f(~x).

2.5.1 Multi-Objective Evolutionary Optimisation Approaches

Multi-objective techniques can be classified into two types [65]. On one hand, those

which do not incorporate the Pareto-optimal concept of the selection operator. On

the other, those which perform a rank of the individuals according to if they are

dominated or not based on the Pareto-optimal concept.

For the non-based Pareto-ranking methods there are two techniques widely used

which are aggregating functions [138] and lexicographic ordering [119]. The former

consists of reducing the m results corresponding to the m objective functions into a

single value through weighted summation such as λ(x) =
∑m

i wif(x)i, where m is the

number of the objectives and wi is a weight that could be considered to give more

importance to some objectives over others. The resulting value λ(x) is regarded as

the fitness for solution x. The latter is performed by an optimisation process that is

applied to one objective separately of the other objectives. Generally, the objectives

are ranked according to their importance. Thus, when a single-objective process is

carried out on one of the objectives, the results achieved by the other objectives are

not affected. This process is repeated for every objective. The use of this technique

has been effective until today, especially for those problems where the objectives have

different levels of importance.

In the case of the methods based on the Pareto-optimal concept, these have been

developed through two generations. The first generation was characterised by the
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pioneer approaches which applied the more elemental mechanisms from evolution-

ary algorithms. With this experience, a second generation emerged that used more

complex mechanisms, one of which was the elitism operator that made a substantial

difference. The following list shows the most representative approaches since 1984

when the first Pareto-based methods were proposed.

• Vector Evaluated Genetic Algorithm (VEGA) [254, 255, 256] proposed by Schaf-

fer in 1984-1985.

• Multi-Objective Genetic Algorithm (MOGA) [117] proposed by Fonseca and

Fleming in 1993.

• Niched-Pareto Genetic Algorithm (NPGA) [150, 151] proposed by Jeffrey Horn

et al. in 1993-1994 and Niched-Pareto Genetic Algorithm 2 (NPGA2) [111]

proposed by Erickson et al. in 2001.

• Non-dominated Sorting Genetic Algorithm (NSGA) [275] proposed by Snirivas

and Deb in 1994 and Non-dominated Sorting Genetic Algorithm II (NSGA-

II) [99, 100] proposed by Deb et al. in 2000.

• Strength Pareto Evolutionary Algorithm (SPEA) [324] proposed by Zitzler and

Thiele in 1999 and Strength Pareto Evolutionary Algorithm 2 (SPEA2) [322]

proposed by Zitzler et al. in 2001.

• Pareto Archived Evolution Strategy (PAES) [169, 170] proposed by Knowles and

Corne in 1999-2000.

• Pareto Envelope-based Selection Algorithm (PESA) [79] proposed by Corne et

al. in 2000 and Pareto Envelope-based Selection Algorithm II (PESA-II) [78]

proposed by Corne et al. in 2001.

• Multi-Objective Messy Genetic Algorithm (MOMGA) [290, 292] proposed by

Van Veldhuizen and Lamont in 1999, Multi-Objective Messy Genetic Algorithm

II (MOMGA-II) [326, 325] proposed by Zydallis et al. in 2001 and Multi-

Objective Messy Genetic Algorithm IIa (MOMGA-IIa) [91, 92, 93] proposed

by Day et al. in 2004-2005.

• Micro Genetic Algorithm (microGA) [70, 71] proposed by Coello and Toscano-

Pulido in 2001 and Micro Genetic Algorithm 2 (µGA2) [286] proposed by Toscano-

Pulido and Coello in 2003.
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From the above list, the most representative and well studied methods are NSGA-II

and SPEA2 [69]. Both have been widely applied to many multi-objective optimisation

problems which have achieved successful results. For this reason, they have become a

de-facto reference method to compare new approaches in this area.

In this research, NSGA-II and SPEA2 will be used to analyse and compare the

multi-objective extremal optimisation approach proposed in this thesis. A concise

description of them is presented below.

2.5.1.1 NSGA-II

Deb et al. proposed the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [99,

100] with the objective of finding a set of efficient solutions under the concept of

Pareto-dominance. This approach has proven to be one of the most fast, effective

and robust techniques to solve multi-objective optimisation problems [65]. Also it has

been one of the most popular methods to compare new multi-objective optimisers.

NSGA-II is an algorithm based on the original implementation of NSGA. The

enhanced approach incorporates the concepts of elitism to improve the convergence

and crowding distance to maintain diversity in the Pareto-frontier using a population

of fixed size. The composition of the current population is based on a combination

of the new and the previous generation. To do this, NSGA-II uses the usual genetic

operators for selection and mutation to generate an offspring population from the

parent population. Both populations (parents and offspring) are linked together and

then the dominance ranking is applied to classify the coupled population in a number

of levels, so that the first level is the best level of the population.

A new population is created based on the rank order of the levels; thus, the

individuals from the best level are selected first. If the number of individuals in the

new population is smaller than the fixed size of the population then the next level is

taken into account. On the other hand, if the new added level exceeds the number

of individuals allowed in the new population then a truncation operator is applied to

that level.

This operator is based on crowding distance which is calculated by the summation

of all distances between one individual and its nearest neighbours for each dimension

in the space of the objective functions. Thus, individuals with less crowding distance

are removed. As a result, a population of descendants of the same size as the initial

population is created.

Figure 2.9 shows a scheme of the NSGA-II mechanism. Pt represents the parents

population and Ot represents the offspring population at generation t. F1 represents
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Figure 2.9: NSGA-II

the best mixed approximated Pareto-front set coming from the parents and offspring

populations. F2 represents the second best mixed approximated Pareto-front set and

so on.

NSGA-II has one of the best evaluated performances among multi-objective tech-

niques available to date. For this reason, there exists a considerable amount of the-

oretical research works solving the classical benchmark problems and real world ap-

plications solving problems of design, scheduling, management, distribution and clas-

sification, among others [69]. However, this technique presents some difficulties when

the number of objectives is increased because of the implementation complexity in the

crowding distance mechanism.

The general pseudocode of the NSGA-II approach is presented in Algorithm 5.

Algorithm 5 Pseudocode of the NSGA-II.

1: Generate the initial random population Pini of size n
2: Evaluate and rank each individual from population Pini according to the non-

domination and the crowding distance criteria
3: repeat
4: Generate the offspring population Ot of size n with the standard genetic algo-

rithm operators
5: Evaluate and rank each individual from both population Pt and Ot according

to the non-domination (front levels) and the crowding distance criteria
6: Select the best front levels for the new population Pt+1 filling the new population

with the remaining individuals from the last level selected up to complete size
n.

7: until the stop criteria is satisfied
8: return the first non-dominated front
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2.5.1.2 SPEA2

Zitzler et al. proposed the Strength Pareto Evolutionary Algorithm 2 (SPEA2) [322].

This approach has been compared successfully against other multi-objective evolu-

tionary algorithms in terms of convergence and diversity on well known benchmark

problems [69]. Hence, it has become a reference meta-heuristic for new approaches.

SPEA2 is an algorithm based on the original implementation of SPEA. The new

version improves the fitness assignment scheme, the density estimation technique and

incorporates a new archive truncation method.

In SPEA2, the initial population is generated using a uniform distribution, the

representation of the solutions is binary encoded and the evolutionary operators are

standard, such as binary tournament selection, crossing point, and bit-flip mutation.

The real power of SPEA2 lies in the use of elitism. Thus, SPEA2 makes use of

an external file A to store the approximated Pareto-front set found so far, which is

used with the current population P to form the offspring O for the next generation.

Thereafter, a new file A is regenerated through updating the approximated Pareto-

front set from the population P and the offspring O.

The file size is fixed and this is often set as the same size as the population.

Therefore, there are two special situations where solutions are passed to the file.

If the number of non-dominated solutions is smaller than the size of the file, it is

complemented by other dominated solutions taken from the population. The second

situation occurs when the number of non-dominated solutions exceeds the size of the

file. In this case, a truncation operator is applied. The solution that has the least

distance from other solutions is removed from the set.

The selection procedure is made according to the fitness assigned to every solution

using the strength value. The strength is defined as the number of solutions, in

the archive A and the population P , that a particular solution j dominates. Thus,

the fitness for a solution i is generated by the summation of the strength value of

each solution, in the archive A and the population P , that dominates the solution i.

Equation 2.11 shows how the fitness is calculated.

F (i) =
∑

j∈Pt+At,j�i

|{k : k ∈ Pt +At ∧ j � k}| (2.11)

If F (i) = 0 then this is a non-dominated solution. On the contrary, if F (i) has a

high value then this solution is dominated by a considerable number of other solutions.

When two or more solutions have the same fitness values, the density information
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D [321] is included in the selection process to refine the classification mechanism.

Hence, solutions with a low density value are preferred to solutions with a high density

value. Thus, the fitness is recalculated via the incorporation of the density information

D as is shown in Equation 2.12.

F ′(i) = F (i) +D(i) (2.12)

SPEA2 has been applied successfully to solve some versions for multi-objective

problems such as the knapsack problem and scheduling problem [321]. Also, it has

been used to solve some applications in genetic programming and data mining [69].

However, the size N of the external file A and the truncation method to preserve diver-

sity and maintain the size of the file A could affect the performance of the algorithm.

This can occur when the number of non-dominated solutions found by the algorithm

significantly exceed the pre-set size N and the number of objectives increases [98].

Algorithm 6 presents the general SPEA2 pseudocode.

Algorithm 6 Pseudocode of the SPEA2.

1: Generate the initial random population P and an empty external archive A
2: repeat
3: Evaluate each individual from both the population P and the external archive

A according to its strength
4: Find all the non-dominated individuals from the population P and the external

archive A
5: if there are too many non-dominated solutions for the archive A then
6: Use the truncation operator to remove individuals from A
7: end if
8: if there are not enough non-dominated individuals in the archive A then
9: The best dominated individuals are selected to fill the archive A until it is

full
10: end if
11: Apply the selection, crossover and mutation operators to the archive A to gen-

erate the new population P
12: until the stop criteria is satisfied
13: return the non-dominated individuals from the archive A

2.5.2 Multi-Objective Evolutionary Optimisation Performance Mea-

sures

In multi-objective optimisation there has been two forms to compare approaches that

are solving a particular problem [65]. The first of them has been used since the imple-
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mentation of the first approaches to solve this sort of problem. The technique simply

consists of comparing the plot for each approximated Pareto-front set and observing

which of them is offering a better result. Although this mechanism is still being used

to date, this is not useful when the visual comparison between two approximated

Pareto-front sets are not so clear. Nowadays, new emerging approaches are more

competitive and which are attempting more complex problems. As a consequence,

the results comparison process is not as obvious as before. This is because not all the

solutions belonging to one approximated Pareto-front set are better than the solutions

in the other. Figure 2.10 illustrates an instance for both cases.

F2

F1

F2

F1

Solution 1

Solution 2

(a) (b)

Solution 1

Solution 2

Figure 2.10: The Pareto-front set for a bi-objective problem where both objectives
must be minimised. (a) Solution 1 is visibly better than Solution 2. (b) By just
looking to the plot, it cannot be said which solution is better.

For this second instance, it is necessary to use a formal mechanism to determinate

which solution is the best. Unfortunately, in this case there is no single criterion to

establish whether an approximation set toward the true Pareto-front is better than

another. Therefore, it is necessary to consider several criteria to carry out a good

performance measure. Some of the criteria that could be considered are: the number

of obtained solutions, the convergence or distance toward the optimum Pareto set, the

diversity or distribution in the Pareto set, the relative coverage of the results over the

objective space and the superiority comparison of a result upon the other. Thus, in

order to implement a comparison between results that have been obtained by different

approaches, it is necessary to define quality metrics. These metrics try to reflect, in

a value, some criteria aforementioned in order to establish which approach performs

better than others through obtaining higher quality results.

Nowadays, a series of metrics based on one or more criteria have been proposed

which evaluate the quality of an approximation Pareto-front set. However, none of
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these proposals is able to reflect all these criteria in a single value. For this reason,

it is currently necessary to apply a number of quality metrics to have an objective

assessment of the obtained results by different approaches.

Table 2.12 shows some of the metrics commonly used today, either by popularity

or usefulness.

Criterion Method Name Autor(s) Year Description

Convergence Error ratio (ER) [290, 293] Van Veldhuizen 1999 The number of solutions in the
non-dominated set A that are not
members of the true Pareto-front
set.

Generational distance
(GD) [291, 293]

Van Veldhuizen 1999 How far, on average, the non-
dominated set A is from the true
Pareto-front set.

Diversity Spacing (SP) [258] Schott 1995 Represent the spread of the solu-
tions in the non-dominated set A.

Coverage S-Metric [323, 318] Zitzler 1999 How much of the objective space
is dominated or covered by a non-
dominated set A.

C-Metric [318, 319] Zitzler 1999 Represent the relative coverage
comparison between two non-
dominated set A and B.

D-Metric [318, 319] Zitzler 1999 Represent the relative coverage
comparison between two non-
dominated set A and B.

Superiority
comparison

R1-Metric [139] Hansen and
Jaszkiewicz

2001 Represent the probability that a
non-dominated set A is better than
a set B over a set of utility func-
tions.

R2-Metric [140] Hansen and
Jaszkiewicz

2001 Represent how much a non-
dominated set A is better than a
set B over the difference between
the expected values of the utility
function.

R3-Metric [140] Hansen and
Jaszkiewicz

2001 Represent the R2-Metris as a ratio.

Table 2.12: List of some methods used to measure the performance of multi-objective
approaches.

From this metric list, five of them are chosen as performance metrics that could be

applied to the multi-objective extremal optimisation approach proposed in this thesis.

This selection is based on the implementation simpleness and the usefulness in the

evaluation about the relevant features that are wanted to highlight in the proposed

approach. Next, a brief description of these will be given.

2.5.2.1 Generational distance (GD)

The generational distance metric [291, 293] was proposed by Van Veldhuizen and La-

mont. The aim of this metric is to calculate the approximate average distance between
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the true Pareto-front set and the approximated Pareto-front set.

Equations 2.13 and 2.14 present the definition of this metric.

GD =

√

∑n
i=1 d

2
i

n
(2.13)

di =
m
min
j=1

√

√

√

√

o
∑

k=1

(f i
j − fk

j )
2 (2.14)

where:

n is the number of non-dominated solutions in the attained PF set,

m is the number of non-dominated solutions in the true PF set,

o is the number of objectives or dimensions,

di is the Euclidean distance, in the objective space, between the solution i

in the attained PF set and the nearest solution of the true PF set,

fj is the solution evaluate in the objective or dimension j.

When GD is zero it means that all solutions in the approximated Pareto-front

set are in the true Pareto-front set. Any other value in GD reflects how far the

approximated Pareto-front set is from the true Pareto-front set.

2.5.2.2 Spacing (SP)

The spacing metric [258] was proposed by Schott and measures how evenly the non-

dominated solutions of the approximated Pareto-front set are distributed in the ob-

jective space. Equations 2.15, 2.16 and 2.17 present the definition of this metric.

SP =

√

√

√

√

1

n

n
∑

i=1

(di − d)2 (2.15)

di =
n

min
j=1∧j 6=i

o
∑

k=1

|f i
k − f j

k | (2.16)

d =

∑n
l=1 di
n

(2.17)

where:

n is the number of non-dominated solutions in the attained PF set,
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o is the number of objectives or dimensions,

di is the distance, in the objective space, between the solution i and the

nearest solution j in the attained PF set,

d is the average of all di,

fk is the solution evaluate in the objective or dimension k.

If SP is zero then the solutions are evenly distributed along the approximated

Pareto-front set. Also, it must be remembered that for the hypothetical case where

the Pareto-front set is composed of only two solutions, this metric indicates that

the result is evenly distributed. However, the number or density of solutions in the

Pareto-front set is not representative.

2.5.2.3 S-metric

The S-metric [323, 318] measure was proposed by Zitzler and this indicates how much

of the objective space is dominated by a given non-dominated Pareto-front set. This

metric is useful to measure the coverage of a solution in an independent way.

Thus, for the approximated Pareto-front set obtained for a particular problem, the

S-metric gives the area circumscribed by the union of the regions associated to each

solution in the Pareto-front set. These regions are made up by the intersection of the

consecutive hyperplanes over every solution along with the axes. Each objective is

represented by a different axis. For instance, in a bi-objective problem, each solution

generates a rectangle represented by the points (0, 0) and (f1(si), f2(si)), where f1(si)

and f2(si) is a non-dominates solution. Figure 2.11 shows the S-metric applied to a

bi-objective problem for a minimisation problem.

S-m
etric

s7

s1

s2

s3

s4

s5
s6

f1

f2

Figure 2.11: S-metric for a bi-objective problem.
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2.5.2.4 C-metric

The C-metric [318, 319] was proposed by Zitzler and Thiele with the purpose of

comparing two approximated Pareto-front sets (A and B) obtained by different ap-

proaches. This comparison is performed through the calculation of the fraction in

which each set covers or dominates the other. As a result, two values are obtained.

The first value is the percentage of solutions in B that are equal to or dominated by

the solutions in A. The second value is the inverse case, the percentage of solutions

in A that are equal to or dominated by the solutions in B.

A formal definition for this metric is shown in the Equation 2.18. The function C

maps the ordered pair (A,B) into the interval [0, 1].

C(A,B) =
|{b ∈ B;∃a ∈ A : a � b}|

|B|
(2.18)

The nomenclature used is C(A,B) and the interpretation is as follows. The value

C(A,B) = 1 means that all solutions in B are dominated by A. The value C(A,B) = 0

represents the situation where none of the solutions in B are dominated by A. Both

orderings have to be considered since C(A,B) is not necessarily equal to 1−C(B,A).

This metric just says if A dominates B but it says nothing about neither how good

it is nor how even the distribution is. For example, the metric can give a better value

for an approximated Pareto-front set A with a single solution, which is closer to the

true Pareto-front set than another set B with various well distributed solutions but

further from the true Pareto-front set. Another exceptional possible case is when the

surface covered by the set A is equal to the surface covered by the set B however the

set B, is closer to the true Pareto-front set than the set A.

2.5.2.5 D-metric

Originally, C-metric was developed to complement the aforementioned S-metric. How-

ever, to address some of the problems with C-metrics, Zitzler and Thiele proposed

an improved indicator based on the coverage difference between two approximated

Pareto-front sets A and B. The new D-metric [318, 319] is defined on the basis of

S-metric and eliminates some present shortcomings in C-metric. The nomenclature

used is D(A,B) and this describes the size of the objective space that is dominated

by A and is not dominated by B.
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Equation 2.19 presents the definition for D-metric.

D(A,B) = S(A+B)− S(B) (2.19)

Figure 2.12 shows an example for a bi-objective maximisation problem. For this

problem D(A,B) = α represents the area covered only by the set A, D(B,A) = β

represents the area covered only by the set A and γ represents the area covered

simultaneously by both set A and B.

f1

f2

A

B

α

β

γ

Figure 2.12: D-metric for a bi-objective maximisation problem.

In the case of using C-metric, C(A,B) = C(B,A) = 0.5 or 50%. That means

there is no difference or supremacy in the coverage or dominance of one set over the

other. However, with D-metric the quality gap between both sets can be reflected, so

for the maximisation problem in Figure 2.12 D(B,A) > D(A,B) which means that

set B outperforms set A.

2.5.3 Multi-Objective for Extremal Optimisation

Until now, most of the metrics have limitations that do not allow to affirm conclusively

whether one approach is better than another. For this reason, the most general

recommendation observed in the literature is to use a set of metrics in such a way

that these can interpret as many criteria as possible.
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The selection of the five metrics described before is mainly based on the metrics

used by the benchmark test applied in this thesis to observe the behaviour of the

multi-objective extremal optimisation approach (S-metric, C-metric and D-metric).

Also, two metrics are added (Generational distance and Spacing) to reinforce the

study of the approach. These two metrics will be applied as a mechanism to clarify

the goodness of one approach over another when necessary.

2.6 Summary

Nature-inspired meta-heuristics are an effective and efficient tool to solve combinato-

rial optimisation problems that have large and complex search spaces. One of the most

paradigmatic bio-inspired meta-heuristics are genetic algorithms. These algorithms,

that are based on the theory of evolution of species by natural selection, have been

extensively applied into theoretical and real world problems, becoming a reference

method to validate new nature-inspired approaches.

With a more comprehensive point of view, memetic algorithms are an extended

meta-heuristic from evolutionary algorithms based on the cultural evolution. This

meta-heuristic subscribes to the hybridisation of different algorithmic approaches to

solve a particular problem. The successful results achieved by the synergic use of

diverse search techniques, as an integrated algorithmic approach, are encouraging the

extension of other methods, different to evolutionary algorithms, toward the memetic

algorithms scheme.

From the swarm intelligence branch in nature-inspired meta-heuristics, ant colony

optimisation is an interesting multi-agent method highly suitable for problems where

it is necessary to connect and/or route two or more elements through a path in an

optimal way. As its name suggests, this scheme is based on the ants’ behaviour when

they transport food from the source to the nest. The implementation of the pheromone

concept in this meta-heuristic is a significant and clever idea that may be incorporated

into other methods as a memetic operator.

Extremal optimisation is a relatively recent, novel and emerging nature-inspired

meta-heuristic whose search method is especially suitable to solve combinatorial opti-

misation problems. This method has the peculiarity that it is based on both biological

and physical inspiration. Many of the problems solved using extremal optimisation can

be categorised as unconstrained problems and a relatively small amount of research

work has been done on constrained combinatorial optimisation problems. Addition-

ally, most of the research in extremal optimisation has been applied to solve single-
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objective problems and only a relatively small number of attempts have been done to

extend extremal optimisation toward multi-objective problems. The implementation

of a hybrid extremal optimisation framework with a constraint handling technique

to solve constrained combinatorial single-objective and multi-objective problems is a

relevant contribution to the extremal optimisation method and a challenging proposal

in the field of nature-inspired meta-heuristics.

Various techniques have been developed in evolutionary algorithms to handle the

presented constraints in some optimisation problems. These techniques are classified

in five different groups. Thus, the superiority of feasible points mechanism from the

separation of constraints and objectives group seems to be a natural way to be ap-

plied as a constraint handling technique to extremal optimisation. The superiority of

feasible points uses a ranked order for the fitness evaluation, where a better value is

assigned to feasible solutions and a worse value to infeasible solutions. This scheme fits

naturally with the rank mechanism in extremal optimisation which sorts the fitnesses

from the poorest to the best.

The evolutionary multi-objective optimisation area has been developing a number

of competitive methods to solve multi-objective problems in the past two decades.

From these, the most representative and well studied methods are SPEA2 and NSGA-

II which are de-facto reference methods to compare new approaches. It is necessary

to perform the comparison between approaches to carry out performance measures

through the evaluation of some metrics. These metrics are based on criteria such

as convergence, diversity or coverage through which it aims to define which method

produces the best results. Finally, the validation for the proposed multi-objective

hybrid extremal optimisation framework is able to be done through the use of the

mechanisms and tools presented for multi-objective optimisation.
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Chapter 3

A Single-Objective Hybrid

Extremal Optimisation

Framework with Constraint

Handling

3.1 Introduction

Extremal optimisation is a single-solution meta-heuristic based on a bio-inspired co-

evolutionary model which in turn is based on the physics-inspired scheme of self-

organised criticality [14]. Extremal optimisation has been principally applied to prob-

lems in physics and its implementation has been compared with other methods such

as simulated annealing and genetic algorithms. Recent research into extremal opti-

misation has expanded its application toward new combinatorial problems such as

assignment type problems and dynamic problems. Having regard to all sorts of prob-

lems solved by extremal optimisation to date, it can be noted that most of them

may be categorised as being unconstrained. It is evident that there exists a necessity

for incorporating, in a methodical manner, a constraint handling mechanism into ex-

tremal optimisation to solve constrained combinatorial optimisation problems. This

should be done by taking into consideration the exploitation of the natural algorithmic

mechanics of extremal optimisation.

Recall that the principle behind extremal optimisation is to eliminate one of the

weakest or least adapted species and replace it by a random one at each iteration.

This stochastic characteristic of extremal optimisation was studied by Hendtlass and
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Randall [143]; and Randall, Hendtlass and Lewis [244] on assignment type problems.

One of the main conclusions from these works was that, because of the feature of

extremal optimisation to escape from local optima, its capacity to converge toward

the optimal solution is more restricted. To overcome this lack of convergence, the

application of a local search mechanism was tested. Results proved it to be a good

option to improve the search for the optimum value. Based on this evidence, this thesis

will incorporate a secondary search mechanism to complement extremal optimisation

and improve its ability to converge. This enhancement has also been a common tactic

used by other meta-heuristics.

Given the above mentioned arguments, the design of a hybrid extremal optimisa-

tion (HEO) framework with constraint handling is presented herein. It is designed to

find solutions through the collaborative use of extremal optimisation with a secondary

search and constraint handling mechanisms. For this research, the chosen secondary

search mechanism is represented by a local search (LS) scheme. The stochastic na-

ture of the extremal optimisation component carries out a coarse-grain search on the

landscape, allowing the solution the possibility of escaping from stagnant positions

to potentially move between feasible and infeasible spaces. A differentiated fitness

evaluation is performed depending on whether the current solution is feasible or in-

feasible. The secondary search mechanism helps to develop a fine-grain movement

in the neighbourhood area to obtain a better approximation of the optimal solution.

Thus, the motivation to use extremal optimisation is influenced by the promising re-

sults obtained in previous research, which emphasises its simplicity of implementation

due to its single parameter and selection procedure.

Aware of the large number of types of combinatorial optimisation problems that

can be found, the development of this framework is initially aimed at those prob-

lems that have capacity constraints. Problems with this type of constraint generally

come with the necessary information to perform a component fitness evaluation. This

decision also is biased by the analysis performed on extremal optimisation by Ran-

dall [243], Hendtlass and Randall [143] and Randall, Hendtlass and Lewis [244] that

outline the potential of this method to solve such problems. Figure 3.1 shows repre-

sentative capacitated combinatorial optimisation problems that could be solved with

the hybrid extremal optimisation framework.

From these problems, the multi-dimensional knapsack, the bin packing and the

generalised assignment problems are selected to be completely implemented and anal-

ysed. This selection is based on the representativeness of these problems, as many

real-world problems are derivatives of these. Also, the knowledge of these problems
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Capacitated
Combinatorial
Problems

Capacitated Vehicle Routing Generalised Assignment

Bin Packing

Multidimensional Knapsack 

Frequency Assignment

Capacitated Minimal Spanning Tree

Single Source Capacitated Facility Location

Capacitated Set Cover

Figure 3.1: A representative sample of capacitated combinatorial problems.

is extensive, as they are three of the most well-studied combinatorial problems from

the above list [72, 80, 95, 159, 240, 260, 262]. Later on, in this chapter, the HEO

implementation of the remaining five problems will be discussed. Additionally, the

way of representing the solution as an array for each problem, by either a vector of

binary numbers or a vector of positive integer numbers, presents the possibility to

observe both the factors that are present in the modelling of the problem and the

effectiveness of finding good solutions. To trial the three main problems, benchmark

instances and data for each problem from the OR-Library [24] are selected. Also, from

OR-Library, benchmark instances and data for the frequency assignment, the single

source capacitated facility location and the capacitated minimal spanning tree, can

be found. In VRP Web [106] there exists a complete set of benchmark instances and

data for the capacitated vehicle routing problem. However, for the capacitated set

covering problem it was not possible to find a public availability of test instances.

This chapter pursues the following two objectives:

1. To incorporate a constraint-handling mechanism that allows extremal optimisa-

tion to deal with infeasible solutions.

2. To provide a hybrid extremal optimisation framework to solve single-objective

constrained combinatorial optimisation problems.

The rest of this chapter is organised as follows. Section 3.2 explains the hy-

brid extremal optimisation framework to solve constrained combinatorial optimisation

problems. Section 3.3 shows how the hybrid extremal optimisation is applied to the

constrained combinatorial optimisation problems presented in Figure 3.1. Section 3.4

presents a summary of the computational experiments developed with an analysis of

the three selected problems. Section 3.5 summarises the chapter and discusses the

future work arising from this study. Finally, Section 3.6 states the contributions that

arise from this chapter.

63



EO APPLIED TO CCMOPs

3.2 Hybrid Extremal Optimisation with a Constraint Han-

dling

This section describes the hybrid extremal optimisation framework. First, the pro-

posed constraint-handling scheme for extremal optimisation is defined. Then, the

secondary search mechanism, as a complement to extremal optimisation, is explained.

Finally, the integrated framework to deal with constrained combinatorial optimisation

problems is described.

3.2.1 Constraint Handling for Extremal Optimisation

Extremal optimisation was proposed originally to give more efficient solutions to the

spin glass problem in physics, which is associated with random magnetic fields [312].

To solve this problem, it was modelled using graphs as a combinatorial max-cut prob-

lem, which has only feasible solutions. After this, extremal optimisation has been

mostly used for solving combinatorial problems where the representation of the so-

lution does not generate infeasible solutions (as outlined in Chapter 2). This trend

is due to the selection mechanism not being originally designed to handle infeasible

solutions.

However, for many constrained combinatorial problems, it is not possible to rep-

resent the solution, in such a way, that only feasible solutions are generated. In this

case, the search mechanisms applied to such problems must be aware of how the

search space is traversed. This is because the search space, in constrained problems,

is divided into two regions. One region contains the feasible solutions and the other

contains infeasible solutions (see Figure 2.7 on page 37). Two possible ways to address

this scenario are: a) focus the search only in feasible regions; or b) allow the search

to traverse feasible and infeasible regions. In the former case, infeasible solutions are

eliminated or transformed into feasible solutions. In the latter case, the solution is

able to move throughout the search space passing through feasible and infeasible re-

gions looking for the optimal solution. This case is the one that fits more instinctively

with extremal optimisation because of its stochastic nature. Thus, taking into ac-

count the second point of view, extremal optimisation will be extended to deal with

the restrictions that constrained combinatorial optimisation problems have.

Extremal optimisation and evolutionary algorithms have some similarities that are

relevant for this research. Both methods evolve across generations, have a selection

operator based on a fitness evaluation, and the replacement mechanism in extremal

optimisation can be seen as a mutation operator. These three similarities enable ex-
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tremal optimisation to incorporate and use many of the constraint handling techniques

used by evolutionary algorithms (described in Section 2.4). Therefore, it is necessary

to analyse which of these techniques are most suited to be incorporated into extremal

optimisation.

Considering the five groups mentioned in the constraint handling techniques in

Section 2.4, three of them are most commonly used by search algorithms. They are

the penalty functions, repair algorithms, and separation of constraints and objectives.

However, in the latter can be found the superiority of feasible point technique proposed

by Powell and Skolnick [239] and also by Deb [96]. This technique ranks solutions,

giving better fitness values to feasible solutions and worse fitness values to infeasible

solutions. Through this ranked order fitness evaluation, an infeasible solution will

never obtain a better evaluation than a feasible solution, as may be the case with

penalty functions. This rank selection method for the solutions for genetic algorithms

has common features with the rank selection method for the components of the solu-

tion in extremal optimisation. A relevant feature of this technique is its differentiated

evaluation mechanism. The fitness value for a feasible solution is calculated using the

objective function and for an infeasible solution it is calculated using the constraints.

This separated evaluation makes it possible for feasible solutions to move toward the

optimal point and for infeasible solutions to move into a feasible region. In the case

of a single-solution search mechanism such as extremal optimisation, this evaluation

scheme enables the solution to move along feasible and infeasible regions searching for

the optimal value. Thus, this differentiated fitness evaluation scheme is completely

compatible and fits naturally within extremal optimisation’s algorithmic mechanics.

So when the solution is in an infeasible region, the differentiated fitness evaluation will

allow it to change the direction of its search (in a natural and smooth way) toward a

feasible region. Figure 3.2 illustrates these movements.

Search Space

F

F

F

F

Initial Solution

Optimal Solution

Figure 3.2: Solution movements through the search space crossing feasible and in-
feasible regions. The shaded areas represent feasible space while the white areas are
infeasible.
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The general form to represent the fitness evaluation for this technique is shown in

Equation 3.1.

λ(x) =

{

f(x) if the solution is feasible

p±
∑n

i=1 ci(x) if the solution is infeasible
(3.1)

where:

λ(x) is the fitness value of solution x,

f(x) is the objective function evaluated for the feasible solution x,

ci(x) is the ith constraint applied to the infeasible solution x,

p is a parameter defined for a particular problem that separates the

evaluation of feasible and infeasible solutions.

A problem with this technique is a lack of diversity in the offspring population due

to the superiority of feasible solutions over infeasible solutions. However, the inherent

drawback in this constraint handling technique is that it is not valid for extremal

optimisation as it is a single-solution method. Thus, diversity of the offspring is not a

concern since extremal optimisation has no crossover operator and does not converge.

In terms of the other two techniques, penalty functions and the repair algorithms,

their implementations in extremal optimisation are not so direct. A penalty function

approach puts the objective and the constraints together in a new objective function

in which it is necessary to define the correct penalty factor to obtain an appropriate

fitness evaluation. There are many techniques to build penalty functions that derive

more suitable penalties. The more accurate techniques can find better solutions but

with greater complexity in their implementation than is usually reflected in the use

of several tuning parameters. Repair algorithms are appropriate when the conversion

from an infeasible solution to a feasible one does not require too much effort. On

the contrary, the cost of reparation could increase enormously, degrading the whole

performance of the algorithm. Also, most repair techniques are very problem depen-

dent [64].

Taking into account what has been explained above, the superiority of feasible

point technique in the separation of constraints and objectives group seems to be

a reasonable alternative to be applied as a general and simple constraint handling

mechanism to extremal optimisation. This technique is able to maintain the natural

characteristic of extremal optimisation to move across feasible and infeasible regions

looking for the best solution. But most importantly, this technique allows extremal

optimisation to properly define the way to assess the fitness value for each component
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of the solution when it is either feasible or infeasible. Recall that extremal optimisation

generates new solutions by changing the values of poor components; that is, it seeks

which of the components gives a poor contribution or degrades the solution the most.

Hence, when the current solution is feasible, the feasible fitness function must be

focused on locating which component of the solution adversely affects its quality the

most with the objective to increase its optimality, ideally reaching the optimal solution.

However, when the current solution is infeasible, the infeasible fitness function must

be focused on locating which part of the solution is more responsible for the violation

of one or more constraints. This is aligned to the objective of reducing the degree of

infeasibility and so ideally converting it to a feasible solution.

Based on the superiority of feasible point technique, a constraint handling exten-

sion for extremal optimisation is proposed herein, which hereafter is referred to as the

“differentiated fitness evaluation scheme”. In order to achieve this, it is necessary to

adapt the original superiority of feasible point technique to assess each component of

the solution and not the entire solution.

Defining the component of the solution and its contribution, from the point of view

of optimality or infeasibility, is not an easy task. First, it is necessary to clarify which

elements from the solution representation will be considered as the evaluation compo-

nents. Subsequently, these components are analysed to calculate their contribution,

positive or negative, through the fitness function.

For example, in the case of an unconstrained problem with a 0-1 binary repre-

sentation, only the component contribution with respect to the objective function is

required. A simple way to carry out the component evaluation is switching the value

for each component in the solution and evaluating it using the objective function.

With this result, components can be ranked by taking into account the improvement

in the objective function (depending on whether it is a maximisation or minimisation

problem). From the ranked list, the extremal optimisation selection mechanism is

applied to choose the component to be eliminated and changed. However, the pro-

cess described above has simply evaluated, via the objective function, a number of

neighbouring solutions generated after changing the value of each component from

the current solution instead of measuring the contribution of each component. This

procedure could produce an unnecessary increase in runtime. Additionally, in a con-

strained problem, the satisfaction or violation of the restrictions associated with the

problem also must be considered in the evaluation process. To this should be added

that many of the problems may be evaluated in a different way according to the

information or data available and the particular characteristics of each.
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When the component of the solution has an associated coefficient of cost, profit or

any other that must be minimised or maximised, the shadow price concept [83, 172]

used in linear programming can be used to measure the contribution of each component

in the solution. The shadow price can be understood as the value that it is willing to

pay for an additional unit of a particular limited resource. In other words, the shadow

price represents the marginal utility or the marginal cost in the objective function

that can be attained when a constraint is increased or decreased in one unit for a

maximisation or minimisation problem.

In extremal optimisation, the shadow price can be defined as the potential contri-

bution (positive or negative) that can be provided to the objective function when a

component of the solution undergoes a change. This change in the component can be

represented by a modification in either its value or its position. To use the shadow

price idea as the fitness function for constrained combinatorial problems in extremal

optimisation, it is necessary to measure the component contribution with respect to

the feasibility and the optimality of the solution.

When the component of the solution does not have an associated coefficient, its

contribution to the feasibility or infeasibility of the solution or to the minimisation or

maximisation of the objective function could be assessed by any coefficient associated

to the values or elements that can be assigned to each component.

Defining a general fitness function for the components of the solution instead of

the entire solution could become a hard task because not all problems provide the

necessary information to perform this particular evaluation. However, in an attempt

to define a common formula to carry all this out, a general, simple and comparable

description to assess the contribution among the components of the solution using the

differentiated fitness evaluation scheme and the shadow price concept is described by

Equation 3.2.

λ(xi) =

{

−(Si ± wi) if the solution is feasible

Vi ± wi if the solution is infeasible
(3.2)

where:

Si represents the constraint satisfaction level for component i,

Vi represents the constraint violation level for component i,

wi represents the coefficient associated with component i (profit or

cost) in the objective function, when this value is available.
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The fitness evaluation is composed of two parts. The first is an integer value that

represents the potential level of either satisfaction Si or violation Vi with respect to

the constraints of the problem when the ith component of the solution changes its

current value.

For a feasible solution, the satisfiability could be assessed as the number of re-

maining satisfied constraints and/or the availability of the constrained resources. For

example, in a capacitated problem with five constraints, if all constraints remain sat-

isfied when the ith component change its current value to any other value within the

legal scope of alternatives, then Si is set to 5. If one the constraints is not satisfied

then Si is 4 and so on to reach the value 0 when none of the constraints are satisfied.

Now, if the problem has only one constraint with a capacity of 100 units, then Si

is the number of available units that the constrained resource can still contain (e.g.,

Si=20 means that the resource has room for 20 units) when the ith component change

its current value to any other value within the legal scope of alternatives. In this case

Si could have a value less than 0 when any change in the ith component causes the

constraint to be unsatisfied.

In the case of an infeasible solution, the violation could be measured as the number

of violated constraints and/or the degree to which a restriction has been violated.

Thus, following on from the above example of the capacitated problem, a new scenario

can be evaluated when four of the five constraints are violated. In this case, if a violated

constraint becomes satisfied when the ith component change its current value to any

other value within the legal scope of alternatives, then Vi is set to 3 and so on to reach

the value 0 when none of the constraints are violated. On the other hand, when the

problem has only one constraint, then Vi represents the number of units that overload

the resource (e.g., Vi =50 means that the resource is overloaded by 50 units) when

the ith component changes its current value to any other value within the legal scope

of alternatives. In this case Vi could have a value less than 0 when any change in the

ith component causes the constraint becomes feasible.

The second part, wi, is a decimal value into the interval [0, 1] that represents

the normalised profit or cost value associated with the ith component. This second

component has the aim of refining the evaluation when two or more components have

an equal value in the first part.

Thus, when the solution is feasible, a component with a fitness λ(xi) that maintains

a high level of satisfiability Si and has a high profit (maximisation problem) or low

cost (minimisation problem) wi can be considered to be degrading the solution. This

is because if the value of the ith component changes, then there is a greater chance that
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it provides a better contribution to the solution. On the other hand, when the solution

is infeasible, a component with a fitness λ(xi) that achieves a low level of violation Vi

and has a low profit (maximisation problem) or high cost (minimisation problem) wi

can be considered to be degrading the solution. This is because a modification on the

value of the ith component can provide a better contribution towards the feasibility

of the solution.

The proposed constraint handling technique for extremal optimisation illustrated

in Figure 3.3 could be complemented with the repair algorithm technique in the case

that the solution takes too much time to return to a feasible space. Thus, a repair tech-

nique such as the partial feasibility restoration algorithm proposed by Randall [243]

could be used to accelerate the convergence of the infeasible solution when the prob-

lem to be solved has difficult constraints to satisfy.

Differentiated Fitness
Evaluation Scheme

Evaluate Feasible Solution

Evaluate Infeasible Solution

Evaluate Fitness
Partial Feasibility 

Restoration Algorithm

Figure 3.3: The constraint handling scheme for HEO.

3.2.2 A Secondary Search Mechanism for Extremal Optimisation

As stated previously, one of the main characteristics of extremal optimisation is its

ability to move through feasible and infeasible regions looking for the optimal solution

without being trapped in local optima. However, this characteristic also hinders its

capacity to refine the search when a solution is near the optimal result. Therefore, it is

necessary to complement the search process in extremal optimisation with a secondary

mechanism that could be executed when a feasible solution is found. There, of course,

exists previous research concerning extremal optimisation applied to combinatorial

optimisation problems that has shown the advantages of complementing it with local

search mechanisms [130, 131, 143, 244].

The stochastic nature of extremal optimisation is reflected in a coarse grain ex-

ploration over the search space. This exploration can be refined using an additional
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search algorithm, as a secondary mechanism, that allows a fine grain inspection of

the neighbourhood that is associated with the last feasible point found by extremal

optimisation. This secondary search mechanism should ideally be one that does not

significantly degrade the agile performance of extremal optimisation. Some mecha-

nisms that emerge as alternatives which may be incorporated are: local search, tabu

search, simulated annealing, and the (1+1) evolutionary strategy.

Thus, every time that extremal optimisation generates a new feasible solution,

the secondary search mechanism could be activated to move the current solution

closer toward the optimal solution. Figure 3.4 illustrates a schema of the secondary

search mechanism proposed to complement the canonical extremal optimisation meta-

heuristic.

Null

(1+1) Evolutionary Strategy

Simulated Annealing

Tabu Search

Local Search

Secondary Search Mechanism

Select MechanismImprove Feasible Solution

Figure 3.4: The secondary search scheme proposed to complement EO. The mecha-
nisms with continuous lines will be developed in this thesis. The mechanisms with
dotted lines will be subject to future research.

This scheme follows the memetic algorithms concept [217, 218]. The idea is to

apply one of the available secondary search mechanisms from the collection of mech-

anisms present in the framework. However, it is not compulsory that the chosen

technique must be applied throughout the entire evolutionary process. One criterion

to decide if either a different secondary search mechanism is to be used or none at

all (i.e. Null) could be applied based on the measure of the improvement achieved by

the current technique in use. If there is no improvement observed in a given period of

time, a change in the secondary search mechanism to a different one could be made.

Local search has been chosen for this research as the initial algorithm to be incorpo-

rated into the secondary search mechanism scheme. The reason for the selection of the

local search technique is based on its feature to detect local optima efficiently, which

the previously mentioned mechanisms cannot guarantee. Also, local search is a mech-
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anism used by many evolutionary meta-heuristics that have reported good results in

improving the quality of solutions that they are generating (e.g. [13, 32, 219, 220, 317]).

The search is commonly implemented as an iterative process that starts with a feasible

solution and then improves it by performing a sequence of small modifications. This

process is repeated until the current solution cannot become better.

The exploration of new solutions in a combinatorial optimisation problem generally

is performed through the change in at least one of the components of the solution.

This change can be represented either by an alteration in a particular component or

by a movement or swapping between two components. Local search techniques apply

a series of these changes to the solution components looking for new configurations

that will improve the current solution in a greedy way.

The extremal optimisation search can be seen as a sequence of alterations on the

components that degrade the solution. For this reason, the local search algorithm

will be aimed at developing the movement or swapping between the components of

the solution. Thus, extremal optimisation and local search perform a different sort of

change in the solution in order that both methods can work in a complementary way.

Taking, as a reference, the swapping idea from the tailor-made local search tech-

nique for the bin packing problem developed by Falkenauer [112], a novel general

purpose local search is proposed. This approach performs the swapping based on a

double traverse mechanism to explore the representation of the solution. First, the

algorithm looks for the possibility of swapping one component linked to the first tra-

verse by one component linked to the second traverse. Second, the algorithm looks

for the possibility of swapping one component linked to the first traverse by two com-

ponents linked to the second traverse. In both cases the swap is accepted provided

that the result of this movement produces an improvement in the objective function

without violating any of the problem’s constraints. This procedure is repeated until

it is not possible to generate any further improvement to the solution. Note that the

way the double traverse is carried out on the solution, and the information swapped

between the components depends on the problem to be solved and how the solution

is represented. Also, not all swaps can be feasibly performed, This will depend on di-

verse aspects such as the particular interpretation given to the components, the type

and range of values assigned to the components and the possible relationship between

components with respect to the constraints of the problems.

The double traverse performed to implement the local search mechanism naturally

fits with the vector structure used to represent the components of the solution in

extremal optimisation. Also, the swapping movement carried out can be seen as a
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more elaborate and extended replacement operator than the simple operator used in

extremal optimisation. The double traverse local search is an O(n2) algorithm where

n is the number of components of the solution.

Algorithm 7 shows a general double traverse local search pseudocode as a secondary

search mechanism to complement the extremal optimisation meta-heuristic.

Algorithm 7 The general double traverse local search pseudocode for CCOPs.
1: repeat
2: {First Step}
3: for each component i in the solution structure do
4: for each component j different from i in the solution structure do
5: if the swap between components i and j is possible AND the solution

remains feasible AND as a result of this operation a better solution is
generated then

6: Implement the operation and update the variables involved in the action
7: end if
8: end for
9: end for

10: {Second Step}
11: for each component i in the solution structure do
12: for each components j and j′ different from i in the solution structure do
13: if the swap between component i and components j and j′ is possible

AND the solution remains feasible AND as a result of this operation a
better solution is generated then

14: Implement the operation and update the variables involved in the action
15: end if
16: end for
17: end for
18: until there is no improvement in the solution

3.2.3 Hybrid Extremal Optimisation Framework

The hybrid framework is based on the extremal optimisation meta-heuristic that, in

its canonical version, only works for unconstrained problems. In this chapter, an ini-

tial framework is proposed that enhances the canonical version by adding two new

characteristics. These characteristics are a differentiated fitness evaluation scheme to

extend extremal optimisation to solve constrained combinatorial problems and a sec-

ondary search mechanism to support the extremal optimisation mechanism through

the refinement of feasible solutions with the objective of improving the convergence

toward the optimal solution. This framework allows new features to be incorporated,
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as they are needed to solve new types of problems. This is evidenced by the pro-

ceeding chapters. Figure 3.5 presents the novel general hybrid extremal optimisation

framework and a more detailed description of the framework will be given below.

Hybrid Extremal Optimisation Framework

Initialisation Procedure

Evaluate Components' Fitness

Report Results

Rank Components' Fitness

Differentiated Fitness 
Evaluation Scheme

Improve Feasible Solution

Evaluate Solution

Select Component

Replace Component

Update Best Solution

Secondary Search 
Mechanism

HEO Procedure

Figure 3.5: The Hybrid Extremal Optimisation (HEO) Framework to solve single-
objective constrained combinatorial problems.

The hybrid extremal optimisation framework starts with the initialisation proce-

dure. This initialises the variables and structures that will be required to begin the

hybrid extremal optimisation process. First, the probability vector P, which depends

on the parameter τ to generate the power law distribution according to Equation 2.5,

is generated. Note that this probability vector will be used later for choosing the

component value to be changed in the solution and to be replaced subsequently by a

new value.

The framework requires that an initial solution S be generated. This initial solu-

tion could be created in many diverse ways; for instance, a random selection of the
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components of the solution seems to be a common and simple choice. However, this

is likely to result in an infeasible solution, particularly if the problem is moderately

or highly constrained. Therefore, starting the process with a feasible solution may

avoid a potential waste of runtime; however, the cost of generating a feasible solution

must be considered. Also, some problems could require the generation of a tailored

initial solution with the aim of improving the performance of the algorithm or by the

requirement of a particular problem, which must start with a specific configuration

for the initial solution. For example, a predefined collection of investments in the

optimisation of a portfolio using a model based on the knapsack problem might be

needed by a financial organisation.

If the generated initial solution S is feasible then this becomes the first best solu-

tion, Sbest, so far; otherwise, Sbest is initialised with an extreme value (high or low)

depending on whether it is a minimisation or maximisation problem respectively. Fig-

ure 3.6 shows the scheme for the initial solution procedure proposed for the hybrid

extremal optimisation framework.

Initialisation Procedure

Generate Probabilities Vector P

- Random

- Feasible

- Personalised

Initialise Solution S

Initialise Best Solution Value Sbest

Figure 3.6: The initialisation procedure for HEO.

Once the initialisation process is completed, the iterative hybrid extremal opti-

misation process begins. Recall that when a constrained combinatorial optimisation

problem is being solved using extremal optimisation, the solution can move between

feasible and infeasible space (according to Randall [243]) depending on the particular

features of the search space associated with to each problem. Thus, it is necessary to

carry out an appropriate extremal optimisation selection process for both cases.

When the solution is feasible, the fitness calculation is focused on locating the part

of the solution that adversely affects its quality the most. However, when the solution

is infeasible, the fitness calculation is focused on locating which part of the solution is

more responsible for the violation of one or more constraints. Section 3.2.1 discussed
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how the fitness is calculated for constrained combinatorial optimisation problems us-

ing the proposed differentiated fitness evaluation scheme as the constraint handling

technique.

After calculating the fitness for each component of the solution, they are ranked

from worst to best. To perform this ranking, a sorting technique must be applied to

list the components in order from lower to higher fitness values. Figure 3.7 presents

four of the most efficient and effective sorting approaches that could be applied to

perform this task. They are: quicksort [145], heapsort [303], mergesort [171] and

introsort [226].

Sorting

techniques

QuickSort

HeapSort

IntroSort

MergeSort

Figure 3.7: Sorting techniques for HEO.

Quicksort enjoys a large popularity due to its high efficiency, as it is an algorithm

suitable for most of the average instances with an excellent average performance.

Hence, the quicksort technique will be used in this research.

Once the components have been ranked, one of them is selected to replace its value

for a different value based on the probability of its rank in P , using some selection

technique. The selection technique can be chosen from an existing set available from

the literature. Among the most used are roulette wheel selection [148], tournament

selection [127], ranking selection [18], and stochastic universal sampling [18]. Fig-

ure 3.8 shows the selection techniques that could be applied in the hybrid extremal

optimisation framework.

Selection

techniques

Roulette wheel selection

Tournament selection

Ranking selection

Stochastic universal sampling

Figure 3.8: Selection techniques for HEO.

Considering that extremal optimisation works with a single-solution scheme, roulette
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wheel selection and ranking selection are the most suitable techniques to be applied.

However, in the previous step of the extremal optimisation algorithm, a ranking of the

components based on their fitness has already been carried out. Therefore, the roulette

wheel selection is the most suitable option to be used with extremal optimisation.

To replace the data of the selected component, in the canonical extremal optimi-

sation, a new random value, within the legal scope of alternatives, is chosen. When

this new value is assigned to the selected component, a new solution configuration

is generated. However, this is not the only procedure that could be applied as the

component replacement mechanism to generate new solution configurations. Instead

of generating a random value, this could be chosen by applying the selection rules of

extremal optimisation. Thus, from the set of legal values that can replace the data

of the selected component, one of them is chosen according to how much the compo-

nent degrades the solution with the assignment of this new value. This may lead to

a more direct path toward the optimal solution because the component replacement

mechanism will be biased to choose values that improve the quality of the solution.

Next, the new solution is accepted unconditionally and both its objective function

evaluation and its feasibility state are updated. In the case that a feasible solution is

obtained, the secondary search mechanism procedure (refer to Section 3.2.2) is called

to see whether it is possible to find a better solution in the neighbourhood of the

current solution. Once the secondary search is completed, the current solution is

analysed to determine if a better solution has been reached. If so, the new found

solution is saved as the best solution discovered so far.

The HEO method is repeated until a termination condition is reached. The ter-

minate criteria to finish the extremal optimisation evolution can be chosen from the

following:

• Generation number. A pre-set number for the maximum number of generations

is defined. If the process reaches this maximum number then the evolution stops.

• Evolution time. A pre-set runtime for the maximum duration of evolution is

defined. If the computational program reaches this maximum time then the

evolution stops.

• Best solution time. A pre-set period of runtime is defined. If in that period the

best solution found so far has not changed, the process is terminated.

• Personalised. Evolution stops when a personalised criterion is achieved. This

makes sense when a special requirement is mandated during the execution of
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the process. For example, finish the process when a memory limit is exceeded

or when the solution reaches a predetermined result.

Finally, the best-found solution by the hybrid extremal optimisation process and

its evaluation are returned in a file for later analysis. Algorithm 8 shows the pseu-

docode of the hybrid extremal optimisation framework for single-objective constrained

combinatorial optimisation problems.

Algorithm 8 The HEO framework for single-objective CCOPs.

1: {Initialisation Procedure}
2: Generate the probability vector P
3: Initialise solution S
4: if S feasible then Sbest ← S
5: {HEO Procedure}
6: repeat
7: if the current solution is feasible then
8: Evaluate the fitness λ(xi) for the components of the feasible solution
9: else

10: Evaluate the fitness λ(xi) for the components of the infeasible solution
11: end if
12: Rank the components according to their individual fitnesses λ(xi) from the

worst to the best
13: Select a component based on the probability of its rank P using any selection

technique
14: Obtain a Snew in the neighbourhood of S when the selected component value

is replaced by a different one
15: Evaluate the new solution Snew

16: if Snew is feasible then
17: {Secondary Search Mechanism Procedure}

Snew = Apply the secondary search mechanism to Snew

18: if the evaluation of Snew is better than the evaluation of Sbest then
19: Sbest ← Snew

20: end if
21: end if
22: until the termination condition is satisfied
23: return Sbest and the evaluation of Sbest

3.3 HEO Applied to CCOPs

This section explains how the hybrid extremal optimisation framework is applied to

the NP-hard constrained combinatorial optimisation problems shown in Figure 3.1.
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First, a concise description for the multi-dimensional knapsack, the bin packing

and the generalised assignment problems, which will be used to test the new extremal

optimisation approach, is developed. These problems were chosen because they are

amongst the most well-studied in the literature. As identified in Chapter 2, they form

the basis of many different applications.

For the remaining five problems, the relevant aspects about how HEO can be ap-

plied to them are also described.

3.3.1 Multi-dimensional Knapsack Problem (MKP)

The knapsack problem is a classic benchmark problem with which many real-world

problems can be represented. For this reason, it is one of the most analysed problems in

combinatorial optimisation [285]. There exist many variants of this problem according

to the particular case being solved. However, the multi-dimensional version has been

chosen because of the high degree of constrainedness present in its multi-dimensional

form.

The multi-dimensional knapsack problem is an NP-hard combinatorial optimisa-

tion problem and is a generalisation of the knapsack problem, which has only one

constraint. The aim of the multi-dimensional knapsack problem is to find a combina-

tion of n items that can maximise profit without exceeding the amount of resources

allowed by the m constraints. Generally, these restrictions symbolise different limita-

tions, for instance, in weight, length, volume, and cost. Formally, it can be represented

as:

Maximise
n
∑

i=1

pixi

Subject to

n
∑

i=1

rijxi ≤ bj ∀j 1 ≤ j ≤ m

xi ∈ {0, 1} ∀i 1 ≤ i ≤ n

where:

pi is the profit of item i,

xi is the decision variable, it is set to 1 if the item is in the solution,

0 otherwise,

rij is the coefficient or weight of item i in constraint j, and
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bj is the limit or maximum capacity of constraint j.

The multi-dimensional knapsack problem can be applied to problems such as the

capital budgeting problem, the cargo loading problem, the cutting stock problem, and

the processor allocation problem in distributed systems [288]. It is also widely used as

a benchmark problem to compare new general-purpose meta-heuristics [61, 134, 241].

3.3.1.1 Implementation

A vector of n components gives the representation of the solution for the multi-

dimensional knapsack problem. Each component represents an item where n is the

number of items that could potentially be put in the knapsack. If the ith item is in

the knapsack then a value of 1 is assigned to its position in the solution vector, else

a value of 0 is assigned to represent that this item is not in the knapsack. Figure 3.9

shows a representation for the multi-dimensional knapsack problem.

1 0 11111 0 00 0
1 2 . . . n

Item Id.

Solution

Value
1: in the knapsack

0: out of the knapsack

Figure 3.9: An example of the a solution vector for the MKP.

The initial solution is created through a random generation of the values 0, 1 for

each item. This entails that the initial solution could be feasible or infeasible, allowing

the extremal optimisation process the task of moving an infeasible initial solution

toward a feasible region. In the case that an initial feasible solution is generated, it is

saved in Sbest as the best solution found so far.

The fitness function evaluation follows the differentiated fitness evaluation scheme

introduced in Section 3.2.1. Thus, the differentiated value for the multi-dimensional

knapsack problem is given in Equation 3.3.

λ(xi) =















−
(

Si +
(

pi
pmax+1

))

,∀i, xi = 0

Vi +
(

pi
pmax+1

)

,∀i, xi = 1

(3.3)

where:
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Si is the remaining number of satisfied constraints when the ith item

is placed into the knapsack,

Vi is the remaining number of violated constraints when the ith item

is removed from the knapsack,

pi is the profit of the ith item, and

pmax is the maximum profit.

The fitness evaluation for this problem has the characteristic that it never takes

out an item if the current solution is feasible, and never adds an item if the current

solution is infeasible. This represents a considerable saving in runtime as only the

relevant items to be analysed are considered.

When the solution is feasible, the components that potentially could be put in

the knapsack, ensuring a high number of satisfied constraints and contributing a high

profit, are considered as the components that degrade the current solution. This is

because the non-inclusion of some of these items in the knapsack does not allow for

obtaining a better evaluation of the solution. On the other hand, when the solution

is infeasible, the components that potentially could be taken out from the knapsack,

significantly reducing the number of violated constraints and having a low profit, are

considered as the components that degrade the current infeasible solution. This is

because its inclusion in the knapsack generates a higher level of infeasibility.

The roulette wheel technique (RWS) is used to select one of the worst evaluated

items according to its probability P . In the knapsack problem, the replacement of

the value for the chosen component (item) is a simple process because it only has to

exchange its value from 0 to 1 or from 1 to 0 as appropriate.

When a feasible solution is found, then the secondary search mechanism is acti-

vated. The double traverse local search performs the swapping of items that are inside

the knapsack with those that are outside it. Algorithm 9 describes the pseudocode of

the local search implementation for the multi-dimensional knapsack problem.

The hybrid extremal optimisation procedure is repeated for a preset number of

iterations. Finally, the best-found solution with its objective function evaluation are

returned as outputs. Algorithm 10 shows the hybrid extremal optimisation pseudocode

for the multi-dimensional knapsack problem.
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Algorithm 9 The local search pseudocode for the MKP.
1: repeat
2: for each item i within the knapsack do
3: for each item j out of the knapsack do
4: if the solution remains feasible when item i is exchanged by item j AND

the evaluation of the new solution is increased then
5: Implement the operation and update the variables involved in the action
6: end if
7: end for
8: end for
9: for each item i within the knapsack do

10: for each item j and j′ outside of the knapsack do
11: if the solution remains feasible when item i is exchanged by item j and j′

AND the evaluation of the new solution is increased then
12: Implement the operation and update the variables involved in the action
13: end if
14: end for
15: end for
16: until there is no improvement in the solution

Algorithm 10 The HEO framework for the MKP.

1: Generate the probability vector P
2: Initialise a solution S with random values from {0, 1}
3: if S feasible then Sbest ← S
4: repeat
5: if the current solution is feasible then
6: Evaluate the fitness λ(xi) using the first branch of Equation 3.3
7: else
8: Evaluate the fitness λ(xi) using the second branch of Equation 3.3
9: end if

10: Rank the items according to their individual fitnesses λ(xi) from the worst to
the best

11: Select an item based on the probability of its rank P using RWS
12: Obtain a Snew in the neighbourhood of S changing the value of the selected

item to 0 or 1 as appropriate
13: Evaluate the new solution Snew

14: if Snew is feasible then
15: Snew = Apply the double traverse local search mechanism to Snew

16: if the evaluation of Snew is better than the evaluation of Sbest then
17: Sbest ← Snew

18: end if
19: end if
20: until the termination condition is satisfied
21: return Sbest and the evaluation of Sbest
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3.3.2 Bin Packing Problem (BPP)

The bin packing problem is a constrained combinatorial problem with a theoretical and

practical importance present in several processes in science, industry, and commerce.

The bin packing problem is applicable to tasks such as the backup of tapes or disks of

equal capacity, to allocate data onto blocks of memory with the same size, to assign

processes on a system with identical parallel processors, or when products and/or

resources have to be stored in containers. All these tasks follow the idea of minimising

the wastage of resources in the bins [73, 72, 200].

There are many variations of this problem depending on the features and the

limitation of the items to be stored and the objects that they must contain [109].

For example, production and distribution tasks require that a series of items with

different shapes, sizes, or weights be packed into bins or boxes with either similar or

different limited capacity. For this research, the traditional linear instance has been

chosen because it is commonly used in practice [72]. Hence, a considerable number

of relevant research work and benchmark tests can be found to validate the proposed

approach.

The one-dimensional bin packing problem is the simplest version of this problem

and can be formally described as follows. An infinite set of bins with the same bin ca-

pacity C > 0, and a finite set of n items with different weights in the range 0 < wi ≤ C

is to be packed. The aim is to find the smallest number m of bins needed to contain

all the n items. The combined weight of the items packed in each bin cannot exceed

the bin capacity C, and each item can be assigned to one and only one bin.

3.3.2.1 Implementation

For the bin packing problem, the solution is composed of items of different weights

that must be used to fill a number of bins. The objective is to minimise the number

of bins without overloading them.

The representation of the solution for the bin packing problems is given by a vector

where each component of the vector represents an item. The value of the component is

the bin to which that item is assigned. With this representation, changes in the value

of each component are expressed by either a movement or swapping of the items to

other bins. Figure 3.10 gives a graphical representation for the bin packing problem.

The Best Fit Decreasing (BFD) strategy [202] is used to generate the initial so-

lution. BFD sorts the items in decreasing order according to weight and then tries
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1 2 . . . n

Item number

Solution

Bin number

Figure 3.10: The bin packing problem representation using a vector of items, each
containing the bin to which items are assigned. For example, item 1 is assigned to bin
4.

to put each item into a bin that has minimal free space. BFD guarantees to use no

more than 11
9 B + 1 bins [202], where B is the optimum number of bins. The reason

for generating an initial solution using BFD, rather than purely at random, is based

on the interest in minimising the initial numbers of bins necessary to contain all the

items making the main process more efficient. As the initial solution is always feasible,

this is automatically assigned to Sbest.

The differentiated fitness evaluation is applied to select one of the items that

degrades the solution to be moved into another bin. Equation 3.4 illustrates the

fitness evaluation for both cases based on the storage capacity of the bin and the

weight of the item.

λ(xi) =















− (C −
∑

wj)−
(

1− wi

wmax+1

)

∀j ∈ Binsolution[xi]

(C −
∑

wj) +
(

wi

wmax+1

)

∀j ∈ Binsolution[xi]

(3.4)

where:

C is the capacity of the bin,

wi is the weight of the ith item,

wmax is the maximum item weight,
∑

wj is the sum of all j items in the bin assigned to item xi, and

Binsolution[xi] is the bin where the ith item is assigned.

When the current solution is feasible, the items in the bins with large free spaces

available are considered as components that degrade the solution since the aim of bin

packing problems is to minimise the numbers of bins. However, when the current
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solution is infeasible, the items in the most overloaded bins are considered as the

components that degrade the solution.

The roulette wheel technique is used to select one of the worst evaluated items

according to its probability P . In the bin packing problem, the replacement of the

value for the chosen component is interpreted as the movement of one item from the

assigned bin to another bin. First, a light item is chosen with a greater probability

than a heavy item from the assigned bin, as it is less likely to overload another bin.

Second, with the aim of performing a more efficient assignment strategy than the

traditional random procedure, the extremal optimisation selection scheme is again

applied to select the bin where the selected item is moved. Hence, the remaining

available bins are ranked by a fitness value that is defined in Equation 3.5.

λ′(bi) =
Ri

Ni
∀i such that 0 < Ri < C (3.5)

where:

λ′(bi) is the fitness of the ith bin,

Ri is the current weight of the ith bin, and

Ni is the number of items in the ith bin.

The idea of this selection process is to try to put the item in a bin where the

relation used space/number of items is the smallest. This means that between two

bins with the same free space to receive a new item, it is preferable to use the bin with

more items of smaller size. This is because if the bin gets overloaded then it is easier

to adjust several small items than a few large items within the bin for the infeasible

solution procedure and so obtain a feasible solution again. Algorithm 11 shows the

procedure to choose the bin where the selected item will be assigned.

Algorithm 11 The replacement component procedure for the BPP to obtain the
Snew in the neighbourhood of S.

1: Evaluate the fitness λ′(bj) for the remaining bins using Equation 3.5
2: Rank the bins according to their individual fitnesses λ′(bj) from the worst to

the best
3: Select a bin based on the probability of its rank P using RWS
4: Put the chosen item in the selected bin bi into the selected bin bj

When a feasible solution is found then the secondary search mechanism is acti-

vated. For this problem, an improved tailor-made local search technique, that is based

on the work developed by Falkenauer [112], which in turn was inspired by the work

of Martello and Toth [203], was developed. The original local search mechanism was
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applied to an ant colony approach by Levine and Ducatelle [188].

The secondary search mechanism begins by moving all the items contained inside

the two least full bins into a (temporary) free bin. Four sequential steps are then

applied for each non-full bin. These steps consist of interchanging one or two items

between the current bin and the bin with free items so that the current bin can be

refilled to the limit. The first step swaps two current items for two free items, the

second step swaps two current items for one free item and the third step swaps one

current item for one free item. A new fourth step that swaps one current item for two

free items, is added to the algorithm. Next, the free items are reinserted into bins

provided that these have enough space to contain them. Finally, the remaining items

in the free bin are put into a new bin. This local search process is repeated while new

solutions are feasible.

The hybrid extremal optimisation procedure is repeated for a preset number of

iterations. Finally, the best-found solution and its objective function evaluation are

returned as outputs. Algorithm 12 shows the hybrid extremal optimisation pseudocode

for the bin packing problem.

Algorithm 12 The HEO framework for the BPP.

1: Generate the probability vector P
2: Initialise a feasible solution S using the BFD method
3: Sbest ← S
4: repeat
5: if the current solution is feasible then
6: Evaluate the fitness λ(xi) using the first branch of Equation 3.4
7: else
8: Evaluate the fitness λ(xi) using the second branch of Equation 3.4
9: end if

10: Rank the items according to their individual fitnesses λ(xi) from the worst to
the best

11: Select an item based on the probability of its rank P using RWS and choose a
light item from it.

12: Obtain a Snew in the neighbourhood of S using the defined procedure in Algo-
rithm 11

13: Evaluate the new solution Snew

14: if Snew is feasible then
15: Snew = Apply the double traverse local search mechanism to Snew

16: if the evaluation of Snew is better than evaluation of Sbest then
17: Sbest ← Snew

18: end if
19: end if
20: until the termination condition is satisfied
21: return Sbest and the evaluation of Sbest
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3.3.3 Generalised Assignment Problem (GAP)

The generalised assignment problem is a well-known NP-hard [125] problem. This is

considered as a fundamental constrained problem in combinatorial optimisation [48].

Like the knapsack and the bin packing problems, many real-world problems can be

modelled by generalised assignment problems. Hence, it is possible to find a wide

general usage of this in many applications [51, 52].

The problem consists of assigning n jobs to be processed by m agents with the

objective of minimising the required cost to perform this operation. An agent may

process one or more jobs. Each job must be assigned to one and only one agent. Each

agent has a limited capacity to perform jobs and this capacity is not necessarily the

same for all agents. The aim is to achieve the lowest overall cost assignment of jobs

to the available agents bearing in mind the agent resource constraints. Formally, it

can be represented as:

Minimise

n
∑

i=1

m
∑

j=1

cijxij

Subject to
n
∑

i=1

aijxij ≤ bj ∀j 1 ≤ j ≤ m

m
∑

j=1

xij = 1 ∀i 1 ≤ i ≤ n

xij ∈ {0, 1} ∀i 1 ≤ i ≤ n,∀j 1 ≤ j ≤ m

where:

cij is the cost of assigning job i to agent j,

aij is the resource required by agent j to perform job i,

xij is the job’s assignment, 1 if the job is assigned to agent j, 0 otherwise,

bj is the maximum capacity of agent j.

The generalised assignment problem can be applied to problems such as data

storage and retrieval in disks [7], process assignments to computer networks [19],

scheduling [51], resource allocation [22] and vehicle routing [17].

3.3.3.1 Implementation

The representation of the solution for the generalised assignment problem is given by

a vector of n components. Each component represents a job where n is the number of

jobs that must be assigned to one of the m available agents. If the ith job is allocated
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to the jth agent then the value that identifies this agent is assigned to its position in

the solution vector. Figure 3.11 shows a representation for the generalised assignment

problem.

1 5 87163 2 34 3

1 2 . . . n

Job number

Solution

Agent number

Figure 3.11: An example of a solution vector for the GAP.

The initial solution is created through a random generation of values in the range

(1,m) for each job. As in the multi-dimensional knapsack problem, the initial solu-

tion could be feasible or infeasible, so the extremal optimisation process attempts to

transform an infeasible initial solution into a feasible one. In the case of an initial

feasible solution, it is saved in Sbest as the best solution found so far.

The differentiated fitness evaluation scheme is applied to calculate the fitness for

each job. This evaluation will assess whether the current allocation of the ith job

degrades the solution. Equation 3.6 states the fitness function for the generalised as-

signment problem as follows.

λ(xi) =















−
∑m

j=1,j 6=xi

(

Si +
(

1−
cij

cmax+1

))

,∀i

∑m
j=1,j 6=xi

(

Vi +
(

1−
cij

cmax+1

))

,∀i ∈ M̃

(3.6)

where:

Si is 1 if the jth agent is not overloaded when the ith job is moved to

it, otherwise it is 0,

Vi is 1 if the jth agent is overloaded when the ith job is moved to

it. It is set to 2 if the jth agent where the ith job is moved to is

already overloaded, otherwise it is 0,

cij is the cost of assigning the ith job to the jth agent,

cmax is the assignment cost with the highest value, and

M̃ is the set of overloaded agents.

When the solution is feasible, the jobs that potentially could be assigned to any
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other agent, without overloading a high number of agents with a reduced allocation

cost, are considered as the components that degrade the present solution. This is

because its current assignment prevents the attainment of a better evaluation. On the

other hand, only jobs that have been allocated to an overloaded agent are considered.

From these jobs, those that potentially could be assigned to any other agent, without

overloading a large number of agents with a reduced allocation cost, are considered

as the components that degrade the present solution. This is because its current

assignment generates a greater level of infeasibility.

The roulette wheel technique is used to select one of the worst evaluated jobs

according to its probability P . In the generalised assignment problem, the replacement

of the value for the chosen component (job) is carried out by a random selection of

an agent that must be different to the current agent assigned to the chosen job.

When a feasible solution is found then the secondary search mechanism is acti-

vated. For the generalised assignment problem, the double traverse local search is

applied by carrying out swaps between the jobs that are allocated to different agents.

The local search pseudocode that has been adapted to work with the generalised as-

signment problem is described in Algorithm 13.

Algorithm 13 The local search pseudocode for the GAP.
1: repeat
2: for each job i do
3: for each job i′ do
4: if job i and job i′ are assigned to different agents AND the solution remains

feasible when job i is exchanged by job i′ AND a better solution is received
then

5: Implement the operation and update the variables involved in the action
6: end if
7: end for
8: end for
9: for each job i do

10: for each job i′ and i′′ do
11: if job i and jobs i′ and i′′ are assigned to different agents AND the solution

remains feasible when job i is exchanged by jobs i′ and i′′ AND a better
solution is received then

12: Implement the operation and update the variables involved in the action
13: end if
14: end for
15: end for
16: until there is no improvement in the solution

The hybrid extremal optimisation procedure is repeated for a preset number of
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iterations. Finally, the best-found solution and its objective function evaluation are

returned as outputs. Algorithm 14 shows the hybrid extremal optimisation pseu-

docode for the generalised assignment problem.

Algorithm 14 The HEO framework for the generalised assignment problem.

1: Generate the probability vector P
2: Initialise a solution S with random integer values in the range (1,m)
3: if S feasible then Sbest ← S
4: repeat
5: if the current solution is feasible then
6: Evaluate the fitness λ(xi) using the first branch of Equation 3.6
7: else
8: Evaluate the fitness λ(xi) using the second branch of Equation 3.6
9: end if

10: Rank the jobs according to their individual fitnesses λ(xi) from the worst to the
best

11: Select a job based on the probability of its rank P using RWS
12: Obtain Snew in the neighbourhood of S by changing the value of the selected

job to a random agent other than the one already assigned.
13: Evaluate the new solution Snew

14: if Snew is feasible then
15: Snew = Apply the double traverse local search mechanism to Snew

16: if the evaluation of Snew better than the evaluation of Sbest then
17: Sbest ← Snew

18: end if
19: end if
20: until the termination condition is satisfied
21: return Sbest and the evaluation of Sbest

3.3.4 Possible Application to Other Capacitated Combinatorial Prob-

lems

The characteristic of capacitated combinatorial problems is that they possess some

resources with a limited capacity that must be handled so that these limitations are

not violated. Figure 3.1 shows some of them in addition to the above described

multi-dimensional knapsack problem, bin packing problem and generalised assign-

ment problem. The latter broadly representative of this sort of problem. Next, a

concise explanation of how HEO can by applied to the frequency assignment prob-

lem [264], the single source capacitated facility location problem [228], the capacitated

minimal spanning tree problem [12], the capacitated vehicle routing problem [84] and

the capacitated set covering problem [53] is given.
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3.3.4.1 Frequency Assignment Problem (FAP)

In last few decades, the discipline of wireless communication has experienced large

growth, increasing consumer demand and technological innovation. There has been

a correspondingly intensive usage of the limited radio spectrum by different appli-

cations [173]. With the increasing use of mobile telephones, Wi-Fi networks, GPS

systems combined with the existing and growing employment of radio and television

broadcasting, the efficient assignment of increasingly scarce frequencies is needed.

The frequency assignment problem aims to select a subset of frequencies that

minimises the interference among transmitters and receivers according to the different

requirements or restrictions imposed on the particular problem to be solved. Some

of these requirements are to minimise either the number of used frequencies or the

largest assigned frequency in order to leave as much free space as possible in frequency

bands for future requirements.

In the frequency assignment problem, a number of n transmitters defined in the

set T have to be assigned a limited number of m frequencies from the set F of available

frequencies. The frequency assignment must take into consideration the interference

limitations between frequencies. Let dij be the minimum allowed distance for the

frequencies Fi and Fj that have to fulfil the relation |Fi−Fj | > dij . According to the

frequency spectrum, interference can manifest when nearby frequencies are assigned

to two transmitters that are close to each other.

The solution for the FAP can be represented through a vector of n elements where

each component of the vector is associated with a transmitter. For every transmitter

the vector stores the frequency that was assigned to it. Figure 3.12 shows a represen-

tation for the frequency assignment problem.

10 15 2257171823 27 3540 36

1 2 . . . n

Transmitter number

Solution

Frequency

Figure 3.12: An example of a solution vector for the FAP.

The initial solution for the frequency assignment problem is generated by a ran-

dom assignment from the valid frequencies for each transmitter.

The differentiated fitness evaluation for the FAP is presented in Equation 3.7. The

fitness evaluates the contribution to the optimality or violation for each component of

91



EO APPLIED TO CCMOPs

the solution.

λ(xi) =















±Si ∀i

max{|Fi − Fj| − dij} ∀i, j ∈ M̃

(3.7)

where:

Si is either the number of times the frequency assigned to the ith trans-

mitter has been allocated or the frequency value assigned to the ith

transmitter according to the objective function to be fulfilled,

Fi is the frequency assigned to the ith transmitter,

dij is the minimum allowed distance for the frequencies Fi and Fj and

M̃ is the set of transmitters with frequency conflicts.

When the solution is feasible, the fitness evaluation depends on the defined ob-

jective function. If the objective is to minimise the number of used frequencies then

transmitters that have assigned frequencies which have been allocated fewer times are

the components that degrade the solution. This is because these transmitters could

use frequencies more repeatedly allocated so that frequencies which are less used can

become available for future use. On the other hand, if the objective is to minimise

the largest assigned frequency then transmitters that have the highest assigned fre-

quencies are the components that degrade the solution. This is because their current

frequency assignment prevents a better evaluation from being obtained. Now, when

the solution is infeasible, only transmitters that have assigned a frequency in conflict

with some other transmitter are considered. From these transmitters, those that have

assigned a frequency that generate the large constraint violation are considered as the

components that degrade the present solution. This is because its current assignment

generates a greater level of infeasibility.

The replacement of the value for the chosen component (transmitter) is carried out

by a random assignment from the valid frequencies for each transmitter that must be

different to the current one. When a feasible solution is found then the double traverse

local search is activated. For this problem, the local search mechanism is performed

by swaps between the frequencies that are assigned to different transmitters.

3.3.4.2 Single Source Capacitated Facility Location Problem (SSCFLP)

The SSCFLP is a problem that can be applied in areas such as distribution systems

planning, telecommunication networks design and logistics [10]. This problem has
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the aim of locating a number m of potential facilities at some predefined sites that

must satisfy the demand of products for a group of n customers with the objective

of minimising the transportation cost tcij between facilities and customers. The cost

includes a fixed charge fj that is associated with the opening of the jth facility. For

each customer i there is a specific demand di that must be supplied by a single facility

that has a capacity cj .

The solution for the SSCFLP can be represented through a vector of n elements

where each component of the vector is associated with each customer. For every

customer, the vector stores the facility that was selected to satisfy the customer’s

demand. Figure 3.13 shows a representation for the single source capacitated facility

location problem.

2 6 51153 2 64 3

1 2 . . . n

Customer number

Solution

Facility number

3

Figure 3.13: An example of a solution vector for the SSCFLP.

The initial solution for the SSCFLP is generated by a random location of the

facilities assigned to supply the demand of the n customers.

The differentiated fitness evaluation for the SSCFLP is presented in Equation 3.8.

The fitness evaluates the contribution to the optimality or violation for each node of

the solution.

λ(xi) =















−
∑m

j=1,j 6=xi

(

Si +
(

1−
tcij

tcmax+1

))

,∀i

∑m
j=1,j 6=xi

(

Vi +
(

1−
tcij

tcmax+1

))

,∀i ∈ M̃

(3.8)

where:

Si is 1 if the jth facility is not overloaded when the ith customer

satisfies its demand from it, otherwise it is 0,

Vi is 1 if the jth facility is overloaded when the ith customer satisfies

its demand from it. It is 2 if the jth facility is already overloaded,

otherwise it is 0,
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tcij is the transportation cost from the ith customer to the jth facility,

tcmax is the maximum transportation cost, and

M̃ is the set of overloaded facilities.

When the solution is feasible, the customers that potentially could satisfy its de-

mand from any other facility location, without generating an excess demand for the

facility and with a reduced transportation cost, are considered as the components that

degrade the present solution. This is because its current facility assignment prevents a

better evaluation from being obtained. On the other hand, only customers who have

been assigned to facilities that have exceeded their capacity, are considered. From

these customers, those that potentially could be reassigned to any other facility with-

out exceeding a large number of them and with a reduced transportation cost, are

considered as the components that degrade the present solution. This is because its

current assignment generates a greater level of infeasibility.

The replacement of the value for the chosen component (customer) is carried out

by a random selection of a facility that must be different to the current one. When a

feasible solution is found, then the double traverse local search is activated. For this

problem, the local search mechanism is performed by swaps between the customers

who are assigned to different facilities.

3.3.4.3 Capacitated Minimal Spanning Tree Problem (CMSTP)

The CMSTP is generally applied to create efficient configurations for centralised com-

munication networks, but it has also been investigated for its relevance in other prac-

tical applications [12, 204]. The objective in the CMSTP is to find the minimum

cost tree through the extension of a set of nodes that must satisfy a set of capacity

constraints associated with the edges of the tree. This problem consists of n nodes

where the node 0 represents the root of the tree, di represents the traffic demand of

the ith node and cij represents the cost of establishing the connection between the ith

and the jth nodes. The aim of the CMSTP is to find a tree so that the traffic on each

subtree connected to the root is less than or equal to Q and the total connection cost

is minimised.

The solution for the CMSTP can be represented through a vector of n elements

where each component of the vector is associated with each node of the tree and the

root of the tree is identified with the value 0. For every node, the vector stores the

parent node for the ith node in the tree. Figure 3.14 shows a representation for the

capacitated minimal spanning tree problem.
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Figure 3.14: An example of a solution vector for the CMSTP.

The initial solution for the CMSTP can be generated both by connecting every

node into the root node or by carrying out random connections of them. The former

produces a feasible solution but with a likely high connection cost, and the latter may

generate an infeasible solution.

The differentiated fitness evaluation for the CMSTP is presented in Equation 3.9.

The fitness evaluates the contribution to the optimality or violation for each node of

the solution.

λ(xi) =















−
∑n

j=1,j 6=xi

(

Si +
(

1−
cij

cmax+1

))

,∀i

∑n
j=1,j 6=xi

(

Vi +
(

1−
cij

cmax+1

))

,∀i ∈ M̃

(3.9)

where:

Si is 1 if the jth subtree is not overloaded when the ith node is moved

to it, otherwise it is 0,

Vi is 1 if the jth subtree is overloaded when the ith node is moved to

it. It is 2 if the jth agent where the ith job is moved to is already

overloaded, otherwise it is 0,

cij is the connection cost from the ith node to the jth node,

cmax is the maximum connection cost, and

M̃ is the set of overloaded subtrees

.

When the solution is feasible, the nodes that potentially could be assigned to any

other subtree, without overloading the traffic demand for the subtree with a reduced

connection cost, are considered as the components that degrade the present solution.

This is because its current connection prevents it from obtaining a better evaluation.

On the other hand, only nodes that have been connected to an overloaded subtree are

considered. When one of these nodes is reassigned to each of the other subtrees and

as result no subtree is overloaded or a small number of the subtrees are overloaded,

then this node is considered as a component that degrades the current solution. If
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two or more nodes have the same number of overloaded subtrees then the connection

cost is used to differentiate which of them degrade the solution in a greater degree.

From them, nodes with reduced connection costs are more likely to be selected. Thus,

the current connection of the nodes that potentially can reduce both the number of

overloaded subtrees and the connection cost generate a greater level of infeasibility.

The replacement of the value for the chosen component (node) is carried out by a

random selection of a parent node that must be different to the current parent. When

a feasible solution is found then the double traverse local search is activated. For this

problem, the local search mechanism is applied by carrying out swaps between the

nodes that are connected to different parents.

3.3.4.4 Capacitated Vehicle Routing Problem (CVRP)

Many logistic situations must deal with the problem of routing a set of elements from

a source to a group of destinations that are geographically dispersed. Some of the

entities that face this sort of problem are: courier and postal services, local truck-

ing companies, demand responsive transportation services, department store delivery

services and food distribution companies [279], just to name a few.

The capacitated vehicle routing problem describes the situation when a central

depot must satisfy the single product demand di for a set of n customers through m

potential different routes. Each route uses a vehicle and all required vehicles have the

same capacity C. There exists a transportation cost tcij that indicates the required

transportation time between two points of the route. All routes start and end at

the depot. The objective is to minimise the number of routes and the sum of the

transportation time. The total demand of the single product for each route may not

exceed the capacity of the vehicle.

The solution for the CRVP can be represented through an array of n elements

where each component of the array has an associated customer and the route that

will be used to supply the respective customer. Figure 3.15 shows a representation for

the capacitated vehicle routing problem.

453811 6 19 10

1 2 . . . n

Customer number
Solution

3

1 1 12323 2 21 3 Route number

Figure 3.15: An example of a solution vector for the CVRP.

The route itinerary is read from left to right in the solution array. For example, the
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solution in Figure 3.15 generates the following result. The vehicle for route number 1

departs from the depot and visits customers 2, 7, 9 and 4 and then it returns to the

depot. Route number 2 departs and visits customers 8, 6, 1 and 5 and then it returns

to the depot. Route number 3 visits customers 11, 3 and 10 and then it returns to

the depot.

The CRVP can been seen as a generalisation of the traveling salesman problem,

for the generation of the sequence of the routes, and the bin packing problem, for the

customer distribution in the least numbers of routes. Hence, some ideas applied to

solve these two problems could be used to find a solution in the CRVP.

The initial solution for the CVRP is generated using the best fit decreasing strategy

in a similar way as was previously performed for the bin packing problem. This

generates a feasible initial solution with as few routes as possible.

The differentiated fitness evaluation for the CVRP is presented in Equations 3.10, 3.11

and 3.12. The fitness evaluates the contribution to the optimality or violation for each

node of the solution.

λ(xi) =















−
(

C −
∑

j∈route[xi]
dj

)

+
∑m

k=1,k 6=route[xi]
Sk +

(

tci
tcmax+1

)

(

C −
∑

j∈route[xi]
dj

)

+
(

di
dmax+1

)

(3.10)

tci =

n
∑

l=1,l 6=customer[xi]

tcil (3.11)

tcmax = max{tci|i = 1, . . . , n} (3.12)

where:

C is the capacity of the vehicle,

di is the demand of the ith customer,

dmax is the maximum demand of all customers,
∑

dj is the sum of all j demands in the route assigned to customer xi,

Sk is 1 if the kth route is not overloaded when the ith customer is

moved to it, otherwise it is 0,

tcil is the transportation cost from the ith to the lth customer,

tci is the transportation cost from the ith customer to all other cus-

tomers, and

tcmax is the maximum tc value for all customers.
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When the solution is feasible, the components that degrade the solution are ranked,

taking into consideration three criteria. First, the customers that are in the routes

with a large free available capacity because they could be in other routes and thereby

one of those routes could be eliminated. To this criterion is added another, which cat-

egorises those customers that, despite being moved to the other routes, still maintain a

high degree of optimality in the solution. Finally, the third included criterion assesses

if the movement of the customer to other routes generates a decrease in transportation

costs. Thus, the customers that fulfil all the criteria are considered as components

that degrade the solution. This is because the objective is to minimise the numbers

of routes with the minimum transportation cost. However, when the current solu-

tion is infeasible, the customers in the most overloaded routes are considered as the

components that degrade the solution.

The replacement procedure contains two steps. First, the route assigned to the

selected component is changed to a random one, within the range of possible values.

This new route could be either a different route or the same route that was previously

assigned. Second, a swap of the information associated with the selected component

and the other component randomly selected is performed. Figure 3.16 illustrates the

replacement procedure.

2 453811 6 19 10

1 2 11

Customer

Selected component

3

1 1 12323 2 21 3

Step 1: replace route with random value

4 5 6 7 8 9 10

Route

Step 2: swap the customer and route values

with the chosen random component

Figure 3.16: The replacement procedure for the capacitated vehicle routing problem.

When a feasible solution is found then the secondary search mechanism is acti-

vated. For this problem, the improved tailor-made local search technique proposed

for the bin packing problem and the double traverse local search can be applied in a

memetic way, as explained in Section 3.2.2.

3.3.4.5 Capacitated Set Covering Problem (CSCP)

The set covering problem refers to those problems that require coverage of a range of

necessities at the lowest possible cost. In other words, it is a problem of selecting a

number of sets S′ ⊆ S that make it possible to contain all elements involved in the
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problem with the objective of generating the lowest possible cost associated with the

selection of the sets. Additionally, for the capacitated case, the condition that each

element has a demand that can be satisfied by one or more sets, which in turn have an

amount of supplies to cover part of the demand for an element, must be incorporated.

The CSCP has been applied to solve problems such as minimising the number of

directional antennas [26], looking for the minimum cost subgraph in steiner trees [20],

and in some particular variants of the scheduling problems [21].

Formally, the CSCP has a number of n elements with a demand dj and m sets with

a limited amount of supplies si. Each set has associated a cost ci when it is included

in the solution. The allocation of elements into sets is registered in the matrix aij .

The objective is to select a collection of sets that cover all n elements with the least

cost, without violating any demand requirement.

The solution for the CSCP can be represented through an array of m sets where

each component of the array indicates, in a binary value (1 or 0), whether or not the

respective set is present in the solution. Figure 3.17 shows a representation for the

capacitated set covering problem.

1 0 11111 0 00 0
1 2 . . . m

Set number

Solution

Value
1: chosen 

0: not chosen

Figure 3.17: An example of a solution vector for the CSCP.

The initial solution for the capacitated set covering problem is obtained by either

a random selection of sets or a selection that ensures all elements are covered. The

former could generate an infeasible solution due to not all elements being covered

and/or the demands for some elements are not satisfied. The latter could generate an

infeasible solution only because the demands for some elements are not satisfied. For

both cases, if the ith set is selected then a value of 1 is assigned, 0 otherwise.

The differentiated fitness evaluation for the CSCP is presented in Equations 3.13,

3.14 and 3.15. The fitness evaluates the contribution to the optimality or violation

for each component of the solution.

λ(xi) =















λ′(xi) if the solution is feasible

λ′′(xi) if the solution is infeasible

(3.13)
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λ′(xi) =















−Sici , ∀i∀j : xi, xj = 1 , if ∃xi∀j : xi ≺ xj , i 6= j

−
(

∑m

j=1,j 6=i S
′
j +

ci
cmax+1

)

, ∀i∀j : xi, xj = 0 , if ∄xi∀j : xi ≺ xj , i 6= j

(3.14)

λ′′(xi) =















−
(

Vi +
(

1− ci
cmax+1

))

, ∀i : xi = 0 , if ∃k :
∑m

j ajkxj = 0

−
(

V ′
i +

(

1− ci
cmax+1

))

, ∀i : xi = 0 , if ∃k :
∑m

j ajksjxj < dk

(3.15)

where:

Si is 1 if xi ≺ xj, i.e., set xi dominates any other set xj in the solution,

S′
j is 1 if the ith set does not generate a lack of demand for any element

when this is swapped with the jth set, otherwise it is 0,

Vi is the number of uncovered elements that the ith set could cover,

V ′′
i is the number of elements with unsatisfied demand that the ith set

could satisfy,

ci is the cost of the ith item,

cmax is the maximum cost of all sets,

ajk is 1 if the jth set covers the kth element, 0 otherwise,

sj is the supply of the jth set and

dk is the demand of the kth element.

When the solution is feasible, two cases are analysed. First, if there exists at least

one set that dominates another, from the selected sets in the current solution, then the

sets that can be eliminated from the solution without leaving an uncovered element

are considered as the components that degrade the current solution. This is because

its current selection prevents it from obtaining a lower cost evaluation. Second, if

none of the sets in the current solution dominate any other, that means that no set

can be unassigned without leaving an element uncovered. In this case, the sets that

potentially could be replaced by any other unassigned set, maintaining the feasibility

of the solution, are considered as the components that degrade the present solution.

This is because the selection of an alternative set could obtain a lower cost evaluation.

On the other hand, when the solution is infeasible, two cases are also analysed.

First, if there exists at least one uncovered element then the sets that potentially

could cover it are considered as the components that degrade the current solution.

This is because these sets, which are not currently selected in the solution, generate

a greater level of infeasibility and with the selection of one of them, this level could
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be reduced or potentially eliminated. Second, if there exists at least one element with

an unsatisfied demand then the sets that potentially could complete the remaining

demand for these elements are considered as the components that degrade the current

solution. This is because these sets, which are not currently selected in the solution,

generate a greater level of infeasibility and with the selection of one of them, this level

could be reduced or potentially eliminated.

The replacement of the value for the chosen component (set) is carried out by

either a switch from 0 to 1 or from 1 to 0 randomly, as appropriate. When a feasible

solution is found then the double traverse local search is activated. For this problem,

the local search mechanism swaps sets that are in the solution with those that are not

included in the solution.

3.3.5 Discussion

In this section the hybrid extremal optimisation framework has been applied to a set

of eight capacitated and constrained combinatorial optimisation problems. For the

first three problems; multi-dimensional knapsack, bin packing and generalised assign-

ment, a thorough description of how the framework is implemented for each of them

was elaborated. Once the applicability of the framework was tested, for the remaining

five problems; frequency assignment, single source capacitated facility location, capac-

itated minimal spanning tree, capacitated vehicle routing and capacitated set cover,

a concise description where the significant aspects of how the framework is applied to

them was performed.

For each one of these problems, it appeared possible to apply the following main

features of the hybrid extremal optimisation framework:

• The vector solution structure to represent the solution a their components.

• The differentiated fitness evaluation scheme to evaluate feasible and infeasible

solutions through the contribution of their components.

• The secondary search mechanism to perform the fine grain search using the

double traverse local search technique.

Thus, as evidenced by these examples, the hybrid extremal optimisation framework

is very general and applicable to a range of these types of problems.

The next section performs the computational experiments for the problems of the

multi-dimensional knapsack, bin packing and generalised assignment. This experimen-

tal study will allow to observe the efficiency, the effectiveness and the competitiveness

of the hybrid extremal optimisation framework.
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3.4 Computational Experiments

The proposed hybrid extremal optimisation algorithm was coded in the C language

and compiled with gcc. The computing platform used to perform the tests had a 1.86

GHz Intel Core2 CPU and 917 MB of memory, running under Linux.

The sets of test data used for the problems came from the OR-Library [24]. Each

problem instance was run ten times, and for each run, the random seed was changed

to a new value.

All results are presented as a percentage gap that is determined using the theoret-

ical optimal solution and the solution obtained by each analysed method. It is defined

as %gap = b−a
b × 100, where a is the value of the obtained solution and b is the value

of the theoretical optimal solution. A %gap of 0 means that the method found the

optimal or best-known value.

The τ value is tested within the global range from 1.1 to 2.9 in increments of

0.1; even though the actual τ test range it is independently defined by each test

data problem in the subsection of results. This is performed in order to select the

best τ value to obtain efficient solutions and to compare the chosen value with those

used in other research where the extremal optimisation heuristic has been applied.

For example, Figure 3.18 illustrates the plotted graph result showing the average

percentage gap for τ values tested within the range from 1.8 to 2.8 for the large test

data for the MKP.
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Figure 3.18: Result for the τ test for the large MKP problem instances where it can
be observed that values around 2.2 work very well. This graph is illustrative of the
performance curve for different tested values of τ , regardless of the test problem and
the τ test range.
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3.4.1 Small Test Data for the MKP

With the purpose of developing a first test with the hybrid extremal optimisation

approach, a group of six small problems created and solved by Petersen [238] was

used. The small problems’ names are presented through the nomenclature MKNAP-

P where P is the identification number of the problem. These problems are con-

figured with a different number of constraints m ∈ {5, 10} and number of items

n ∈ {6, 20, 28, 39, 50, 60} as shown in Table 3.12.

Problem name n m

MKNAP-1 06 10
MKNAP-2 20 10
MKNAP-3 28 10
MKNAP-4 39 05
MKNAP-5 50 05
MKNAP-6 60 05

Table 3.12: The features of the six small multi-dimensional knapsack problems.

These six problems were the same used by Randall and Lewis [245]. They im-

plemented the first extremal optimisation approach to solve the multi-dimensional

knapsack problem.

3.4.1.1 Results

Following the work of Randall and Lewis [245], the number of iterations was set to

500000 to run HEO under similar conditions. However, the τ value used by these

researchers was not specified explicitly. For this reason, the small problems were run

for values of τ from 1.1 to 1.7 in increments of 0.1. For values of τ out of this range,

the results obtained were further away from the optimal value. The value of τ that

obtained the best result was 1.4.

The results generated by the HEO algorithm were compared with those reported

by the Standard Extremal Optimisation algorithm (SEO) and the Extended Extremal

Optimisation Model (EEO) proposed by Randall and Lewis [245]. The EEO model

is based on the Evolutionary Programming using Self Organised Criticality (EPSOC)

meta-heuristic proposed by Lewis [190].

The mean and best results obtained with the number of iterations necessary to

reach these results are shown in Table 3.13.

103



EO APPLIED TO CCMOPs

Problem SEO EEO HEO
%gap Num. %gap Num. %gap %gap Num. %gap Num.
best of mean of best best of mean of

Name n m Opt. result iter. result iter. result result iter. result iter.

MKNAP-1 06 10 3800 0.00 9140 0.00 9140 0.00 0.00 4 0.00 6
MKNAP-2 20 10 6120 1.31 166304 2.29 70808 1.31 0.00 177 0.00 6880
MKNAP-3 28 10 12400 1.77 161089 1.77 161089 1.53 0.00 17738 0.00 52598
MKNAP-4 39 05 10618 14.46 287120 15.03 197651 5.33 0.00 1427 0.13 62698
MKNAP-5 50 05 6339 3.82 172585 5.30 31215 3.66 0.00 140 0.00 690
MKNAP-6 60 05 6954 4.37 119523 5.34 169988 5.52 0.00 6876 0.00 15498

Table 3.13: A comparative table of test results for different EO models.

3.4.1.2 Discussion

Initially, the SEO algorithm found only one optimal value for the problem MKNAP-1.

The results obtained for the remaining instances were close to the optimal values. The

time taken to find the best and mean result was measured by the number of iterations

required to reach it. After that, the Extended Extremal Optimisation Model (EEO)

proposed by Randall and Lewis [245] was applied to determine if better results could

be obtained. The results for the problems MKNAP-3 to MKNAP-5 were better but

these did not reach the optimal value, and for the problem MKNAP-6 the result was

slightly worse.

The results obtained for the proposed HEO method show that it found the optimal

solution for each test problem. However, the optimal value for the test problem

MKNAP-4 was not always found. The mean percentage gap for this particular test

problem was 0.13%, which was better than the other techniques.

The results obtained showed that the proposed HEO method outperforms the

previous work, finding the optimal solution for each small test problem. Thus HEO

has proved to be a more efficient mechanism to solve the multi-dimensional knapsack

problem than the previous extremal optimisation approaches.

3.4.2 Large Test Data for the MKP

As the results on the previous test were promising, HEO was applied to solve 270

large problems created and solved by Chu and Beasley [61].

The large problems are grouped by the number of constraints m ∈ {5, 10, 30}

and the number of items n ∈ {100, 250, 500} making up nine groups of 30 problems

each. These 30 problems are subdivided, at the same time, into three subgroups of

ten problems by tightness ratio α ∈ {0.25, 0.5, 0.75} of the resource constraints, which

was set using bj = α
∑n

i=1 rij .
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3.4.2.1 Results

The number of iterations again was set to 500000. Unlike the small test data, for the

large test data, the τ value was calculated through an empirical test with a reduced

number of 100000 iterations and only three runs for each problem. This specific set

of conditions to find the best τ value was due to the considerable computational time

necessary to perform a full test for twenty or more different values of τ . The test

mechanism consisted of measuring the result of the average percentage gap obtained

by the LP relaxation technique 1 and HEO, that is, %gap = 100
(

optLP−optHEO

/optLP

)

.

Thus the τ value with the least percentage gap was chosen. τ was tested within the

range of values between 1.8 and 2.8. For values outside this range of τ , the results

were worse. The value selected for τ was 2.2.

Since the optimal solution values for this set of test problems were not known, the

results were compared with those obtained by Chu and Beasley (CB-GA) [61], Raild

(R-GA) [241], Uyar and Eryigit (UE-GA) [287], Gottlieb (G-EA) [134], and Vasquez,

Hao and Vimont (VH-TS) [288, 295]. The average percentage gap with respect to

the LP relaxed optimum was used to compare the results obtained for each method.

Table 3.14 shows the values found and reported by each method with the average of

the ten best values found for each tightness group and/or the average percentage gap

with respect to the Linear Programming (LP) method 2.

3.4.2.2 Discussion

The results obtained show that HEO found the same values for the first group with five

constraints and 100 items and similar values for the seventh group with 30 constraints

and 100 items. For the latter, there was an improvement for the first subgroup of

0.01%; however, the second subgroup could not reach the same performance by a

factor of 0.02%. For the remaining groups, the values were close to those previously

obtained by other more complex, and less generalisable, methods. The CB-GAmethod

uses a repair operator that works with a surrogate relaxation technique. R-GA is based

on a pre-optimisation of the initial population through an LP relaxation technique,

a repair operator, and a local optimisation operator. The UE-GA method uses a

gene-based adaptive mutation approach and six parameters that must be set. The

G-EA method uses a decoder technique based on a permutation representation for

the crossover and mutation operator and five parameters must be set. The VV-TS

combines LP relaxation with tabu search, which is used as a local search mechanism.

1These results were obtained by Chu and Beasley [61].
2Blank spaces are present because that information was not provided in the paper.
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Problem LP CB-GA R-GA UE-GA G-EA VV-TS HEO

Average Average Average Average Average Average Average
optimal % % % % % %

m n α values gap gap gap gap gap gap

5 100 0.25 24438.39 0.99 0.99
0.50 43449.50 0.45 0.45
0.75 60663.76 0.32 0.32

Average 0.59 0.59 0.59 0.59

5 250 0.25 60547.41 0.23 0.23 0.55
0.50 109411.71 0.12 0.11 0.25
0.75 151676.33 0.08 0.08 0.13

Average 0.14 0.15 0.17 0.14 0.31

5 500 0.25 120717.02 0.09 0.59 0.07 0.64
0.50 219595.79 0.04 0.21 0.04 0.27
0.75 302434.90 0.03 0.09 0.02 0.14

Average 0.05 0.04 0.30 0.10 0.04 0.36

10 100 0.25 22960.49 1.56 1.66
0.50 43000.79 0.79 0.88
0.75 59844.23 0.48 0.50

Average 0.94 0.95 0.97 1.01

10 250 0.25 59290.15 0.51 0.45 1.31
0.50 108980.95 0.25 0.23 0.56
0.75 151560.07 0.15 0.14 0.30

Average 0.30 0.29 0.38 0.27 0.74

10 500 0.25 118835.77 0.24 0.60 0.17 1.21
0.50 217503.76 0.11 0.27 0.08 0.46
0.75 302775.74 0.07 0.15 0.06 0.25

Average 0.14 0.11 0.34 0.27 0.10 0.64

30 100 0.25 22305.35 2.91 2.90
0.50 41994.84 1.34 1.36
0.75 59693.58 0.83 0.83

Average 1.70 1.71 1.74 1.70

30 250 0.25 57554.09 1.19 1.08 1.84
0.50 107229.81 0.53 0.48 0.80
0.75 150903.67 0.31 0.28 0.41

Average 0.68 0.64 0.85 0.61 1.02

30 500 0.25 116184.37 0.61 0.97 0.48 1.47
0.50 216729.77 0.26 0.43 0.21 0.73
0.75 302855.69 0.17 0.28 0.14 0.40

Average 0.35 0.33 0.56 0.61 0.28 0.87

Average 0.54 0.53 0.63 0.80

Table 3.14: The comparative HEO test results. Bolded items indicate the best of each
group.

The proposed framework is easier to implement and has only one parameter to

set (τ). The results obtained with HEO show that this is an effective and competi-

tive approach. Taking into consideration the differences in processing times between

machines where the experiments were performed (HEO in a 1.86 GHz Intel Core2
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CPU and 917 MB of RAM versus VV-TS in a 3.2 GHz Intel P4 and 1 GB of RAM),

the processing time for HEO is much less than the other methods. For example, the

complete set of tests for the 270 problems solved using HEO required a computational

time of around 34 hours. This contrasts with the maximum time required for VV-TS

that solves only one problem (the most complex of them), in around 24 hours.

Thus, HEO was able to find near optimal values (less than one percent away) for

the large test set of problems. Additionally, the results show that as the number of

constraints increases, the percentage gap slowly rises. An important point that must

be emphasised is that the value of τ used with the set of tests for small and large

problems was different, τ = 1.4 and τ = 2.2 respectively. This indicates that the value

of τ depends on the complexity of this problem (at the very least), a point that needs

further investigation.

3.4.3 Large Test Data for the BPP

For the bin packing problem, the set of test problems contributed by Falkenauer [112]

was used. This consists of 80 problems, which are divided into four groups of 20

problems. Each of these has 120, 250, 500 and 1000 items. The items’ weights are

spread uniformly between 20 and 100 and the capacity for all bins is 150. The name of

the problem is defined with the nomenclature uNNN PP, where NNN is the number

of items and PP is the problem’s identification. Each problem is accompanied by its

theoretical optimal result.

3.4.3.1 Results

The number of generations for these problems is set to 100000 iterations because

the local search used as the secondary search mechanism is more complex. The τ

parameter was set at 1.4 as the best results were found with this value from the tested

range {1.1− 2.8}. The same τ value has been reported in previous research [143, 243,

42] as an appropriate value.

First, the extended local search mechanism for the BPP is tested to observe if the

additional step applied to the local search method is an improvement. This part of

the experiment describes the results when both methods are compared starting from

the initial solution generated with the BFD strategy. Table 3.15 shows the results of

the BSD method, the three step Falkenauer [112] method and the four step proposed

method.
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Problem Theo BFD % FLS % PLS % Problem Theo BFD % FLS % PLS %
name Opt gap gap gap name Opt gap gap gap

U120 00 48 49 2.08 49 2.08 48 0 U500 00 198 201 1.52 201 1.52 200 1.01
U120 01 49 49 0 49 0 49 0 U500 01 201 204 1.49 203 1 202 0.5
U120 02 46 47 2.17 46 0 46 0 U500 02 202 205 1.49 204 0.99 203 0.5
U120 03 49 50 2.04 50 2.04 49 0 U500 03 204 207 1.47 207 1.47 206 0.98
U120 04 50 50 0 50 0 50 0 U500 04 206 209 1.46 209 1.46 208 0.97
U120 05 48 49 2.08 48 0 48 0 U500 05 206 207 0.49 207 0.49 206 0
U120 06 48 49 2.08 49 2.08 49 2.08 U500 06 207 210 1.45 210 1.45 209 0.97
U120 07 49 50 2.04 50 2.04 49 0 U500 07 204 207 1.47 207 1.47 206 0.98
U120 08 50 51 2 51 2 51 2 U500 08 196 199 1.53 198 1.02 198 1.02
U120 09 46 47 2.17 47 2.17 47 2.17 U500 09 202 204 0.99 203 0.5 202 0
U120 10 52 52 0 52 0 52 0 U500 10 200 202 1 202 1 201 0.5
U120 11 49 50 2.04 50 2.04 49 0 U500 11 200 203 1.5 203 1.5 202 1
U120 12 48 49 2.08 49 2.08 49 2.08 U500 12 199 202 1.51 202 1.51 201 1.01
U120 13 49 49 0 49 0 49 0 U500 13 196 198 1.02 198 1.02 196 0
U120 14 50 50 0 50 0 50 0 U500 14 204 206 0.98 206 0.98 204 0
U120 15 48 49 2.08 49 2.08 48 0 U500 15 201 204 1.49 203 1 202 0.5
U120 16 52 52 0 52 0 52 0 U500 16 202 205 1.49 204 0.99 203 0.5
U120 17 52 53 1.92 53 1.92 53 1.92 U500 17 198 201 1.52 201 1.52 200 1.01
U120 18 49 50 2.04 49 0 49 0 U500 18 202 205 1.49 204 0.99 203 0.5
U120 19 49 50 2.04 50 2.04 50 2.04 U500 19 196 199 1.53 198 1.02 199 1.53

Average 1.44 1.13 0.62 Average 1.34 1.14 0.67

Problem Theo BFD % FLS % PLS % Problem Theo BFD % FLS % PLS %
name Opt gap gap gap name Opt gap gap gap

U250 00 99 100 1.01 100 1.01 99 0 U1000 00 399 403 1 403 1 401 0.5
U250 01 100 101 1 101 1 100 0 U1000 01 406 411 1.23 410 0.99 407 0.25
U250 02 102 104 1.96 103 0.98 103 0.98 U1000 02 411 416 1.22 414 0.73 415 0.97
U250 03 100 101 1 101 1 100 0 U1000 03 411 416 1.22 416 1.22 415 0.97
U250 04 101 102 0.99 102 0.99 102 0.99 U1000 04 397 402 1.26 400 0.76 399 0.5
U250 05 101 104 2.97 103 1.98 102 0.99 U1000 05 399 404 1.25 404 1.25 403 1
U250 06 102 103 0.98 103 0.98 102 0 U1000 06 395 399 1.01 399 1.01 396 0.25
U250 07 103 105 1.94 104 0.97 104 0.97 U1000 07 404 408 0.99 408 0.99 406 0.5
U250 08 105 107 1.9 106 0.95 106 0.95 U1000 08 399 404 1.25 402 0.75 403 1
U250 09 101 102 0.99 102 0.99 102 0.99 U1000 09 397 404 1.76 402 1.26 403 1.51
U250 10 105 106 0.95 106 0.95 106 0.95 U1000 10 400 404 1 404 1 401 0.25
U250 11 101 103 1.98 102 0.99 102 0.99 U1000 11 401 405 1 405 1 403 0.5
U250 12 105 107 1.9 107 1.9 106 0.95 U1000 12 393 398 1.27 397 1.02 395 0.51
U250 13 102 104 1.96 104 1.96 103 0.98 U1000 13 396 401 1.26 401 1.26 397 0.25
U250 14 100 101 1 101 1 100 0 U1000 14 394 400 1.52 399 1.27 397 0.76
U250 15 105 107 1.9 107 1.9 106 0.95 U1000 15 402 408 1.49 407 1.24 406 1
U250 16 97 99 2.06 98 1.03 98 1.03 U1000 16 404 407 0.74 407 0.74 405 0.25
U250 17 100 101 1 101 1 100 0 U1000 17 404 409 1.24 408 0.99 407 0.74
U250 18 100 102 2 102 2 101 1 U1000 18 399 403 1 402 0.75 402 0.75
U250 19 102 103 0.98 103 0.98 102 0 U1000 19 400 406 1.5 406 1.5 403 0.75

Average 1.52 1.23 0.64 Average 1.21 1.04 0.66

Table 3.15: The results for the initial BSD solution, Falkenauer local search (FLS)
and the proposed local search (PLS). Note that the number of bins and the percentage
gap are shown. “Theo Opt” refers to the theoretical optimal number of bins.

Once the local search test was completed, the experiments with the HEO approach

are performed and the results generated for this are compared with those reported by

Martello and Toth (MTP) [203], Alvim, Glover and Ribeiro (LS-BPP) [11], Falkenauer

(HGGA) [112], Levine and Ducatelle (HACO) [188], and Randall, Hendtlass and Lewis

(SEO, PEO 3) [244]. All the results are presented in the Tables 3.16, 3.17, 3.18 and

3.19. Each table represents a different group of problems.

3PEO means EO with a population of solutions.
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Problem Theo MTP LS-BPP HGGA HACO SEO PEO HEO
name Opt % % % % mi% me% ma% mi% me% ma% mi% me% ma%

U120 00 48 0 0 0 0 0 0 2.08 0 0 0 0 0 0
U120 01 49 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 02 46 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 03 49 0 0 0 0 0 2.04 4.08 1.02 2.04 2.04 0 0 0
U120 04 50 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 05 48 0 0 0 0 0 0 0 0 0 2.08 0 0 0
U120 06 48 0 0 0 0 0 0 2.08 0 0 2.08 0 0 0
U120 07 49 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 08 50 2 2 2 0 0 0 1.96 0 0 0 0 0 0
U120 09 46 0 2.17 0 0 0 1.09 2.17 0 2.17 2.17 0 0 0
U120 10 52 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 11 49 0 0 0 0 0 0 2.04 0 0 0 0 0 0
U120 12 48 0 0 0 0 0 2.08 2.08 0 2.08 2.08 0 0 0
U120 13 49 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 14 50 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 15 48 0 0 0 0 0 0 2.08 0 0 0 0 0 0
U120 16 52 0 0 0 0 0 0 1.92 0 0 0 0 0 0
U120 17 52 0 0 0 0 0 0 5.77 0 1.92 1.92 0 0 0
U120 18 49 0 0 0 0 0 0 0 0 0 0 0 0 0
U120 19 49 2.04 2.04 2.04 0 0 0 2 0 0 0 0 0 0

Average 0.2 0.31 0.2 0 0 0.26 1.41 0.05 0.41 0.62 0 0 0

Table 3.16: The comparative test results for the group of problems U120.

Problem Theo MTP LS-BPP HGGA HACO SEO PEO HEO
name Opt % % % % mi% me% ma% mi% me% ma% mi% me% ma%

U250 00 99 1.01 0 0 0 0 0.51 1.01 0 1.01 1.01 0 0 0
U250 01 100 0 0 0 0 0 0 1 0 0 1 0 0 0
U250 02 102 0 0.98 0 0 0 0.49 0.98 0 0.98 0.98 0 0 0
U250 03 100 0 0 0 0 0 0 0 0 0 1 0 0 0
U250 04 101 0 0 0 0 0 0 0.99 0 0.99 0.99 0 0 0
U250 05 101 1.98 0.99 0 0 0 0.99 1.98 0.99 0.99 1.98 0 0 0.99
U250 06 102 0 0 0 0 0 0 0 0 0 0 0 0 0
U250 07 103 0.97 0.97 0.97 0 0 0 3.85 0 0 0 0.97 0.97 0.97
U250 08 105 0.95 0.95 0 0 0.95 0.95 0.95 0.95 0.95 1.9 0 0 0
U250 09 101 0.99 0 0 0 0 0.99 2.97 0.99 0.99 0.99 0 0 0
U250 10 105 0.95 0 0 0 0 0 1.9 0 0.95 0.95 0 0 0
U250 11 101 0.99 0.99 0 0 0.99 0.99 0.99 0.99 0.99 0.99 0 0 0
U250 12 105 0.95 0.95 0.95 0.95 0 0 0.94 0 0 0.94 0.95 0.95 0.95
U250 13 102 0.98 0.98 0.98 0.98 0 0 0.97 0 0 0.97 0.98 0.98 0.98
U250 14 100 0 0 0 0 0 0 1 0 1 1 0 0 0
U250 15 105 0.95 0.95 0 0 0.95 0.95 3.81 0.95 1.9 1.9 0 0.95 0.95
U250 16 97 1.03 1.03 0 0 0 0 3.09 1.03 1.03 1.03 0 0 0
U250 17 100 0 0 0 0 0 0 1 0 0 0 0 0 0
U250 18 100 0 0 0 0 1 1 1 1 1 1 0 0 0
U250 19 102 0 0 0 0 0 0 0.98 0 0 0.98 0 0 0

Average 0.59 0.44 0.15 0.1 0.19 0.34 1.47 0.35 0.64 0.98 0.15 0.19 0.24

Table 3.17: The comparative test results for the group of problems U250.
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Problem Theo MTP LS-BPP HGGA HACO SEO PEO HEO
name Opt % % % % mi% me% ma% mi% me% ma% mi% me% ma%

U500 00 198 1.52 0.51 0 0 0.51 0.51 2.53 0.51 1.01 1.01 0 0 0
U500 01 201 0.5 0.5 0 0 0.5 0.5 0.5 0.5 1 1 0 0 0.5
U500 02 202 0.99 0 0 0 0 0.5 0.99 0.5 0.74 0.99 0 0 0
U500 03 204 0.98 0.49 0 0 0.49 0.49 1.47 0.98 0.98 0.98 0 0 0.49
U500 04 206 1.46 0 0 0 0 0.49 1.94 0.49 0.49 0.97 0 0 0
U500 05 206 0.49 0 0 0 0 0.97 2.91 0.49 0.73 0.97 0 0 0
U500 06 207 1.45 0.48 0 0 0.48 0.72 1.45 0.97 0.97 1.45 0 0 0.48
U500 07 204 1.47 0.49 0 0 0.49 1.23 3.43 0.98 1.47 1.96 0 0.25 0.49
U500 08 196 1.02 0.51 2 0 0 0.26 1.02 0.51 0.51 1.02 0 0 0.51
U500 09 202 0.99 0 0 0 0 0 0.5 0 0.5 0.99 0 0 0
U500 10 200 1 0.5 0 0 0 0.5 0.5 0.5 0.5 1 0 0 0
U500 11 200 1 0.5 0 0 0.5 0.5 3 0.5 1 1.5 0 0 0.5
U500 12 199 1.51 0.5 0 0 0.5 0.5 1.01 0.5 1.01 1.01 0 0 0.5
U500 13 196 0.51 0 0 0 0 0.51 1.53 0 0.51 0.51 0 0 0
U500 14 204 0.49 0 0 0 0.49 0.49 8.33 0.49 0.49 0.98 0 0 0
U500 15 201 1 0 0 0 0.5 0.5 0.5 0.5 0.5 1 0 0 0
U500 16 202 0.99 0 0 0 0 0 0.99 0 0.5 0.5 0 0 0
U500 17 198 1.52 0 0 0 0.51 0.51 0.51 0.51 1.01 1.01 0 0 0.51
U500 18 202 1.49 0 0 0 0 0.5 1.98 0.99 1.49 1.49 0 0 0
U500 19 196 1.53 0.51 2.04 0 0.51 0.51 1.02 0.51 1.02 1.53 0 0 0

Average 1.09 0.25 0.2 0 0.27 0.51 1.81 0.52 0.82 1.09 0 0.01 0.02

Table 3.18: The comparative test results for the group of problems U500.

Problem Theo MTP LS-BPP HGGA HACO SEO PEO HEO
name Opt % % % % mi% me% ma% mi% me% ma% mi% me% ma%

U1000 00 399 1 0 0 0 0 0 0.25
U1000 01 406 0.99 0 0 0 0 0 0.25
U1000 02 411 1.22 0 0 0 0 0 0
U1000 03 411 1.22 0.49 0 0 0 0.24 0.49
U1000 04 397 1.01 0.25 0 0 0 0.25 0.5
U1000 05 399 0.75 0.25 0 0 0 0 0.25
U1000 06 395 0.76 0 0 0 0 0 0
U1000 07 404 0.5 0 0 0 0 0 0.25
U1000 08 399 0.75 0 0 0 0 0 0.25
U1000 09 397 1.26 0.5 0 0 0 0 0.25
U1000 10 400 1 0 0 0 0 0 0
U1000 11 401 0.75 0.25 0 0 0 0 0.25
U1000 12 393 0.76 0 0 0 0 0 0.25
U1000 13 396 1.26 0 0 0 0 0.25 0.25
U1000 14 394 1.27 0.51 0 0 0 0.13 0.25
U1000 15 402 1.24 0.25 0 0 0 0 0.25
U1000 16 404 0.74 0 0 0 0 0 0.25
U1000 17 404 0.74 0.25 0 0 0 0 0.25
U1000 18 399 1 0 0 0 0 0 0
U1000 19 400 1.25 0 0 0 0 0 0.25

Average 0.97 0.14 0 0 0 0.04 0.22

Table 3.19: The comparative test results for the group of problems U1000.
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For the four methods that do not use extremal optimisation, the results are pre-

sented only using one column that shows the percentage gap with respect to the

theoretical optimal value. For the remaining three methods that use extremal opti-

misation, the results are presented by three columns, “mi%”, “me%”, and “ma%”,

which denote the minimum, median and maximum percentage gap respectively. Note

that blank spaces in Table 3.19 are present because the authors did not solve these

problems. In Table 3.20 the HEO’s runtimes in relation to the other methods are

shown.

❤
❤
❤
❤
❤
❤
❤

❤
❤
❤
❤
❤
❤
❤
❤
❤❤

Approach
Problem group

U120 Group U250 Group U500 Group U1000 Group

MTP average time 370.00 1516.00 1535.00 9393.00
LS-BPP average time 0.20 6.70 37.25 143.55
HGGA average time 381.00 1337.00 1015.00 7059.00
HACO average time 1.00 52.00 50.00 147.00
HEO average time 1.00 1.20 1.20 1.80

Table 3.20: The average computational time, in seconds. Bolded items indicate the
shortest time within the groups.

3.4.3.2 Discussion

As can be seen in Table 3.15, the improvement made in the new local search version

with respect to Falkenauer’s method gave better results for 52 out of 74 problems

where the initial solution is not optimal. Additionally, the average percentage gap for

the four groups decreased from around 1.1% to under 0.67%. This means that for the

four groups, the improved local search method was able to find closer results to the

theoretical solution. Thus, the improved local search method is a good choice to be

used as a secondary search mechanism in the HEO framework to solve the BPP.

Observing the data from Tables 3.16 to 3.19, HEO can be seen as an efficient

and competitive approach to solve the BPP. In 77 out of 80 problems, the theoretical

optimal result was found, only one less than HACO [188], which found 78. The result

of the three remaining problems (u250 07, u250 12, u250 13) is only one bin from

the theoretical optimal solution. In fact, the problem u250 13 has no solution for the

theoretical optimal value, as reported in Levine and Ducatelle [188].

Despite the good results obtained by the previous two works, where extremal

optimisation was applied (SEO and PEO), it can be conjectured from the development

of HEO that the better results are due to the use of a good initial solution, the
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improved local search mechanism and the modified extremal optimisation selection

process.

As has been mentioned previously, the extremal optimisation meta-heuristic is a

simple and computationally inexpensive algorithm. This feature also can be seen re-

flected in Table 3.18 where the average time necessary to run the algorithm is less than

the other methods (with the exception of the first group of 120 items where LS-BPP

had a better time) and the difference in the average time among the four test groups is

quite similar, which shows a balanced performance in relation to the number of items

to be packed.

3.4.4 Large Test Data for the GAP

A set of twenty-four large-sized problems proposed by Chu and Beasley [62] taken

from the OR-Library [24] were solved. These problems are classified in four groups

(A, B, C, D) according to their level of hardness of the constraints. The following

definitions are reproduced from Chu and Beasley [62].

Group A: aij are integers from U(5, 25), cij are integers from U(10, 50) and bj =

0.6
(

n
m

)

15+0.4R where R = maxj∈J
∑

i∈I,Ji=j aij and Ji = min[j|cij 6 cik,∀k ∈

J ].

Group B: aij and cij are the same as Group A and bj is set to 70% of the value

given in Group A.

Group C: aij and cij are the same as Group A and bj = 0.8
∑

i∈I
aij
m .

Group D: aij are integers from U(1, 100), cij = 111 − aij + e where e are integers

from U(−10, 10) and bj = 0.8
∑

i∈I
aij
m .

Each group is composed of six problems that can have a number of agents m ∈

{5, 10, 20} and a number of jobs n ∈ {100, 200}.

The names of the problems are defined by the nomenclature G.M.N where G is the

name of the group, M is the number of agents and N is the number of jobs. Table 3.21

shows the groups A, B and C that are accompanied by the optimal solutions for each

problem and the group D that is accompanied by the theoretical solution found by

the linear programming method [113].
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Name Optimal Name Optimal Name Optimal Name Theoretical
Problem Solution Problem Solution Problem Solution Problem Best Solution

A.5.100 1698 B.5.100 1843 C.5.100 1931 D.5.100 6353
A.5.200 3235 B.5.200 3552 C.5.200 3456 D.5.200 12736.2
A.10.100 1360 B.10.100 1407 C.10.100 1402 D.10.100 6323.4
A.10.200 2623 B.10.200 2827 C.10.200 2806 D.10.200 12418.3
A.20.100 1158 B.20.100 1166 C.20.100 1243 D.20.100 6142.5
A.10.200 2339 B.20.200 2339 C.20.200 2391 D.20.200 12217.7

Table 3.21: The benchmark case tests for the generalised assignment problem.

3.4.4.1 Results

For the generalised assignment problem, the number of iterations was set to 500000,

as in the multi-dimensional knapsack problem. The assignment of the value for the τ

parameter was carried out through a single run of 100000 iterations for each instance,

testing a range of values from 1.1 to 2.9 in increments of 0.1. Just like in the large

test data for the multi-dimensional knapsack problem, the best results were achieved

with a τ value equal to 2.2.

The results generated by the HEO approach were compared with those obtained by

Chu and Beasley (CB-GA) [60] using genetic algorithms; Lorena, Narciso and Beasley

(CGA) [196] with a constructive genetic algorithm, Feltl and Raidl (CRHGA) [113]

through a constraint-ration heuristic applied with genetic algorithms; and Randall,

Hendtlass and Lewis (SEO, PEO) [243, 244] using a single and population version of

extremal optimisation.

Table 3.22 shows the best and median percentage gap for each problem with re-

spect to the theoretical best values that are illustrated in Table 3.21. However, the

median percentage gap data for the problem CGA were not available and for the prob-

lem CRHGA only the information about the average percentage gap for each instance

was available. The latter was incorporated as a reference to obtain a more complete

picture about the result achieved by the CRHGA approach.

3.4.4.2 Discussion

For group A that represents the less constrained and easy set of problems to solve,

HEO was always capable of discovering every optimal solution. The same results were

reported for the other methods.
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Name LP CB-GA CGA CRH-GA SEO PEO HEO
Problem Optimal best med best med best ave best med best med best med

Value %gap %gap %gap %gap %gap %gap %gap %gap %gap %gap %gap %gap

A.5.100 1698 0 0 0 0 0 0 0 0 0 0 0
A.5.200 3235 0 0 0 0 0 0 0 0 0 0 0
A.10.100 1360 0 0 0 0 0 0 0 0 0 0 0
A.10.200 2623 0 0 0 0 0 0 0 0 0 0 0
A.20.100 1158 0 0 0 0 0 0 0 0 0 0 0
A.10.200 2339 0 0 0 0 0 0 0 0 0 0 0

A Group Average 0 0 0 0 0 0 0 0 0 0 0

B.5.100 1843 0 0.24 0 0 0.03 0.71 1.03 0 0.03 0.11 0.22
B.5.200 3552 0.03 0.34 1.38 0.03 0.12 0.45 0.51 0.08 0.10 0.08 0.20
B.10.100 1407 0 0.07 0.21 0 0 0 0 0 0 0 0
B.10.200 2827 0.14 0.32 0.14 0.07 0.26 0.74 0.90 0.14 0.25 0.07 0.21
B.20.100 1166 0 0.09 0 0 0.14 0.09 0.17 0 0 0 0.13
B.20.200 2339 0.04 0.09 0.34 0.04 0.12 0.21 0.26 0.04 0.15 0.09 0.17

B Group Average 0.04 0.19 0.35 0.02 0.11 0.37 0.48 0.04 0.09 0.06 0.15

C.5.100 1931 0 0.44 0.52 0 0.15 0.36 0.60 0 0.05 0 0.21
C.5.200 3456 0.06 0.23 0.12 0.03 0.07 0.35 0.58 0.06 0.10 0 0.16
C.10.100 1402 0.07 0.14 1.50 0.07 0.11 0.78 1.18 0.14 0.21 0.07 0.21
C.10.200 2806 0.29 0.52 0.32 0.04 0.22 0.75 1.10 0.29 0.29 0.18 0.32
C.20.100 1243 0.08 0.48 0.08 0 0.26 0.80 1.13 0.08 0.16 0.16 0.32
C.20.200 2391 0.25 0.67 0.25 0.21 0.56 1.17 1.42 0.25 0.25 0.29 0.54

C Group Average 0.12 0.41 0.46 0.06 0.23 0.70 1.00 0.14 0.18 0.12 0.29

D.5.100 6353 0.31 0.65 1.98 0.19 0.31 1.68 1.86 0.57 0.76 0.27 0.42
D.5.200 12736.2 0.47 0.70 0.68 0.24 0.39 1.99 2.10 0.39 0.74 0.33 0.43
D.10.100 6323.4 0.88 1.70 1.05 0.78 1.24 3.05 3.46 1.37 1.62 1.35 1.61
D.10.200 12418.3 1.47 1.72 1.74 0.95 1.17 2.73 3.03 1.47 1.51 0.95 1.08
D.20.100 6142.5 2.06 2.74 2.24 1.90 2.36 2.40 4.58 2.40 2.52 2.30 2.62
D.20.200 12217.7 1.92 2.58 2.07 1.38 2.00 1.92 3.64 1.92 2.09 1.75 1.84

D Group Average 1.19 1.68 1.63 0.91 1.25 2.86 3.11 1.39 1.54 1.16 1.34

Test Set Average 0.34 0.57 0.61 0.25 0.40 0.98 1.15 0.39 0.45 0.33 0.44

Table 3.22: The results of the benchmark case tests for the generalised assignment
problem. Bolded items indicate the best for each instance.

For groups B and C that represent the problems with an intermediate level of

constraint difficulty, HEO was a competitive approach that was able to find some

optimal results having a similar performance compared to CB-GA and PEO. Although

the average percentage gap of HEO for groups B and C were not better than CB-GA

and PEO, HEO found similar or superior results for 7 out of 12 problems, of which,

problems B.10.200, C.5.200 and C.10.200, HEO outperformed the other two methods.

The CRHGA approach had the best results for most problems with the exception of

problem C.5.200, where HEO was able to find the optimal value. This result can be

interpreted that HEO is an effective approach able to explore remote zones in the

search space.

For group D that represents the problems with the hardest level of difficulty on the

constraints, HEO presented an excellent performance only surpassed by CRHGA. In

fact, HEO was the only method that could find a similar value for one of the problems

in group D (D.10.200) when compared to CRHGA.
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The effectiveness of CRHGA is based on a complex hybrid algorithm, which in turn

is an improvement of the CB-GA approach. CRHGA uses constraint-ratio and linear

programming heuristics to generate the initial solution. Furthermore, the selection and

replacement mechanism was modified using a relative fitness assignment, as also the

mutation operator was adapted to use more elaborate rules to change the solution.

Both the CB-GA and the CRHGA techniques require a large number of iterations

to find the optimal or approximate optimal solution. Even though CRHGA performs

much better than its predecessor (CB-GA), it was necessary to have more than 1000000

iterations, even reaching around 2500000 iterations for the most constrained problems

in group D as reported.

When HEO was compared with other implementations of EO, the following points

can be made. The reasons why HEO outperforms SEO could be in the implemen-

tation of the differentiated fitness evaluation scheme and the double traverse local

search applied to improve the feasible solutions found by the extremal optimisation

mechanism. These extensions even enabled HEO to achieve a similar performance to

PEO, which is a population-based version of SEO. This latter fact leads to the belief

that the extension of HEO to work with a population of solutions could allow it to

reach better results. This is an issue that must be strongly considered in future work.

Note that the single parameter τ used in HEO was set with the value 2.2, the

same value used with the large test data for the multi-dimensional knapsack problem.

This value differs from the commonly used value of 1.4 reported by Boettcher and

Percus [39, 41, 44], Randall [243], Randall and Lewis [245] and Randall, Hendtlass

and Lewis [244]. This is another aspect that requires more investigation in future work.

3.5 Summary

This chapter described the HEO framework to solve constrained combinatorial optimi-

sation problems. The strength of HEO lies in the joint work of the constraint handling

scheme with the secondary search mechanism incorporated into the canonical extremal

optimisation meta-heuristic. The proposed differentiated fitness evaluation scheme is

applied to deal with the feasible or infeasible solutions generated by the extremal op-

timisation mechanism, which in turn is used as the main framework to carry out a

coarse-grain exploration of the search space. This first extension to extremal optimi-

sation allows it to direct the search through feasible and infeasible regions looking for

the optimal solution. The secondary search mechanism is used as a complementary
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technique to carry out a fine-grain search on the search space by refining each new

feasible solution found in the main framework. The HEO approach maintains the

advantage of the canonical extremal optimisation meta-heuristic in regard to its min-

imal requirement for parameterisation and implementation compared to other, more

complex, methods.

The differentiated fitness evaluation assesses the level of optimality or violation of

the constraints for each component of the solution. The secondary search mechanism

is implemented by a double traverse local search that performs a swap of components

in the solution representation. Within the context of the test problems, HEO is able

to be applied to an exploratory number of problems and the computational study

performed in some of them has shown that these two proposals, working together, are

an effective and efficient way to obtain competitive results.

For the MKP, the proposal shows optimal results for the small test problems and

competitive results with the more intricate large test problems. For the BPP, the

results obtained were very good, reaching optimal results as well as those achieved by

the most successful method so far. For the GAP, HEO was able to deliver very good

quality solutions and therefore is competitive with more elaborate methods.

The results presented herein are promising. Future work will include solving more

complex test problems for the MKP, BPP and GAP, as well as solving the constrained

combinatorial optimisation problems that were described above, such as the frequency

assignment problem, the capacitated vehicle routing problems, the single source ca-

pacitated facility location problem, the capacitated minimal spanning tree problem

and the capacitated set covering problem. An interesting point to be developed is to

perform a more detailed analysis regarding the effects of local search in the proposed

HEO framework through the comparison of the techniques used in this chapter with-

out local search. This will determine the level of coarse grain search power that the

technique possesses in comparison to other nature-inspired meta-heuristics. Addition-

ally, the idea of adding a population-based extension to HEO, with the objective of

improving the results, is a promising avenue of future research.

Finally, the τ value of 1.4 was corroborated as a good value to obtain efficient solu-

tions for the small test data for the MKP (Subsection 3.4.1) and the large test data for

the BPP (Subsection 3.4.3), as has been reported in previous research [42, 143, 243].

However, the τ value 2.2 used with the large test data for the MKP (Subsection 3.4.2)

and the large test data for the GAP (Subsection 3.4.4) would suggest that there could

be more than a single good value to obtain efficient solutions, and this could be po-

tentially sensitive to problem complexity. An interesting challenge could be to work

116



CHAPTER 3. A SINGLE-OBJECTIVE HYBRID EXTREMAL OPTIMISATION FRAMEWORK WITH
CONSTRAINT HANDLING

with different τ values for different types of problems, and thereby find the τ value

that is able to achieve the best results for each of them.

3.6 Contributions

Based on the theoretical development and the results of the experimentation phase,

it is evident that the following two objectives have been achieved:

• To incorporate a constraint-handling mechanism that allows extremal optimisa-

tion to deal with infeasible solutions.

• To provide a hybrid extremal optimisation framework to solve single-objective

constrained combinatorial optimisation problems.

With the fulfilment of these objectives, it is believed that the work developed

in this chapter has contributed to the knowledge of constraint handling, extremal

optimisation and hybrid methods for CCOPs in the following ways:

• The differentiated fitness evaluation scheme is proposed as a novel constraint

handling technique for extremal optimisation. This scheme allows extremal op-

timisation to solve not only problems where the representation of the solution

generates exclusively feasible solutions, but also those that generate infeasible

solutions.

• A component fitness evaluation based on the level of optimality or violation

of constraints is established to complement the differentiated fitness evaluation

scheme. This provides a formal criterion to evaluate each component of the

solution instead of evaluating the complete solution (a mechanism widely used

in evolutionary algorithms).

• A generalisable secondary search mechanism based on memetic algorithms is

incorporated into the extremal optimisation meta-heuristic as a method to im-

prove the convergence of solutions. This diversifies the way that the search is

performed in the neighbourhood of the last feasible solution that was found,

which improved the convergence of HEO.

• The double traverse local search algorithm is proposed as a general secondary

search mechanism. This algorithm develops a fine-grained search in the neigh-

bourhood of the last feasible solution found, taking advantage of the representa-
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tion of the solution used in HEO. Thus, it is the first proposal of several future

mechanisms that will be incorporated as the secondary search mechanism.

• A hybrid extremal optimisation framework is generated as an improvement to

the extremal optimisation meta-heuristic. This allows the exploration capacity

of HEO to be enhanced.

• An exploratory and novel hybrid method based on extremal optimisation is

incorporated into the nature-inspired algorithm to offer the possibility of solving

capacitated constrained combinatorial optimisation problems. This permits the

nature-inspired search scheme, used by extremal optimisation, to be applied

to a new range of combinatorial optimisation problems. Also, this gives the

opportunity for new CCOPs be solved by a novel meta-heuristic, like extremal

optimisation, with the possibility of finding more efficient and effective results.

• A number of derivative research areas emerge from the work developed in this

chapter, as mentioned in Section 3.5. This offers the possibility to investigate the

current exploration capacity and efficiency of HEO, as also the addition of new

features that enhance the HEO mechanism to solve different types of problems.
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Chapter 4

A Multi-Objective Hybrid

Extremal Optimisation

Framework

4.1 Introduction

Extremal optimisation is a relatively recent nature-inspired meta-heuristic as it has

been described in previous chapters. In this meta-heurisitc, the search method is espe-

cially suitable for solving combinatorial optimisation problems classified as NP-hard,

particularly those having multiple feasible and infeasible regions (see Figure 3.2). Ex-

tremal optimisation has the feature of requiring only one algorithm-specific parameter

and it uses a minimal amount of memory, which can often lead to a lower computa-

tion time. Hence, this novel method is giving a new perspective on solving complex

combinatorial problems rather than using the traditional evolutionary algorithms as

was discussed in Section 2.3.2.1.

In the previous chapter, an extension of the canonical extremal optimisation to

handle generic restrictions, and improve the solution convergence through the hybrid

extremal optimisation (HEO) framework has been proposed. This enhancement allows

extremal optimisation to solve constrained combinatorial problems, especially those

with capacity restrictions, which expands the range of optimisation problems that can

be addressed.

However, to date most research in extremal optimisation has been applied to solve

single-objective problems and there have only been a relatively small number of at-

tempts to extend it towards multi-objective problems (see Section 2.3.2.2 ). This fact
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has motivated the development in this chapter of a multi-objective version of the HEO

framework (MOHEO) to solve multi-objective combinatorial problems.

A new multi-objective hybrid extremal optimisation framework proposal is pre-

sented here. This develops an extension of both the differentiated fitness evaluation

scheme, to calculate the fitness for two or more objective functions, and the sec-

ondary search mechanism represented by the double traverse local search, to improve

the exploration according to the different objective functions. The former allows ex-

tremal optimisation to perform a coarse-grain search on the landscape, enabling the

framework to find new non-dominated points, as the solution moves closer to the

Pareto-front. The latter allows a fine-grain search to obtain a better approximation

of the Pareto-front as well as to produce a more diverse set of points near the ends

of the Pareto-front. The collaborative uses of both mechanisms, which are incorpo-

rated into the multi-objective hybrid extremal optimisation framework, are suitable

(in principle) to solve a range of multi-objective combinatorial optimisation problems.

The advantage of this proposal is the simplicity of its implementation, with only two

parameters to be set, and the efficiency of its performance.

Given this new framework, the MOHEO operation is tested through a set of bench-

mark problem instances for multi-objective combinatorial optimisation. All the prob-

lem instances used in this chapter include their experimental results, which are used

as reference solutions. Thus, the multi-objective 0/1 knapsack problem (MOKP) with

the benchmark instances taken from the research work developed by Zitzler and Lau-

manns [320, 324, 322], the multi-objective quadratic assignment problem (MOQAP)

with the benchmark instances taken from the research work developed by Knowles and

Corne [165, 167, 168] and the multi-objective permutation flow-shop scheduling prob-

lem (MOFSSP) with the benchmark instances taken from the research work developed

by Ishibuchi, Yoshida and Murata [154, 152], were selected.

Results show that the new framework is able to obtain competitive solutions when

these are compared with those obtained by traditional methods such as SPEA2 and

NSGA-II. The non-dominated points found are well-distributed and similar, or very

close, to the approximated Pareto-front set found by the benchmark instances. Fur-

thermore, an interesting point to be considered is the difficulty in finding a proper

fitness assessment for each component of the solution. This issue was highlighted

with the multi-objective permutation flow-shop scheduling problem. Thus, taking

into consideration the promising results achieved by MOHEO, it is believed that the

multi-objective extension of HEO can be a potential choice to efficiently solve multi-

objective combinatorial optimisation problems.
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The objective of this chapter is to provide a hybrid extremal optimisation frame-

work to solve multi-objective constrained combinatorial optimisation problems. The

rest of this chapter is organised as follows. Section 4.2 explains the multi-objective

hybrid extremal optimisation framework to solve multi-objective combinatorial opti-

misation problems. Section 4.3 presents how the multi-objective hybrid extremal op-

timisation is applied to the selected multi-objective combinatorial optimisation prob-

lems. Section 4.4 shows a summary of the computational experiments developed with

an analysis of them. Section 4.5 gives a summary of the chapter and discusses the

future work arising from this study. Finally, Section 4.6 states the contributions that

emerge from this chapter.

4.2 MOHEO for Multi-Objective CCOPs

This section describes the multi-objective hybrid extremal optimisation framework.

First, the extension of the differentiated fitness evaluation scheme for multi-objective

optimisation is defined. Then, the secondary search mechanism is adapted to search

in a multi-objective search space, as a complement to extend the exploration of new

points of the Pareto-front set. Finally, the integrated framework to solve multi-

objective combinatorial optimisation problems is given.

4.2.1 Multi-Objective Fitness Evaluation Scheme

According to Fonseca and Fleming [118], the fitness evaluation functions used in multi-

objective optimisation evolutionary algorithms can be categorised into three groups.

These groups are: the Pareto-based approaches, the non-Pareto-based approaches and

the aggregating function approaches.

Pareto-based approaches are population-based mechanisms that carry out a rank-

ing for each individual in the population based on the Pareto-dominance relation (≺)

in order to establish the probability of selection for the procreation process. The main

idea is to identify the non-dominated individuals in the population, which have spe-

cial treatment to propagate their genetic information in future generations in order to

improve the species according to the different objective functions. Some Pareto-based

approaches are NSGA-II [100], SPEA2 [322] and NPGA2 [111].

Non-Pareto-based approaches are also population-based techniques that are based

on other principles to perform the fitness evaluation such as the special manipulation

of the objectives, particular selection criteria or special population rules. As a non-

Pareto-based mechanism, one additional step is necessary and must be applied on each
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generation’s offspring to discover new non-dominated solutions. The most known non-

Pareto-based approach is VEGA [254, 255, 256], which performs a modified selection

procedure. Here, the population with M individuals is divided into m sub-populations

ofM/m individuals, wherem is the number of objectives. Each sub-population is filled

with a proportional selection of individuals according to each objective function; that

is, each of them evolves towards a single objective. Then the individuals of each sub-

population are shuffled to generate a population of size M on which the traditional

crossover and mutation operator are applied.

Aggregating functions are mainly used by single-individual methods. These ap-

proaches join independent evaluations, one for each objective, in a single value that

is assigned as the fitness for the individual. This technique generally requires a

deep knowledge of the problem domain and, in contrast to the population-based ap-

proaches, it also demands an extra iteration process to generate the approximated

Pareto-front set. The most popular aggregating function approach is the weighted-

sum method [118, 128, 280, 313].

Of these three approaches, the one that best fits with the hybrid extremal optimi-

sation framework is the aggregating function technique. This is due firstly to the single

solution scheme that is performed by extremal optimisation and secondly because it is

a reasonable extension for the selection mechanism that must carry out a component

fitness evaluation from the solution representation. However, the implementation of a

Pareto-based component fitness evaluation is an interesting challenge to be taken up

in future research work.

The differentiated fitness evaluation scheme represented by Figure 3.3 and Equa-

tion 3.2 is taken as the basis to implement the multi-objective differentiated fitness

evaluation version. Recall that when the solution is feasible, the fitness assessment

is focussed on locating which part of the solution adversely affects its quality the

most. However, when the solution is infeasible, the fitness calculation is focussed on

locating which part of the solution is more responsible for the level of violation of one

or more constraints. Thus, the extension from the single-objective hybrid extremal

optimisation fitness evaluation to the multi-objective version is given by the simple

scalar addition of the fitness for each objective function presented in the problem to

be solved. This aggregating function is shown in Equation 4.1.

Λ(xi) =

m
∑

j=1

λk(xi), ∀i 1 ≤ i ≤ n (4.1)

where:
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m is the number of objectives,

n is the number of components in the solution,

λk(xi) is the kth single-objective fitness function applied to the ith com-

ponent using as its base Equation 3.3, and

Λ(xi) is the multi-objective fitness of the ith component.

Knowing that the proposed aggregation function will carry out an exploration

biassed toward the centre part of the Pareto-front surface, as is shown in Figure 4.1,

the secondary search mechanism will be responsible for the exploration of the ends

of the surface. A metaphor of this may be the nomadic pastoralism route where an

individual shepherd permanently moves on a landscape looking for better places to

find fresh pasture for his/her livestock. In this case, the search is focussed on finding

non-dominated points.

F1

F2
Approximate point

Pareto-front point

Figure 4.1: The aggregating function approximation to the Pareto-front for a bi-
objective maximisation problem. F1 and F2 represent the two objective functions.

4.2.2 A Multi-Objective Secondary Search Mechanism

As in single-objective optimisation, there have been an increasing number of multi-

objective approaches that have incorporated local search methods to complement

the main search mechanism with the objective of improving results. To accomplish

this, the two approaches often developed are based on a Pareto-ranking and weighted

scalar fitness functions [153]. Comparative studies, showing the advantages and dis-

advantages of both techniques, can be found in Ishibuchi and Narukawa [153] and

Jaszkiewicz [156].

The aim of this subsection is to propose an extension to the secondary search
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mechanism based on the double traverse local search technique that was presented in

Algorithm 7. This enhancement has a dual purpose. First, it tries to improve the

convergence for the last feasible point that has been found at the current iteration to

find new non-dominated points towards the true Pareto-front. Secondly, new points

near the ends of the approximated surface, by means of a random nomadic pastoralism

route on the search space targeted towards the true Pareto-front, are discovered.

After having studied and analysed the two local search techniques mostly used in

multi-objective evolutionary algorithms, a novel and simple idea based on a modified

weighted scalar function emerges to implement the multi-objective secondary search

mechanism, using the double traverse local search presented for single-objective opti-

misation as the basis.

The multi-objective version of the double traverse local search mechanism is not

unduly complicated from its original form. The proposal is based on the modification

and mixture of the concepts related to the weighted scalar fitness and the lexicographic

ordering.

Firstly, in the implementation of the weighted scalar fitness, the weighted vector

is replaced by a probability vector, which is filled with random values P (m)rand ∼

U(1, 0). This probability vector is used to choose an objective, based on its assigned

probability Pi, using the roulette wheel selection technique. The chosen objective is

then used to evaluate and guide the local search through a cycle. After that, a new

objective function is selected to carry out a new search in another direction, which

could be the same as before.

As can be seen, the main feature of the proposed multi-objective local search lies

in its ability to change the orientation of the search according to the objective function

chosen to evaluate the quality of the new points or solutions that are being discovered

along the path. The multi-objective double traverse local search performs as follows:

- First, the information associated with one component indexed by the first tra-

verse is interchanged by the information associated with one component indexed

by the second traverse.

- If, as result of this interchange, a better solution is produced according to the

current objective function selected with probability Pi, then the interchange

becomes effective, otherwise the components keep their values unchanged.

- The same analysis is performed below when the interchange is carried out among

one component indexed by the first traverse and by two components indexed by

the second traverse.

124



CHAPTER 4. A MULTI-OBJECTIVE HYBRID EXTREMAL OPTIMISATION FRAMEWORK

The interesting part of this method is that, in the multi-objective version before

each single traverse is started, a new objective function is selected, which could be

the same as before. This selection of the objective gives to the current solution the

possibility to explore new places in the search space without being influenced entirely

by a particular objective. Thus, different objective functions are used according to

its individual probability Pi along the local search process. Each time that the sec-

ondary search mechanism is called, a new probability vector is generated. This allows

all objective functions to have the opportunity to lead to any double traverse local

search process. Algorithm 15 shows this novel proposed approach, which is an O(n2)

algorithm where n is the number of components of the solution.

Algorithm 15 The general multi-objective double traverse local search pseudocode.

1: Generate a random variate vector P (m)rand ∼ U(1, 0)
2: repeat
3: {First Step}
4: for each component i in the solution structure do
5: Select an objective using RWS and the P (m)rand probability
6: for each component j different from i in the solution structure do
7: if the value swap between components i and j is possible AND the solution

remains feasible AND as a result of this operation is generated a better
solution according to the selected objective then

8: Implement the operation and update the variables involved
9: if the new solution is non-dominated then

10: Incorporate it into the approximated Pareto-front set found so far
11: end if
12: end if
13: end for
14: end for
15: {Second Step}
16: for each component i in the solution structure do
17: Select an objective using RWS and the P (m)rand probability
18: for each components j and j′ different from i in the solution structure do
19: if the value swap between component i and components j and j′ is possible

AND the solution remains feasible AND as a result of this operation is
generated a better solution according to the selected objective then

20: Implement the operation and update the variables involved
21: if the new solution is non-dominated then
22: Incorporate it into the approximated Pareto-front set found so far
23: end if
24: end if
25: end for
26: end for
27: until there is no improvement in the solution
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Finally, if the local search finds a better solution then the non-dominance procedure

is called to see if the new solution should be added to the approximated Pareto-front

set found up to now. Thus, Figure 4.2 illustrates how, from the last feasible solution

that was found, the double traverse local search mechanism starts a route looking for

new non-dominated solutions.

F1

F2

Approximate point found by 

the differentiated fitness evaluation

Pareto-front point

Approximate point found by 

the double traverse local search

Figure 4.2: The double traverse local search approximation to the Pareto-front for a
bi-objective maximisation problem. F1 and F2 represent the two objective functions.

4.2.3 The Multi-Objective Hybrid Extremal Optimisation Frame-

work

The multi-objective hybrid extremal optimisation framework proposed in this chapter

is based on the single-objective framework described in Chapter 3. Herein, an initial

multi-objective framework that expands the scope of extremal optimisation toward

multi-objective problems, is presented. This framework is implemented through the

enhancement of both the differentiated fitness evaluation scheme and the secondary

search mechanism to handle multiple objectives.

A relevant consideration that must be taken into account is the fact that in multi-

objective optimisation there is not only one best solution, which has to be improved

along the evolutionary process, but an indeterminate amount of solutions that make

up the approximated Pareto-front set. For this reason, MOHEO works by simulating

the random nomadic pastoralism route [110] of nomadic peoples looking for the best

places to live temporarily. The different points that belong to the true Pareto-front

set represent those best places. Thus, the single-solution scheme, which works with

extremal optimisation, is akin to one of these communities’ trips and each time that a

good place (non-dominated Pareto-point) is found, this is registered in the community
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records (approximated Pareto-front set).

Figure 4.3 presents this novel general multi-objective hybrid extremal optimisation

framework. The modules that have not changed with respect to the description given

in Section 3.2.3 will not be discussed again. Only the new modules and the modules

that have been modified will be explained below.

Multi-Objective Hybrid Extremal 
Optimisation Framework

Initialisation Procedure

Evaluate Components' Fitness

Report Results

Rank Components' Fitness

Multi-Objective Differentiated 
Fitness Evaluation Scheme

Evaluate Solution

Select Component

Replace Component

Multi-Objective Secondary 
Search Mechanism

MOHEO Procedure

Non-Dominace Procedure

Explore New Feasible Solutions

Figure 4.3: The Multi-Objective Hybrid Extremal Optimisation (MOHEO) Frame-
work to solve multi-objective constrained combinatorial problems.

The main change in the initialisation process is to the action to be taken when

the generated initial solution is feasible. Here, if the initial solution is feasible then

this becomes the first point assigned to the approximated Pareto-front set found at

the current iteration. Recall that in multi-objective optimisation the final result is

composed of a collection of non-dominated solutions.

As was described in Section 4.2.1, the multi-objective differentiated fitness evalua-

tion for each component of the solution is carried out through an aggregating function.

This function takes each single-objective assessment of the components according to

Equation 3.3 and integrates them into a single value as specified by Equation 4.1.

127



EO APPLIED TO CCMOPs

The rank components’ fitness, select component and replace component modules

in the multi-objective framework operate in the same way as the single-objective

framework version.

Once the new solution has been generated, it is then evaluated to see whether it

is feasible or not. In the case that a feasible solution is obtained, the non-dominance

procedure is called to see if the new solution should be added to the approximated

Pareto-front set found at the current iteration. If the new solution is added, the non-

dominated procedure must verify if solutions exist in the current approximated Pareto-

front that are dominated by the new solution, which must be eliminated. Otherwise,

if an infeasible solution is generated then a new MOHEO iteration is performed.

The more radical change with respect to the single-objective framework lies in

the activation of the secondary search mechanism. In this part, instead of activating

the secondary search mechanism each time a feasible solution is found, it is triggered

at pre-set intervals throughout the execution of the multi-objective hybrid extremal

optimisation process in a periodical way. The implementation of this periodical ac-

tivation is based on the fact that extremal optimisation performs one component’s

change in an iteration of the framework. In contrast, the secondary search mechanism

could carry out an indeterminate number of component changes in the same iteration.

For this reason, the framework gives the opportunity to the extremal optimisation

part the necessary time to complete a considerable number of changes in the solution

vector to converge towards the centre part of the Pareto-front surface. Initially, this

period is defined by Formula 4.2.

b =

(

i
(

NI
Pe

) mod 2

)

(4.2)

where:

b is a Boolean variable (0—1) that indicates if the secondary search

mechanism is active (1) or not (0),

i is the value for the current iteration,

NI is the total number of iterations of the evolutionary process, and

Pe is the parameter that specifies how many times the secondary

search mechanism is activated and deactivated.

Note that this feature, in the secondary search mechanism, incorporates an addi-

tional parameter Pe to the MOHEO framework. For this reason, it is considered that

in future research this parameter can be changed to a self-adaptive function, which
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will determine when to activate or deactivate the secondary search mechanism in an

autonomous way. In this thesis, the double traverse local search approach described

in Algorithm 15 is invoked by the secondary search mechanism.

When the Boolean variable b is 0, then the extremal optimisation component

has the opportunity to perform its search strategy alone, working without assistance.

Hence, it concentrates its effects in the central part of the approximate Pareto-front

set. However, when the Boolean variable b is 1, the extremal optimisation part works

together with the double traverse local search as a combined strategy. Here, the solu-

tion starts the search towards the ends of the approximate Pareto-front set, which indi-

rectly improves the convergence toward the real Pareto-front set. Figure 4.4 shows an

expected approximated Pareto-front set when the aggregating function approximation

and the double traverse local search approximation work together for a bi-objective

maximisation problem.

F1

F2

Approximate point found by 

the differentiated fitness evaluation

Pareto-front point

Approximate point found by 

the double traverse local search

Figure 4.4: An illustrative approximated Pareto-front set, where F1 and F2 represent
the two objective functions.

The Non-Dominance procedure is responsible for generating the archive with all

non-dominated points found by the MOHEO process. Every time a feasible solution

is found, by either the extremal optimisation search or the secondary search mecha-

nism, this is sent to the non-dominated procedure. This procedure examines the new

solution to decide whether, or not, this is a new non-dominated point to be added

into the approximated Pareto-front set found at the current iteration. When a new

non- dominated point is going to be incorporated to the approximated Pareto-front

set, then it is necessary to eliminate all the points that become dominated by the new

member. Thus, it is guaranteed that the set contains only non-dominated points.

Finally, the approximate Pareto-front set found by the MOHEO process is returned
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in a file for later analysis. This analysis can be demonstrated by a graphic illustration

or by some of the metrics that were presented in Section 2.5.2.

Algorithm 16 shows the pseudocode of the multi-objective hybrid extremal opti-

misation framework for multi-objective constrained combinatorial optimisation prob-

lems.

Algorithm 16 The MOHEO framework for multi-objective CCOPs.

1: {Initialisation Procedure}
2: Generate the probability vector P
3: Initialise solution S
4: if S feasible then Add S into the approximated Pareto-front set
5: {HEO Procedure}
6: repeat
7: if the current solution is feasible then
8: Evaluate the fitness Λ(xi) for the components of the feasible solution
9: else

10: Evaluate the fitness Λ(xi) for the components of the infeasible solution
11: end if
12: Rank the components according to its fitness Λ(xi) from the worst to the best
13: Select a component based on the probability of its rank P using any selection

technique
14: Obtain a Snew in the neighbourhood of S when the selected component value

is replaced by a different one
15: Evaluate the new solution Snew

16: if Snew is feasible then
17: Apply the NonDominance(Snew) procedure
18: {Multi-Objective Secondary Search Mechanism Procedure}
19: if the current iteration is in the defined period to perform the secondary

search mechanism then
20: Snew = Apply the multi-objective secondary search mechanism to Snew

21: end if
22: end if
23: until the terminal condition is satisfied
24: return the approximated Pareto-optimal and Pareto-front sets

4.3 MOHEO Applied to Multi-Objective CCOPs

This section explains how the multi-objective hybrid extremal optimisation framework

is applied to the multi-objective knapsack, the multi-objective quadratic assignment

and the multi-objective permutation flow-shop scheduling problems. These problems

were chosen because they are amongst the most well-studied problems and form the

130



CHAPTER 4. A MULTI-OBJECTIVE HYBRID EXTREMAL OPTIMISATION FRAMEWORK

basis of many different applications [69, 126, 168, 324]. For this reason, it is possible to

find public benchmark problem instances for them with the necessary data to perform

a proper comparison with other methods. These three problems with their respective

benchmark problem instances will be used later to test the effectiveness of the new

MOHEO approach.

Below, a concise description for each problem and the relevant aspects of its im-

plementation is described.

4.3.1 Multi-Objective Knapsack Problem

The knapsack problem has been widely used as a benchmark problem to compare

new general-purpose meta-heuristics. Moreover, there are several real-world problems

that can be modelled like the knapsack problem, specially those that must assign a

series of items linked with a profit and cost to a resource (knapsack) with limited

capacity [289]. The idea is to maximise the profit without overloading the resource’s

capacity.

The multi-objective version of the classical 0/1 knapsack problems can be obtained

by adding more knapsacks to the problem. Thus, each knapsack has an associated

objective function and the solution vector applied to all objectives or knapsacks is the

same. Many real-world applications can be found where a multi-objective knapsack

representation has been used to solve a particular problem [50, 157, 164, 174, 296].

Formally, it can be represented as:

Maximise ~f(~x) = {f1(~x), f2(~x), . . . , fm(~x)} (4.3)

with

f j(~x) =

n
∑

i=1

pijxi, ∀j 1 ≤ j ≤ m

Subject to

n
∑

i=1

wijxi ≤ cj , ∀j 1 ≤ j ≤ m

xi ∈ {0, 1}, ∀i 1 ≤ i ≤ n

where:

pij is the profit of item i in knapsack j,

wij is the weight of item i in knapsack j,

cj is the capacity of the knapsack j,
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~x is the solution vector (x1, x2, . . . , xn), and

xi is the ith component in the solution vector, 1 if the item is in the

solution, 0 otherwise.

4.3.1.1 Implementation

The implementation of the multi-objective knapsack problem takes as its basis some

elements from the single-objective multi-dimensional knapsack problem implementa-

tion. This section describes the most relevant issues in this application so as to achieve

a comprehensive understanding of it.

The representation of the solution for the multi-objective knapsack problem is the

same as that used for the multi-dimensional knapsack problem illustrated in Figure 3.9.

When the value 1 is assigned to a component this means that the item associated

with this component is inside all knapsacks. On the other hand, when the value 0 is

assigned to one component, it means that the item associated to this component is

not considered to be put into the knapsacks. The initial solution is created through

a random generation of binary values from the set {0, 1} for each item. In the case

of an initial feasible solution, this is saved in an archive as the first point in the

approximated Pareto-front set.

Note that the difference between the multi-dimensional knapsack problem and the

multi-objective knapsack problem is that the former consists of one objective func-

tion with m different constraints however the latter consists of m objective functions

with only one constraint. Thus, the multi-objective fitness evaluation Λ(xi) is given

by Equation 3.2, where the single-objective fitness evaluation λ(xi) is given by Equa-

tion 3.3, which is the same as the one used by the multi-dimensional knapsack problem.

The difference in applying Equation 3.3 to one or another type of problem is just the

number of constraints that must be considered when calculating the fitness.

When the solution is feasible, the components that potentially could be put in the

knapsacks which keep the feasibility and contribute a high profit for each objective

function are considered to be the components that degrade the current solution. This

is because its absence prevents a better evaluation being obtained. Now, when the

solution is infeasible, the components that potentially could be taken out from the

knapsacks, eliminating the infeasibility and having a low profit, are considered as the

components that degrade the current solution. This is because its presence ensures

that the solution becomes infeasible.

When a feasible solution is found then the double traverse local search is called, on
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the condition that the current generation is within an active period for the secondary

search mechanism. Here, the multi-objective double traverse local search performs the

swapping between items that are inside the knapsack with those that are outside. The

pseudocode of the multi-objective local search interpretation for the multi-objective

knapsack problem is described in Algorithm 17.

Algorithm 17 The multi-objective double traverse local search for the MOKP.

1: Generate a random variate vector P (m)rand ∼ U(1, 0)
2: repeat
3: for each item i within the knapsack do
4: Select an objective using RWS and the P (m)rand probability
5: for each item j out of the knapsack do
6: if the solution remains feasible when item i is exchanged by item j AND

the evaluation of the new solution is increased then
7: Implement the operation and update the variables that were involved
8: if the new solution is non-dominated then
9: Incorporate it into the approximated Pareto-front set found so far

10: end if
11: end if
12: end for
13: end for
14: for each item i within the knapsack do
15: Select an objective using RWS and the P (m)rand probability
16: for each item j and j′ out of the knapsack do
17: if the solution remains feasible when item i is exchanged by item j and j′

AND the evaluation of the new solution is increased then
18: Implement the operation and update the variables that were involved
19: if the new solution is non-dominated then
20: Incorporate it into the approximated Pareto-front set found so far
21: end if
22: end if
23: end for
24: end for
25: until there is no improvement in the solution

The multi-objective hybrid extremal optimisation procedure is repeated for a pre-

set number of iterations. Finally, the approximated Pareto-optimal and the Pareto-

front set that were found by the approach are returned as output. Algorithm 18 shows

the multi-objective hybrid extremal optimisation pseudocode for the multi-objective

knapsack problem.
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Algorithm 18 The MOHEO framework for the multi-objective knapsack problem.

1: Generate the probability vector P
2: Initialise a solution S with random values from {0, 1}
3: if S feasible then Add S into the approximated Pareto-front set
4: repeat
5: if the current solution is feasible then
6: Evaluate the fitness Λ(xi) for the components of the feasible solution
7: else
8: Evaluate the fitness Λ(xi) for the components of the infeasible solution
9: end if

10: Rank the items according to its fitness Λ(xi) from the worst to the best
11: Select an item based on the probability of its rank P using RWS
12: Obtain a Snew in the neighbourhood of S changing the value of the selected

item to 0 or 1 as appropriate
13: Evaluate the new solution Snew

14: if Snew is feasible then
15: Apply the NonDominance(Snew) procedure

16: if

(

g

(NI
Pe )

mod 2

)

then

17: Snew = Apply the multi-objective secondary search mechanism to Snew

18: end if
19: end if
20: until the terminal condition is satisfied
21: return the approximated Pareto-optimal and Pareto-front sets

4.3.2 Multi-Objective Quadratic Assignment Problem

The Quadratic Assignment Problem (QAP) is a well-known NP-hard optimisation

problem [253] with a considerable number of real-world applications [48]. The quadratic

assignment problem occurs in applications such as layout of malls, hospitals and air-

port terminals, location of electronic components in an integrated circuit, distribution

of resources in a collection centre, and any other case where it is necessary to assign a

set of facilities to specific locations. The objective is to minimise the cost associated

with the flows of items amongst facilities and the distance between them.

Now, when there are two or more different sorts of flows amongst facilities, which

must be assigned to a location, then the problem becomes a multi-objective quadratic

assignment problem (MOQAP). For instance, a hospital could require the simulta-

neous minimisation of the costs associated with the flow of doctors, patients, nurses,

visitors, and equipment between the different facilities, remembering that the distance

amongst the location where the facilities are assigned must also be minimised too.

Formally, the multi-objective quadratic assignment problem can be represented as:
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Minimise ~C(~π) = {C1(~π), C2(~π), . . . , Cm(~π)}, π̄ ∈ Ω (4.4)

with

Ck(~π) =

n
∑

i=1

n
∑

j=1

aijb
k
πiπj

, 1 ≤ k ≤ m (4.5)

where:

m is the number of objectives or flows,

n is the number of facilities/locations,

πi is the facility in the location i in permutation ~π,

Ω is the set of all permutations,

aij is the distance between location i and location j, and

bkπiπj
is the kth flow from facility assigned to location i to facility as-

signed to location j.

4.3.2.1 Implementation

An integer vector can represent the solution for the multi-objective quadratic assign-

ment problem, where the index of the vector indicates the location number and the

value stored in each component of the vector denotes the number of the facility that

was assigned to the respective location. The different possible solutions are repre-

sented by the permutations of facilities between locations. Figure 4.5 illustrates the

representation of a solution for the multi-objective quadratic assignment problem.

9 5 7n163 2 84 ...

1 2 . . . n

Location number

Solution

Facility number

Figure 4.5: An example of a solution vector for the MOQAP.

The initial solution is generated by a random permutation that is directly added

as the first point in the approximated Pareto-front set. Note that the permutation

representation for the multi-objective quadratic assignment problem only generates

feasible solutions. For this reason, the separated fitness evaluation scheme will be

applied only using the branch when the current solution is feasible.

The differentiated fitness evaluation is applied to identify which facilities, that
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have been assigned to different locations, degrade the solution. Taking as reference

Equation 3.2 and considering that there is no constraint that may be violated or

satisfied (Vi or Si), only the component wi that is related to a profit or cost coefficient

is considered. Equation 4.6 illustrates the single-objective fitness evaluation for the

feasible case based on the flow from one facility to the rest of them.

λk(xi) =















−
∑n

j=1 aijbπiπj
for feasible solutions

NULL for infeasible solutions

(4.6)

where:

n is the number of facilities/locations,

πi is the facility assigned to location i in permutation ~π,

aij is the distance between location i and location j,

bπiπj
is the flow from facility assigned to location i to facility assigned

to location j, and

λk(xi) is the kth single-objective fitness function applied to the ith com-

ponent.

Thus, each time a new solution is generated, the fitness function looks for the

facilities that contribute to the larger flow/distance costs, because these are considered

as the components that degrade the solution. This is due to their current assignments

preventing the solution from achieving a better evaluation, as the aim is to minimise

the objective function.

The roulette wheel technique is used to select one of the worst evaluated facilities

according to its probability P . The chosen facility is permuted with other randomly

selected facility. This means that they interchange the location where they were

previously allocated.

Next, the double traverse local search is called on the condition that the cur-

rent generation is within an active period for the secondary search mechanism. For

the multi-objective quadratic assignment problem, the double traverse local search

is applied by carrying out swaps between the facilities that are assigned to different

locations. By the fact that this problem works with a permutation representation of

the solution, the second part of the double traverse local search algorithm is not ap-

plicable. Algorithm 19 presents the double traverse local search pseudocode adapted

to work with the multi-objective quadratic assignment problem.
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Algorithm 19 The multi-objective double traverse local search for the MOQAP.

1: Generate a random variate vector P (m)rand ∼ U(1, 0)
2: repeat
3: for each location i do
4: Select an objective using RWS and the P (m)rand probability
5: for each location j do
6: if the evaluation of the new solution is decreased when the facility assigned

to location i is swapped with the facility assigned to location j then
7: Implement the operation and update the variables that were involved
8: if the new solution is non-dominated then
9: Incorporate it into the approximated Pareto-front set found so far

10: end if
11: end if
12: end for
13: end for
14: until there is no improvement in the solution

The multi-objective hybrid extremal optimisation procedure is repeated for a pre-

set number of iterations. Finally, the approximated Pareto-optimal and the Pareto-

front set that were found by the approach are returned as output. Algorithm 20 shows

the multi-objective hybrid extremal optimisation pseudocode for the multi-objective

quadratic assignment problem. Note that the conditions to verify the feasibility of the

solution are not present, as the representation of the solution only generates feasible

solutions.

Algorithm 20 The MOHEO framework for the MOQAP.

1: Generate the probability vector P
2: Initialise a solution S with random assignment of facilities to locations
3: Add S into the approximated Pareto-front set
4: repeat
5: Evaluate the fitness Λ(xi) for the components of the solution
6: Rank the facilities according to its fitness Λ(xi) from the worst to the best
7: Select a facility based on the probability of its rank P using RWS
8: Obtain a Snew in the neighbourhood of S, swapping the location of the selected

facility with the location of another facility randomly chosen
9: Evaluate the new solution Snew

10: Apply the NonDominance(Snew) procedure

11: if

(

g

(NI
Pe )

mod 2

)

then

12: Snew = Apply the multi-objective secondary search mechanism to Snew

13: end if
14: until the termination condition is satisfied
15: return the approximated Pareto-optimal and Pareto-front sets
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4.3.3 Multi-Objective Permutation Flow-Shop Scheduling Problem

The Multi-Objective Permutation Flow-Shop Scheduling Problem (MOPFSSP) is one

of the variants of the Flow-Shop problems and it is one of the most commonly studied

scheduling problems [108]. Some of the multiple objectives that can be applied to

this problem are the optimisation of the makespan, the total flow time, the maximum

tardiness, and the total tardiness. This problem has a search space of size n! making

it in an NP-hard problem, where n is the number of jobs.

The permutation flow-shop scheduling problem consists of the allocation of a set

of N jobs to be processed by a set of M machines. All machines perform the same

sequences or schedules of jobs that are represented as a permutation π = {π1, . . . , πn}

and all jobs are processed by machines that are technologically identical. The machines

are visited for all jobs in the same sequence from M1 to Mm. The main constraint in

this problem is that the jth job assigned to the ith machine can only start its processing

when both the jth job has finished its processing in the (i− 1)th machine and the ith

machine is available. The flow-shop scheduling can be modelled by a completion time

matrix C(j, i) that can be filled following Equations 4.7 to 4.10.

C(π1, 1) = P (π1, 1) (4.7)

C(πj, 1) = C(πj−1, 1) + P (πj , 1) 2 ≤ j ≤ n (4.8)

C(π1, i) = C(π1, i− 1) + P (π1, i) 2 ≤ i ≤ m (4.9)

C(πj , i) = max{C(πj−1, i), C(πj , i− 1)}+ P (πj , i) 2 ≤ j ≤ n

2 ≤ i ≤ m (4.10)

where:

n is the number of jobs,

m is the number of machines,

C(πj, i) is the completion time for the jth scheduled job performed in the

ith machine,

P (πj, i) is the processing time of the jth scheduled job in the ith machine.

The completion time for a job is Cj is given when the job has been processed by

the last machine, that is Cj = Cj,m.

The objective functions are given by the minimisation of the maximum completion

time or makespan Cmax, the minimisation of the maximum tardiness Tmax and the
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minimisation of the sum of the completion times Csum represented by Equations 4.11,

4.12 and 4.13.

Cmax = max{Cj |j = 1, 2, ..., n} (4.11)

Tmax = maxTj = {{(Cj −Dj), 0}|j = 1, 2, ..., n} (4.12)

Csum =
n
∑

j=1

Cj (4.13)

where:

n is the number of jobs, and

D(j) is the due date for the jth job.

4.3.3.1 Implementation

The solution for the multi-objective permutation flow-shop scheduling problem can

be represented by an integer vector, which describe the sequence of n jobs that are

going to be processed by m machines. Each job is distinguished by its identification

number. The different possible sequences of jobs or solutions are represented by any

permutation of the n jobs. Figure 4.6 illustrates the representation of the solution for

the multi-objective permutation flow-shop scheduling problem.

6 2 8...195 3 47 n

1 2 . . . n

Solution

Job number

Figure 4.6: An example of a solution vector for the MOPFSSP.

The initial solution is generated by a random permutation of jobs. Like the multi-

objective quadratic assignment problem the permutation representation for the multi-

objective permutation flow-shop scheduling problem only generates feasible solutions.

This means that the initial solution is directly added as the first point in the approx-

imated Pareto-front set. The separated fitness evaluation scheme will only be applied

using the branch when the current solution is feasible.

The differentiated fitness evaluation for this multi-objective problem has an impor-

tant difference with respect to the previous two multi-objective problems. Until now,

the objectives to be maximised or minimised have been similar to each other; that is,
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they are described by the same concept. In the case of the multi-objective knapsack

problems, each objective is described as a knapsack; likewise, in the multi-objective

quadratic assignment problem, each objective is described as a flow. However, for

the multi-objective permutation flow-shop scheduling problem, the objectives are de-

scribed by different concepts such as the completion time or makespan Cmax, the

tardiness Tmax and the sum of the completion times Csum.

In this thesis, the bi-objective instances for the multi-objective permutation flow-

shop scheduling problem will be considered. One objective is related to minimise the

maximum makespan Cmax and the other objective is associated with minimising the

maximum tardiness Tmax. These objective functions are not similar. For this reason,

Equation 3.2 evaluates each of these objectives in a different way.

Furthermore, this problem has a couple of features that are important to highlight.

First, like in the multi-objective quadratic assignment problem, there is no constraint

that may be violated or satisfied (Vj or Sj). Additional to that, there is not a profit or

cost coefficient to be considered as the wi component. However, it is possible to know

the makespan Cj and tardiness Tj values per job, which are used to evaluate both

objective functions. Thus, Equations 4.14, 4.15 and 4.16 illustrate the differentiated

fitness evaluation that is applied to identify which jobs degrade the solution.

λ′(xj) =















−Cj for feasible solutions

NULL for infeasible solutions

(4.14)

λ′′(xj) =















−T j for feasible solutions

NULL for infeasible solutions

(4.15)

Λ(xj) = λ′(xj) + λ′′(xj) ,∀j 1 ≤ j ≤ n (4.16)

where:

Cj is the normalised makespan for the jth job,

T j is the normalised tardiness for the jth job, and

Λ(xj) is the multi-objective fitness of the jth job.
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The fitness function looks for the jobs that contribute to the larger makespan

and tardiness values as these are considered to be the components that degrade the

solution. As the aim is to minimise the objective function, the current assignment for

these components prevents the solution achieving a better evaluation.

The roulette wheel technique is used to select one of the worst evaluated jobs

according to its probability P . The chosen job is permuted with other randomly

selected jobs. The new solution is evaluated and then examined by the non-dominance

function to verify if this is a new non-dominated point.

After this, the double traverse local search is called on the condition that the cur-

rent generation is within an active period for the secondary search mechanism. For

the multi-objective permutation flow-shop scheduling problem, the double traverse

local search is applied by carrying out swaps between the jobs. Due to the permu-

tation representation, like in the multi-objective quadratic assignment problem, only

the simple swap part is performed. Algorithm 21 presents the double traverse local

search pseudocode adapted to work with the multi-objective permutation flow-shop

scheduling problem.

Algorithm 21 The multi-objective double traverse local search for the MOPFSSP.

1: Generate a random variate vector P (m)rand ∼ U(1, 0)
2: repeat
3: for each job i do
4: Select an objective using RWS and the P (m)rand probability
5: for each job j do
6: if the evaluation of the new solution is decreased when job i is swapped

with job j then
7: Implement the operation and update the variables that were involved
8: if the new solution is non-dominated then
9: Incorporate it into the approximated Pareto-front set found so far

10: end if
11: end if
12: end for
13: end for
14: until there is no improvement in the solution

The multi-objective hybrid extremal optimisation procedure is repeated for a pre-

set number of iterations. Finally, the approximated Pareto-optimal and the Pareto-

front set that were found by the approach are returned as output. Algorithm 22 shows

the multi-objective hybrid extremal optimisation pseudocode for the multi-objective

permutation flow-shop scheduling problem. Note, like the quadratic assignment prob-
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lem, the conditions to verify the feasibility of the solution are not present, as the

representation of the solution generates only feasible solutions.

Algorithm 22 The MOHEO framework for the MOPFSSP.

1: Generate the probability vector P
2: Initialise a solution S with random assignment of jobs
3: Add S into the approximated Pareto-front set
4: repeat
5: Evaluate the fitness Λ(xi) for the components of the solution
6: Rank the jobs according to their fitness Λ(xi) from the worst to the best
7: Select a job based on the probability of its rank P using RWS
8: Obtain a Snew in the neighbourhood of S, swapping the selected job with an-

other job randomly chosen
9: Evaluate the new solution Snew

10: Apply the NonDominance(Snew) procedure

11: if

(

g

(NI
Pe )

mod 2

)

then

12: Snew = Apply the multi-objective secondary search mechanism to Snew

13: end if
14: until the termination condition is satisfied
15: return the approximated Pareto-optimal and Pareto-front sets

4.4 Computational Experiments

The proposed multi-objective hybrid extremal optimisation algorithm was coded in

the C language and compiled with gcc. The computing platform used to perform the

tests had a 1.86 GHz Intel Core2 CPU, 917 MB of memory and ran under a Linux

OS.

Each problem instance was run ten times. For each run the random seed was

changed to a new value. The number of iterations to complete a multi-objective hybrid

extremal optimisation process was 100000. The tests performed for each problem with

a large number of iterations reported no significant improvements in results. The τ

parameter was tested within the range of values between 1.1 and 2.8 in increments of

0.1. For values outside this range of τ the results were not competitive. As a result,

τ was set at 1.4 for all instance problems, which gave the best overall results. The

same τ has been reported in previous research [42, 143, 243] as being a good value to

obtain efficient solutions.

The three basic concepts to be considered in this section for multi-objective opti-

misation are:
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1. Minimise the convergence - that is the Pareto-front distance produced by this

proposal with respect to the true Pareto-front (assuming that it is known).

2. Maximise the diversity - that is the distribution of solutions, so that a Pareto-

front distribution which is as uniform as possible can be produced.

3. Maximise the coverage - that is to extend the Pareto-front solutions towards the

furthest areas of the landscape.

The results are presented by means of plotted graphics and by using some on the

metrics described in Section 2.5.2.

4.4.1 Test Data for the MOKP

In this first experiment, the multi-objective hybrid extremal optimisation algorithm

is applied to solve a group of six different multi-objective knapsack instance problems

from Zitzler and Thiele [324]. The test instance problems and test data were obtained

from Zitzler and Laumanns [320].

The test data was generated with the following features. The profit and weight

arrays are formed by uncorrelated random integers in the interval [10,100]. The knap-

sack capacity is set to half the total weight of all items with respect to a particular

knapsack. That is:

ci = 0.5

m
∑

j=1

wij

The name of the problem is presented through the nomenclature MOKP.nnn.m

where nnn is the number of items and m is the number of objectives.

4.4.1.1 Results

For the first four problems, MOKP.100.2, MOKP.250.2, MOKP.500.2 andMOKP.100.3,

the results are compared with the true Pareto-optimal set (POS), which is avail-

able in Zitzler and Laumanns [320]. For the last two problems, MOKP.750.2 and

MOKP.750.3, the results are compared with those obtained by the Strength Pareto

Evolutionary Algorithm 2 (SPEA2) and Non-Dominated Sorting Genetic Algorithm

II (NSGA-II). The reason for using this particular selection of problems and bench-

marks of comparison was due to the availability of experimental results in Zitzler and

Laumanns [320].
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Below, Figures 4.7, 4.8 and 4.9 show the plotted graphs for the results obtained

with the bi-objective knapsack instances MOKP.100.2, MOKP.250.2 and MOKP.500.2

respectively. Figures 4.10 and 4.11 show the plotted graphs for the results obtained

with the tri-objective knapsack instances MOKP.100.3.
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Figure 4.7: The MOHEO result of a single typical run for the bi-objective MOKP test
problems with 100 items versus the true POS.
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Figure 4.8: The MOHEO result of a single typical run for the bi-objective MOKP test
problems with 250 items versus the true POS.
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Figure 4.9: The MOHEO result of a single typical run for the bi-objective MOKP test
problems with 500 items versus the true POS.
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Figure 4.10: The Pareto-optimal set for the three objective MOKP test problems with
100 items.
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Figure 4.11: The MOHEO result of a single typical run for the three objective MOKP
test problems with 100.

Next, Figure 4.12 shows the plotted graph with the results for the bi-objective

knapsack instance MOKP.750.2 and Figures 4.13, 4.14 and 4.15 show the plotted

graphs with the results for the tri-objective knapsack instance MOKP.750.3.
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Figure 4.12: The MOHEO result of a single typical run for the bi-objective MOKP
test problems with 750 items versus SPEA2 and NSGA-II.
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Figure 4.13: The MOHEO result of a single typical run for the three objective MOKP
test problems with 750 items.
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Figure 4.14: The SPEA2 result of a single typical run for the three objective MOKP
test problems with 750 items.
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Figure 4.15: The NSGA-II result of a single typical run for the three objective MOKP
test problems with 750 items.

Tables 4.9 and 4.10 present the S-metric and C-metric values respectively for the re-

sults obtained for the multi-objective knapsack instance MOKP.750.2 and MOKP.750.3.

Problem name MOKP.750.2 MOKP.750.3
χ̄ σ χ̄ σ

MOHEO 3.86941 × 107 5.37987 × 104 2.33542 × 1011 5.11311 × 108

SPEA2 3.48117 × 107 3.54090 × 105 1.91337 × 1011 1.94082 × 109

NSGA-II 3.34971 × 107 4.05495 × 105 1.82142 × 1011 2.07875 × 109

Table 4.9: The S-metric values for the MOKP.750.2 and MOKP.750.3 test problems.
The values are the averages and the standard deviations for the 10 runs.

Problem name MOKP.750.2 MOKP.750.3
MOHEO SPEA2 NSGA-II MOHEO SPEA2 NSGA-II

MOHEO - 0.0828 0.02264 - 0.5977 0.87957
SPEA2 0.45518 - 0.17572 0.07739 - 0.7961
NSGA-II 0.40276 0.64536 - 0.00872 0.0169 -

Table 4.10: The C-metric values for the MOKP.750.2 and MOKP.750.3 test problems.
The values are the averages for the 10 runs.
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4.4.1.2 Discussion

With respect to the multi-objective knapsack test problemsMOKP.100.2, MOKP.250.2,

MOKP.500.2 (see Figures 4.7, 4.8 and 4.9), and MOKP.100.3 (see Figure 4.11) whose

true POS results are known (see Figure 4.10), it can be observed that the most suc-

cessful feature achieved by MOHEO is the coverage followed by the diversity and

finally the convergence. For the four test problems, the plotted graphs show that the

solutions obtained by MOHEO achieve quite similar coverage when compared to the

true POS. In addition, the solutions present a regular distribution of points along the

approximated Pareto-front set for the problems with two or three objectives. However,

the number of solutions that were found are less than those in the true POS.

It is important to note that MOHEO showed degradation in the convergence as the

number of variables was increased from 100 to 500 items, which can be interpreted as

MOHEO manifesting certain sensitivity to the number of items that can be processed.

For the problemsMOKP.750.2 (see Figure 4.12) and MOKP.750.3 (see Figure 4.13),

which are compared against the well known methods SPEA2 and NSGA-II (see Fig-

ures 4.14 and 4.15), it can be observed again that the most successful feature achieved

by MOHEO is the coverage. By looking at the figures it may be seen that in both test

problems the area or surface covered by the approximated Pareto-front set obtained

with the proposed algorithm is broader than those found by SPEA2 and NSGA-II.

Diversity worked quite well for the test problem with two objectives, but the test

problem with three objectives shows some surface areas without solutions. Now, when

the distribution of points between test problems MOKP.100.3 and MOKP.750.3 was

compared, it can be inferred that the greater the number of items, the greater the

difficulty to achieve a uniform distribution of points.

It is interesting to note that the convergence seems to be the weak point of the

implementation to solve the multi-objective knapsack problem through the MOHEO

framework. Despite reaching an attainment surface very close to those achieved by

SPEA2 and NSGA-II, only a few points dominate those of SPEA2.

The test problems MOKP.750.2 and MOKP.750.3 can be analysed in a better way

by presenting some metrics that help to reinforce the information presented in Figures

4.12, 4.13, 4.14 and 4.15. Thus, the S-metric and C-metric proposed by Zitzler [318]

are given. The S-metric measures how much of the objective space is dominated

by a given non-dominated Pareto-front set A. This metric is useful to measure the

coverage of a solution in an independent way. A high value of this metric means a

wide coverage of the Pareto-front set under analysis. On the other hand, using the

C-metric (coverage) two Pareto-front sets can be compared to each other.
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For this, the nomenclature used is C(A,B) and the interpretation is as follows.

The value C(A,B) = 1 means that all solutions in B are dominated by A. The value

C(A,B) = 0 represents the situation where none of the solutions in B are dominated

by A. Both orderings have to be considered since C(A,B) is not necessarily equal to

1 − C(B,A). A more detailed explanation of these metrics can be found in Knowles

and Corne [166].

Table 4.9 shows that MOHEO achieves a better coverage of the dominated space

on MOKP.750.2 and MOKP.750.3. These results concur with Figures 4.12, 4.13, 4.14

and 4.15. In the test problem MOKP.750.2, Table 4.10 indicates that MOHEO dom-

inates only a reduced number of solutions of SPEA2 and NSGA-II. However, 40% to

45% of solutions from MOHEO are not dominated by either of the two other methods

(SPEA2, NSGA-II). In the case of MOKP.750.3, the table shows that MOHEO dom-

inates around 60% of the solutions of SPEA2 and 88% of NSGA-II, and less than 1%

of MOHEO solutions are dominated by either SPEA2 or NSGA-II. The latter shows

a significantly better performance of MOHEO above SPEA2 or NSGA-II.

Finally, the inferior results obtained in convergence by MOHEO suggest that ei-

ther the criterion to calculate the fitness or the secondary search mechanism was not

the most appropriate to be applied for the multi-objective knapsack problem.

4.4.2 Test Data for the MOQAP

In the second experiment, the multi-objective hybrid extremal optimisation framework

is applied to solve a group of eight different multi-objective quadratic assignment

instance problems proposed by Knowles and Corne [168]. These test problems have

ten facilities/locations with two objectives that correspond to the two flow matrices.

Three out of eight instances were created using a uniformly random instance generator

and the other five instances were created using a real-life instance generator. The

name of each instance is presented through the nomenclature KCnn-mfl-itype where

nn is the number of facilities/locations, m is the number of objectives or flows and

itype is the instance identification starting with a correlative number plus the instance

generator used (uni for uniformly random and rl for real-life distribution, which are

defined in Knowles and Corne [168]).

4.4.2.1 Results

The test instances and test data were obtained from Knowles [165]. The results are

compared with the true Pareto-optimal set (POS), which is available from this source.
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The reason to use this particular selection of problems and benchmarks of comparison

was due to the availability of experimental results from this source.

Below, Figures 4.16, 4.17 and 4.18 show the plotted graphs for the results obtained

with the MOQAP instances KC10-2fl-3uni, KC10-2fl-1rl and KC10-2fl-5rl respectively.
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Figure 4.16: The MOHEO result of a single typical run for the bi-objective MOQAP
(KC10-2fl-3uni) test problem with uniformly random distribution.
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Figure 4.17: The MOHEO result of a single typical run for the bi-objective MOQAP
(KC10-2fl-1rl) test problem with real-life distribution.
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Figure 4.18: The MOHEO result of a single typical run for the bi-objective MOQAP
(KC10-2fl-5rl) test problem with real-life distribution.

Besides, Tables 4.11 and 4.12 present the S-metric and C-metric values with the

results obtained for the multi-objective quadratic assignment instances KC10-2fl-3uni,

KC10-2fl-1rl and KC10-2fl-5rl.

Problem name KC.10.2fl-3uni
χ̄ σ

MOHEO 5.358 × 109 6.407 × 106

TruePOS 5.382 × 109 0

Problem name KC.10.2fl-1rl KC.10.2fl-5rl
χ̄ σ χ̄ σ

MOHEO 1.162 × 1013 1.893 × 109 1.305 × 1014 3.739 × 1010

TruePOS 1.162 × 1013 0 1.307 × 1014 0

Table 4.11: The S-metric values for the KC.10.2fl-3uni, KC.10.2fl-1rl and KC.10.2fl-5rl
test problems. The values are the averages and the standard deviations for ten runs.

Problem name KC.10.2fl-3uni KC.10.2fl-1rl KC.10.2fl-5rl
MOHEO TruePOS MOHEO TruePOS MOHEO TruePOS

MOHEO - 0 - 0 - 0
TruePOS 0.245924 - 0.014232 - 0.06605 -

Table 4.12: The C-metric values for the KC.10.2fl-3uni, KC.10.2fl-1rl, and KC.10.2fl-
5rl test problems. The values are the averages for the ten runs.
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4.4.2.2 Discussion

From the experiments performed for the multi-objective quadratic assignment problem

it can be said that in five out of eight instance problems, MOHEO successfully achieved

the true POS. These test problems are KC.10.2f.1uni, KC.10.2f.2uni, KC.10.2f.2rl,

KC.10.2f.3rl and KC.10.2f.4rl. The remaining three problems KC.10.2f.3uni (see Fig-

ure 4.16), KC.10.2f.1rl (see Figure 4.17), and KC.10.2f.5rl (see Figure 4.18), MOHEO

reached solutions very close to the true POS. For this reason, C-metric and S-metric

were used again to quantify the performance of these three problems.

From the S-metric measure shown in Table 4.11 and Figures 4.16, 4.17 and 4.18 it

can be seen that the difference in the size of the dominated space between the results

obtained by the multi-objective hybrid extremal optimisation approach and the true

POS is minimal in favour of the true POS. In this case, the convergence, diversity,

and coverage features worked quite well. A similar situation can be observed when

the C-metric data in Table 4.12 was analysed. For the two real-life test problems the

percentage of solutions dominated by the true POS was less than 7%. The only test

problem with relatively poor quality results was KC.10.2fl-3uni, where the percentage

of solutions dominated by the true POS was around 25%.

4.4.3 Test Data for the MOPFSSP

In the third experiment, the multi-objective hybrid extremal optimisation framework

was applied to solve a set of instances for the multi-objective permutation flow-shop

scheduling problem. These instances are proposed by Ishibuchi, Yoshida and Mu-

rata [154] and consist of eight tests. These eight tests are divided into two groups, the

first with four bi-objective instances and the second with four tri-objective instances.

In this thesis, the first group of four bi-objective instances are solved and the second

group will be carried out in a future work.

The instances are defined as n-jobs andm-machines problems and can be described

as follows. The processing time of each job on each machine was specified as a random

integer in the interval (1, 99). The due date of each job was specified by adding a

random integer in the interval (−100, 100) to its actual completion time in a randomly

generated schedule. All test problems have 20 machines (i.e. m = 20). The number of

jobs n can take one of the following values n = 20, 40, 60, 80. The number of objectives

k is identified by the values k = 2, 3.

For the bi-objective tests (i.e., k = 2), to minimise the makespan and the max-
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imum tardiness were evaluated. The name of the problem is presented through the

nomenclature nnJmmMkO where nn is the number of jobs, mm is the number of

machines and k is the number of objectives.

4.4.3.1 Results

The test instances for the multi-objective permutation flow-shop scheduling problem

with their respective test data were obtained from Ishibuchi [152]. The obtained

results by MOHEO are compared with the reference Pareto-front set, which is also

available from this source. This reference Pareto-front set is made up of the all non-

dominated points found from the SPEA 2, NSGA-II and MOGLS [154] methods. The

reason to use this particular selection of problems and benchmarks of comparison was

subject to the availability of experimental results from the source.

Below, Figures 4.19, 4.20, 4.21 and 4.22 show the plotted graphs for the results ob-

tained with the multi-objective permutation flow-shop scheduling problem instances

20J20M2O, 40J20M2O, 60J20M2O and 80J20M2O respectively.
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Figure 4.19: The MOHEO result of a single typical run for the bi-objective MOPFSSP
test problems with 20 jobs and 20 machines versus the reference Pareto-front set.
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Figure 4.20: The MOHEO result of a single typical run for the bi-objective MOPFSSP
test problems with 40 jobs and 20 machines versus the reference Pareto-front set.
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Figure 4.21: The MOHEO result of a single typical run for the bi-objective MOPFSSP
test problems with 60 jobs and 20 machines versus the reference Pareto-front set.
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Figure 4.22: The MOHEO result of a single typical run for the bi-objective MOPFSSP
test problems with 80 jobs and 20 machines versus the reference Pareto-front set.

Tables 4.13 and 4.14 present the S-metric and C-metric values with the results ob-

tained for the four bi-objective permutation flow-shop scheduling instances 20J20M2O,

40J20M2O, 60J20M2O and 80J20M2O.

Problem name 20J20M2O 40J20M2O
χ̄ σ χ̄ σ

MOHEO 383824.80 29818.37 633506.50 7965.27
Reference PS 400275.00 0 741811.00 0

Problem name 60J20M2O 80J20M2O
χ̄ σ χ̄ σ

MOHEO 1160032.00 15756.96 1054911.00 25865.16
Reference PS 1409720.00 0 1173870.00 0

Table 4.13: The S-metric values for the 20J20M2O, 40J20M2O, 60J20M2O and
80J20M2O test problems. The values are the averages and the standard deviations
for ten runs.
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Problem name 20J20M2O 40J20M2O
MOHEO Reference PS MOHEO Reference PS

MOHEO - 0.010526 - 0
Reference PS 0.581896 - 1.000000 -

Problem name 60J20M2O 80J20M2O
MOHEO Reference PS MOHEO Reference PS

MOHEO - 0 - 0
Reference PS 1.000000 - 1.000000 -

Table 4.14: The C-metric values for the 20J20M2O, 40J20M2O, 60J20M2O and
80J20M2O test problems. The values are the averages for the ten runs.

4.4.3.2 Discussion

The MOPFSSP is a very interesting problem to be analysed because it has some

features which are not conducive to the hybrid extremal optimisation framework.

The results for the small 20 jobs 20 machines instance show that MOHEO was able

to find very close results with respect to the reference Pareto-front set. However, it is

necessary to note that the results were more favourable with respect to the tardiness

objective than the makespan objective (see Figure 4.19). The 20J20M2O instance

presents an effective achievement in relation to the features of coverage, diversity

and convergence. Although the approximate Pareto-front set that was found for this

instance does not match the reference Pareto-front set, the former was very close to

the latter. Through the S-metric value for this instance, it can be observed that the

area in the search space that MOHEO covers is 4% less than the space covered by the

reference Pareto-front set. Besides, the C-metric indicates that the solutions obtained

by MOHEO dominate 1% of the solutions in the reference Pareto-front set but the

latter only dominates 58% of the solutions obtained by MOHEO.

On the other hand, the results showed a different performance for the instances

40J20M2O, 60J20M2O and 80J20M2O. The three instances manifested a relatively

efficient achievement with respect to the coverage and diversity; however the conver-

gence demonstrated an evident difficulty in approaching the objective associate to the

makespan (see Figure 4.20, Figure 4.21 and Figure 4.22). This inconvenience leads

to a lack of capacity to achieve an appropriate convergence towards the reference

Pareto-front set, which is also evidenced in the C-metric value. Here, none of the

results obtained for the three instances were able to dominate any of the solutions in

the reference Pareto-front set, which in turn was able to dominate all solutions for the

results obtained by MOHEO (see Figure 4.14). Now, with respect to the S-metric it
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can be observed that the area in the search space covered by these three instances is,

on average, 14% less than the space covered by the reference Pareto-front set.

The reason for obtaining these results can be explained because of the impossibility

of achieving an adequate assessment of the contribution for each component in the

solution. This difficulty is triggered by the lack of information or data associated with

each component, such as a value of cost, profit or weight. It is believed that these

values should be integrated, rather than isolated values, into the objective functions

or constraints.

The data that comes with each problem includes the number of jobs, the number

of machines, the due date for each job and the processing time for each job in each

machine. Here, the processing time is the more relevant value to assess the contribu-

tion for each component. However, this value becomes less relevant because all jobs

are present in the solution. Thus, both objective functions, makespan and tardiness,

must try to find a way to minimise the idle time gaps that could be generated in the

machines, given the current permutation of jobs. In the case of the objective based on

tardiness, the processing time has a more functional part as this value can be used to

calculate the tardiness associate with each job in the current solution. This tardiness

value can be used to define the component that degrades the solution. However, for

the objective function based on makespan, it is not possible to calculate a value that

can be associated to each job. This is because the makespan is always related to the

last job in the permutation. Hence, this last job, which is represented by the last com-

ponent of the solution, will always be designated as the component that degrades the

solution. This means that the variability for the solutions in the makespan objective

function will be less. For this reason the convergence associated with the makespan

is deficient.

These types of problems, where the information necessary to carry out an appro-

priate fitness evaluation for each component of the solution is not satisfactory, become

a new challenge to be taken up by the multi-objective hybrid extremal optimisation

framework. Therefore, a more comprehensive study about the incorporation of an

inseparable fitness evaluation technique for problems that do not provide the neces-

sary information to accomplish a separable evaluation for each component, is required.

This will extend the range of problems that the multi-objective hybrid extremal opti-

misation framework could solve.
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4.5 Summary

This chapter has described the MOHEO framework to solve multi-objective con-

strained combinatorial optimisation problems. Firstly, the extension of the differ-

entiated fitness evaluation scheme described in Section 3.2.1 was performed. This

extension was developed by the incorporation of an aggregating function approach,

which allows the assessment of the contribution for each component of the solution

when there are two or more objective functions. Secondly, the extension of the double

traverse local search as the secondary search mechanism described in Section 3.2.2

was carried out. This extension is elaborated through the incorporation of a nomadic

double traverse system based on the modification and mixture of the weighted scalar

fitness and the lexicographic ordering.

The integration of both extensions makes possible the implementation of the MO-

HEO framework. The former is used as the main search mechanism to carry out

a coarse-grain exploration on the search space, taking advantage of particular char-

acteristics such as its small requirements for parameterisation and implementation,

and its stochastic nature of exploration. The latter is used as a secondary search

mechanism to carry out a fine-grain exploration on the search space by refining new

feasible solutions found in the main framework and improving the convergence toward

the true Pareto-optimal set. Also it is able to expand the surface dominated by the

Pareto-front towards their ends, discovering new non-dominated points.

The computational study has proved that the alliance of a simple extension of

HEO and a secondary local search technique to handle multi-objective combinatorial

problems, is competitive and efficient. However, when the information that comes with

some problems is not enough to implement an adequate evaluation of the components

of the solution, MOHEO has difficulties to converge towards some objective functions.

For the MOKP, MOHEO demonstrated a similar coverage when it was compared

with the true Pareto-optimal set and a better coverage with respect to SPEA2 and

NSGA-II, that is the MOKP experiments performed better for larger problems. The

achieved diversification was acceptable for most instances.

The best results were obtained with MOQAP, having an almost perfect output.

The experiments for MOPFSSP showed a drawback with regards to MOHEO when

there was not enough information to evaluate the components’ fitness. The results

for the smaller instance with 20 jobs were reasonably competitive; however, the larger

problems evidenced a deficiency in the convergence towards the objective associated

with the makespan.
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The results reported are preliminary, but promising. This study highlights the

need to implement an inseparable fitness evaluation technique for problems that do

not provide the necessary information to carry out a separable evaluation for each

component, which will be addressed in the next chapter. Future work will also include

a population-based extension of MOHEO to improve the performance of the approach.

Furthermore, a new series of experiments will be executed to solve more complex

test problems for MOKP, MOQAP and MOPFSSP. Also, there exists a considerable

number of other multi-objective combinatorial problems that could be tested using

MOHEO.

4.6 Contributions

Based on the theoretical development and the results of the experimentation phase,

it is evident that the following objective has been achieved:

• To present an initial extremal optimisation framework which can be applied to

solve constrained combinatorial optimisation problems for multi-objective cases.

With the fulfilment of this objective, it is believed that the work developed in this

chapter has contributed to the knowledge of constraint handling, extremal optimisa-

tion and hybrid methods for multi-objective CCOPs in the following ways:

• The multi-objective differentiated fitness evaluation scheme is developed as an

extension of the single objective version for extremal optimisation. This exten-

sion allows extremal optimisation to solve single and multi-objective problems

with or without constraints for the representation of solutions that generate

either exclusively feasible solutions or infeasible solutions.

• The multi-objective double traverse local search algorithm is developed as an

extension of the single objective version. This algorithm incorporates a modified

weighted scalar fitness, which is merged with the lexicographic ordering method.

As a result, a mechanism that allows the single solution in EO to travel towards

the ends of the approximate Pareto-front set in a nomadic way, is achieved.

That is, the single-solution permanently walks on the landscape looking for

better non-dominated points.

• A multi-objective hybrid extremal optimisation framework is generated as an

improvement to the hybrid extremal optimisation framework. This is the first

160



CHAPTER 4. A MULTI-OBJECTIVE HYBRID EXTREMAL OPTIMISATION FRAMEWORK

multi-objective version based on the canonical extremal optimisation meta-

heuristic to solve multi-objective CCOPs. Thus, MOHEO responds to the need

for implementing a multi-objective version of EO as was determined in Sec-

tion 2.3.2.2.

• A number of derivate research areas as mentioned in Section 4.5 emerge from

the work developed in this chapter. This offers the possibility to investigate the

capacity of MOHEO to solve new multi-objective CCOPs, and thus improving

the MOHEOmechanism, especially in regards to convergence, given the addition

of new features.

161





Chapter 5

Application in RFID Antenna

Design

5.1 Introduction

The genesis of Radio Frequency IDentification, or RFID, is associated with the creation

of the radar system [181]. Radar was created with the idea of identifying objects by

sending out a stream of radio waves which in turn bounced off objects, returning

the signal to the radar, which could identify the existence of objects as well as their

distance and speed. From these concepts, Harry Stockman published in 1948 the work,

Communication by Means of Reflected Power [276], which is considered the seminal

work on RFID. Nowadays, RFID is the technology used to identify, in an automatic

way, objects at a distance without any physical or sight contact. This has lead to

RFID being widely used in applications such as smart cards, electronic passports,

access control, container identification, animal identification, sporting events, medical

applications and industrial automation [114]. RFID requires a tag, which consists

of a microchip together with a radio antenna. This tag is used to uniquely identify

the bearer of it. One of the main challenges in creating this tag is the design of the

antenna. Engineers must seek new ways to make an antenna as small as possible

but still one with powerful transmission capabilities. With a small antenna, the tag

becomes more tightly packed and is easier to transport by the bearer. However, the

design of these antennas has been developed, not so long ago, through an empirical

human process using the technical know-how gained in the area. This has mainly

happened due to the lack of analytical methods which allow creating a design from

any structure. Also, it implies a process that takes time and which generally does not

achieve the most effective design possible.
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Nature-inspired meta-heuristics, that have the ability to explore large and complex

search spaces, looking for one or more optimal solutions, can be used as search mecha-

nisms to try to find approximated optimal configurations in the design of RFID anten-

nas. There was a first attempt in design, a meander line RFID antenna, using genetic

algorithms [201]; however, this is an isolated work centred on simple and regular con-

figurations, in which there has been no new research. A more systematic and general

investigation has been developed using two other meta-heuristics to design meander

line antennas. They are the Ant Colony Optimisation (ACO) [192, 193, 246, 300, 301]

and Differential Evolution (DE) [216]. ACO has demonstrated that it is possible to

apply a nature-inspired meta-heuristic to develop a software system to design and eval-

uate meander line RFID antennas. After a series of successful works with ACO there is

a concern about whether it is possible to apply other nature-inspired meta-heuristics.

Thus, a first work using DE has been developed. This research demonstrated that

other meta-heuristics, like DE, can be used to obtain competitive results to those

obtained with ACO for a multi-objective benchmark problem. Until now, no other

meta-heuristics have been used to compare results. The application of new meta-

heuristics would validate the use of nature-inspired methods to design RFID antennas

and also to verify that the results which have been found so far for the multi-objective

benchmark problems, are the best that can be found.

The above has motivated the development of an extremal optimisation application

using the MOHEO framework, to be employed in the design of RFID antennas. The

implementation of this approach has an interesting challenge because the evaluation

for any valid solution of an antenna layout is performed by an external black-box

module provided for the free antenna modelling software package, NEC [49]. Hence,

this situation implies that there will not be the information needed to make an as-

sessment at the level of the components of the solution, thus requiring an inseparable

fitness evaluation. Herein, is presented a multi-objective hybrid extremal optimisation

approach to solve RFID antenna designs, using an inseparable fitness evaluation tech-

nique. The inseparable fitness evaluation technique will be made by borrowing the

idea of the global pheromone scheme used in ACO. This scheme will serve to main-

tain a record, over generations, of the components present in the solutions that have

a good evaluation. Thus, components with a higher presence in good solutions will

have a higher level of pheromone, which is interpreted as that these are components

that contribute to a good quality solution.

This novel inseparable fitness evaluation technique will be incorporated into the

MOHEO framework presented in Chapter 4. This extension will allow MOHEO to
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solve a new range of problems, those that have not enough information to perform a

separable fitness evaluation. For example, many industrial processes work with Pro-

grammable Logic Controllers (PLCs) [299], which are used for the automation and

control of machinery in a factory. The optimisation of these industrial processes,

through the application of a nature-inspired meta-heuristic based on extremal opti-

misation, could require detailed information about the data delivered, by the PLC

devices, in order to perform the fitness evaluation for the components of the solution.

However, usually this additional information is not available due to the fact that PLCs

work in terms of input and output data, without any knowledge of the internal work-

ing. For these cases, the inseparable fitness evaluation technique is a useful extension

for meta-heuristics based on extremal optimisation, in order to solve problems which

have an inseparable fitness evaluation feature.

The MOHEO approach is tested with the same set of benchmark problem instances

used by Lewis et al. [193] for the multi-objective ACO approach and Montgomery et

al. [216] for the multi-objective differential evolution approach. Thus, the results ob-

tained with MOHEO are compared against those obtained by the two works previously

indicated.

This chapter pursues the following objectives:

• To present an inseparable fitness evaluation technique for the extremal optimisa-

tion heuristic to handle problems that do not provide the necessary information

to perform a separable evaluation of components.

• To present an initial extremal optimisation framework which can be applied to

solve constrained combinatorial optimisation problems for a real-world multi-

objective case.

The rest of this chapter is organised as follows. Section 5.2 gives a brief description

of meander line RFID antennas and the nature-inspired methods applied to solve it

so far. Section 5.3 explains an inseparable fitness evaluation scheme to solve problems

that do not provide the necessary information to perform a separable evaluation of

components. Section 5.4 presents how the multi-objective hybrid extremal optimi-

sation is applied to the design of meander line RFID antennas. Section 5.5 gives a

summary of the computational experiments developed with an analysis of them. Sec-

tion 5.6 gives a summary of the chapter and discusses the future work arising from

this study. Finally, Section 5.7 states the contributions that arise from this chapter.
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5.2 RFID Antennas

RFID systems are comprised of a set of elements that together allow it to carry out

an identification process. The most important components are the RFID tag, which

consists of two basic components: a chip that contains the identification code, with

a small memory in some cases, and the antenna that receives the requirement from

the RFID reader and returns the identification code. The RFID reader is responsible

for sending a radio frequency signal that can power the RFID tag through the energy

it harvests via the radio waves from the reader. With this collected energy, the tag

activates the circuit and transmits radio waves back to the reader with the identi-

fication code. The antenna needs to be highly efficient to harvest sufficient energy

to subsequently re-radiate with sufficient efficiency so that the reader within the read

range can reliably receive the return signal. The read range is the coverage area where

the RFID tag is able to receive the signal from the RFID reader with enough power

to energise the tag, activate the chip and return the identification code. Finally, there

is a host computer that obtains the identification codes captured by the RFID reader

for further processing, activating certain mechanisms or actions. Figure 5.1 gives a

schematic of the different components which make up a simple RFID system.

RFID

Reader
RFID

Tag

Send back code

Radio energy waves

Read range

Host Computer

Database

Figure 5.1: The simple RFID system.

The optimisation of the design of RFID antennas has the objective of maximising

the read range using an antenna as small as possible. To accomplish this, technically

speaking, it is necessary to maximise the antenna efficiency, or gain, and minimise the

resonant frequency. The efficiency or gain, for an antenna, is the state of maximum

radiation that can be achieved for the transmission. Thus, the read range is directly

proportional to the efficiency. On the other hand, the energy required to transmit a
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radio wave is directly proportional to its frequency, i.e. low frequency signals require

less energy. The resonant frequency is the frequency at which a given antenna trans-

mits the maximum energy as a signal (instead of dissipating it, typically as heat).

So in an RFID antenna, with a very small amount of energy available for the return

signal, the read range is increased if the frequency is lower. That is, more energy can

be used to make the signal greater in amplitude or strength. RFID systems operate

at particular standard frequencies and researchers try to get the best match of the an-

tenna resonant frequency with this operating frequency. Smaller antennas (desirable

for RFID) naturally have higher resonant frequencies (undesirable for RFID). Hence,

the lower the frequency, the greater the antenna size [201]. For this reason, the re-

search work is addressed to find small antenna designs with low resonant frequencies

and high efficiency.

Meander line RFID antennas are folded dipole antennas that can be represented

by a Cartesian grid [121, 246], which is symmetrical around the dipole. Hence, for

the purposes of the optimisation process, only one half of the antenna will be used

to design it. The grid is comprised of a finite number of points in a square shape.

The meander line is created by the connection of these points by horizontal or vertical

segments, so that no segment intersects another already established. Generally, all

grid points should be connected, however this is not a mandatory restriction. One

constraint is given by the fact that the meander line must start on any boundary point

on the edge of the grid that is parallel and closest to the symmetric line that divides

the two halves of the antenna. From there, a continuous line through the points of

the grid is formed. The start point is used to connect, through an additional segment,

the two-mirrored grids that form the dipole antenna. Figure 5.2 shows, using three

illustrations the Cartesian grid for a 5× 5 antenna.

The creation of a meander line for the design of RFID antennas is related to two

widely applied problems, which are the Traveling Salesman Problem (TSP) [248] and

Self-Avoiding Walks (SAWs) [231, 267]. The objective in the TSP is to find a path

that connects all points in the grid so that each point is visited once and finally return

to the starting point. Note that in the TSP, any point can be connected to any other

point. In the case of RFID, a path that connects all points must also be found, but

the rules to connect the points are more restricted than the TSP. For instance, for an

RFID antenna, each point can only be connected to the nearest points in a vertical

or horizontal way (i.e. non-diagonal); that is, those directly adjacent. Also, for an

RFID antenna, it is not necessary to return to the initial point, as is the case of the

TSP. This means that RFID is a restricted version of TSP. On the other hand, the
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Figure 5.2: (a) The grid defines a 5 × 5 antenna. (b) Illustrates a potential meander
line antenna for the grid defined in (a). (c) The dipole antenna generated through the
binding of two mirrored meander line antennas shown in (b) by a 6 mm join.

aim in SAW is to find a path that connects the grid points without generating any

crossing points on it. This closely resembles the creation of a meander line RFID

antenna; however, the main difference is in the dimension of the grid defined for both

problems. In the RFID case, the dimension of the grid is given by a finite number,

which is generally small in size. Contrarily, in the SAW case, the dimension of the grid

is infinite due to the fact that this problem is mainly used in chemistry for simulation

of linear polymer molecules in a good solvent, and polymers exist in continuous space.

The knowledge of these two other problems allows for a better understanding of the

modelling of RFID antennas as a combinatorial problem, and subsequent application

of nature-inspired meta-heuristics.

Recently, meander line RFID antenna design has been successfully solved by an

intelligent automated process using nature-inspired meta-heuristics such as ACO and

DE. Randall et al. [246] developed an initial software system to design and evaluate

meander line RFID antennas based on ant colony optimisation. The approach was
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successfully applied to solve the design of meander line RFID antenna on grids from

5 × 5 to 10 × 10. The ACO implementation works as a constructive mechanism

creating a Hamiltonian path on the grid. The NEC evaluation suite performed the

assessment of potential solutions. As NEC requires a considerable length of time

to evaluate a solution, a cache mechanism was implemented to store the evaluations

found for previous solutions. The antenna efficiency was considered the objective

to be maximised. For the 5 × 5 grid, for which the optimal result is known [121],

the approach was able to obtain an antenna design very near the optimal. For the

remaining instances, in general, very efficient antenna designs were found.

In an effort to improve the results of this preliminary research, Weis et al. [300]

proposed an extension based on a local search technique that uses an operator known

as backbite. This operator is commonly used by the SAW problem for the construction

of compact polymer chains. The backbite operator generates a new meander line

antenna from another meander line antenna by the addition of a new segment, within

the legal scope of alternatives, at the end point. The incorporation of the new segment

generates a circuit, which is solved by the elimination of other segments in the area

of the grid where the mismatch was generated. Results show an improvement in the

efficiency for all grid instances, from 5× 5 to 10× 10, compared to those obtained in

the previous work by Randall et al. [246], especially for larger grid sizes.

Until now, the optimisation in the RFID antenna design has only considered the

efficiency maximisation. However, the minimisation of the resonant frequency is also

an important aspect that should be considered. Thus, Lewis et al. [192, 193] proposed

a multi-objective version based on the two previous works. In this investigation the

design of both high and low frequency antennas was examined. The incorporation of

the new objective allows the elimination of the constraint regarding that the meander

line, that it must cover all points on the grid (that is, be a Hamiltonian walk). Results

obtained by the approximated Pareto-front sets, for the range of grid instances from

5× 5 to 10× 10, demonstrated that it is possible to produce highly efficient antennas

with low resonant frequencies and with a shorter runtime for the high frequency cases

than the low frequency cases.

A new work developed by Weis et al. [301] is appended to the previous three

where a mechanism is proposed to increment the performance of the software system

in order to design and evaluate RFID antennas based on ACO. The new proposal

reflects the a-priori knowledge and practical experience from makers and designers

regarding good or acceptable solutions. These solutions are incorporated into a pre-

seeding procedure, which generates an initial pheromone biased by those solutions.
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The new enhancement obtained very good solutions and also allowed a fine tuning of

the search procedure to occur. An achievement of this study was the decrease in the

time to find efficient designs, which led to the possibility to extend it and solve more

complex levels of optimisation problems, such as tri-objective problems.

The latest work used a new nature-inspired meta-heuristic, different to ACO, to

implement the software system in order to design and evaluate RFID antennas. Mont-

gomery et al. [216] developed the first multi-objective differential evolution approach,

whose results could be compared with those generated by the pioneering ACO version.

The main dissimilarity between ACO and DE is the way the solution is created. The

former use a constructive mechanism where each solution is gradually constructed by

incorporating the various segments that make up the meander-line in the antenna

design. In contrast, the latter starts with a complete initial solution, which is itera-

tively improved using vector differences to modify it. The results showed that DE is

an appropriate method to achieve good solutions. The differential evolution approach

was more effective for smaller antenna grid sizes, decreasing its performance as the

size increased. The latter may occur because the DE implementation did not use any

local search mechanism to improve the solutions found by it.

The work performed with DE evidently demonstrates that it is possible to im-

plement non-constructive meta-heuristics to solve the RFID antenna design prob-

lems, which is inherently constructive in nature. However, differential evolution is a

population-based search method that operates in continuous domains and it has been

commonly used to solve continuous optimisation problems. Thus, considering that

the RFID antenna design problem has been modelled as a combinatorial problem,

it could be expected that other non-constructive meta-heuristics could also achieve

competitive results to those generated by the ACO approach. Indeed, it is believed

that extremal optimisation, whose search method is especially suitable for solving

combinatorial optimisation problems, is a good candidate to achieve this purpose.

The next sections focus on the development of an extremal optimisation version

to implement the software system to design and evaluate RFID antennas.

5.3 Inseparable Fitness Evaluation Scheme

One of the main features of extremal optimisation that makes it different to other

meta-heuristics, such as evolutionary algorithms, is its component fitness evaluation

scheme. Here, each component of the solution is evaluated to assess its contribution in

obtaining the optimal solution. To do this, it is essential that the problem to be solved
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has as much suitable data or information as possible for this purpose. However, not

all problems can provide this information. For this reason, it is necessary to provide

some other mechanism that can be incorporated into extremal optimisation in order

to address these problems, which are not possible to be carried out as separable

component fitness evaluations.

In the case of the RFID antenna design problem, the available input data has a

relationship to the physical features of the antenna, such as the grid size used to design

the antenna, the side antenna size, the width of the wire and the length of the wire

segment that connects the dipole. This information, along with a proposed antenna

design, is used as input to the NEC analysis software. This software works as a black

box computation, which returns the evaluation with regard to both the efficiency and

resonant frequency for the proposed antenna design given as input. No other data

is available or known about these calculations, which may be used to perform the

component fitness evaluation.

Herein, an inseparable fitness evaluation based on the pheromone structures used

by ant colony optimisation is proposed. As it was described in Section 2.2.3, the level

of pheromone is updated in two stages. One possible scheme is as follows and is based

on Ant Colony System (ACS) [104]. Firstly, each time an ant traverses a path from the

nest to the food source, a local pheromone update is done. This action is performed

until a complete route is produced, updating the pheromone level at each section of

the route. Once all the ants have finished the creation of a route from the nest to

the food source, a second update is carried out. Here, the best route found at the

current iteration is used as a global pheromone update for each section in this route.

As extremal optimisation is not a meta-heuristic that generates a solution applying a

constructive mechanism, only the global pheromone update is considered.

The idea behind the use of the pheromone structure lies in that this works as

a element which can keep a record of the solution components that are present in

good solutions. In this way, each time either a new best solution (for single-objective

optimisation) or a new non-dominated solution (for multi-objective optimisation) is

found, then a pheromone update is performed. More specifically, with this procedure

the components that degrade the solution will have low pheromone levels and the com-

ponent that contributes to the optimality of the solution will have a high pheromone

level. Thus, the pheromone structure allows the implementation of a fitness evaluation

of the components of the solution without any specific information about the evalua-

tion of the objective function(s). Figure 5.3 shows the pheromone representation for

the RFID antenna design problem.
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Figure 5.3: An example of a pheromone vector for the RFID antenna design problem,
where n is the number of components in the solution.

The pheromone vector is initialised with a very low value. After that, the pheromone

level for each component is updated along an extremal optimisation process according

to Equation 5.1.

Φt
i = (1− α)Φt−1

i + α∆ (5.1)

where:
Φt
i is the pheromone value for the ith component at time t,

α is the pheromone decay factor, and

∆ is the pheromone positive reinforcement for the ith component if it be-

longs to a non-dominated solution, 0 otherwise.

Finally, the inseparable fitness evaluation scheme is given by Equation 5.2.

λ(xi) = Φ(xi), ∀i 1 ≤ i ≤ n (5.2)

where:
λ(xi) is the fitness evaluation for the ith component of the solution,

Φ(xi) is the pheromone level for the ith component of the solution,

n is the number of components of the solution.

The next section explains how the multi-objective hybrid extremal optimisation

framework with an inseparable fitness evaluation scheme is applied to solve RFID

antenna design problems.

5.4 MOHEO Applied to RFID Antenna Design

The implementation of the multi-objective hybrid extremal optimisation framework

to solve the RFID antenna design problem uses as its basis, the previously developed

work in the area presented in Section 5.2.

Until now, all developed approaches with either ant colony optimisation or dif-

ferential evolution, have worked with the meander line antenna design. Firstly, the
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works were focussed on creating a Hamiltonian meander line; that is, all the nodes on

the grid must be connected by a segment without generating a closed circuit. After

that, the requirement of generating a Hamiltonian walk on the grid was relaxed, which

allowed the generation of meander line antennas with different lengths. The previ-

ous requirement was imposed for the single-objective approach where the objective

function only measures the efficiency of the antenna and the resonant frequency was

minimised generating the longest antenna possible. However, with the bi-objective

approach, where the resonant frequency is addressed as an objective, the Hamiltonian

walk requirement was not necessary anymore.

Previous works fulfilled the objective of demonstrating that it is possible to develop

a software system to design and evaluate meander line RFID antennas using both a

constructive meta-heuristic, like ant colony optimisation, and a non-constructive meta-

heuristic, like differential evolution. Besides, two exploratory studies were conducted.

The former worked with a guided search using a pre-seeding pheromone, in the case of

the ant colony optimisation approach. The latter investigated the variant of building

the antenna using a wire with different widths. All this has improved both the results

found and the problem solving process. However, new questions emerge as to the

possibility of applying other nature-inspired meta-heuristics for generating antenna

designs and if it is possible to build efficient antennas with a different design to that

of a meander line.

In response to these questions, the idea of developing a MOHEO approach applied

to the RFID antenna design using modified meander lines, is proposed. The idea

of working with a modified meander line emerges from the natural fit that extremal

optimisation has to generate this type of antenna. In this way, the limitations and

extra computational work that extremal optimisation would require to generate me-

ander lines, are eliminated. Thus, the restriction of generating a single continuous line

is relaxed and now a line with loops, mesh segments and parasitic elements can be

designed. This revised scenario involves a new interpretation of how the grid is built.

In previous works, each node on the grid is tagged with an identification number

from 1 to n2, where n is the grid size, as was shown in Figure 5.2. Therefore, the solu-

tion is represented by a sequence of nodes, which are joined in order by a continuous

line to generate the antenna design. For example, in Figure 5.2 the solution S for the

grid is S = {21, 16, 11, 12, 17, 22, 23, 18, 13, 14, 19, 24, 25, 20, 15, 10, 9, 8, 7, 6, 1, 2, 3, 4, 5},

which starts from node 21. However, in a modified meander line antenna design

scheme, the same grid has a different interpretation. Here, the segments or edges that

join the nodes are tagged with an identification number from 1 to (2 × (n − 1) × n),

173



EO APPLIED TO CCMOPs

where n is the grid size, as is shown in Figure 5.4.
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Figure 5.4: (a) The grid representation for a 5×5 antenna based on segment allocation.
(b) Illustrates a potential modified meander line. (c) The dipole antenna generated
with two mirrored modified meander lines connected by a 6 mm segment.

For the modified meander line case, the solution is represented by a vector of

m = (2 × n × (n − 1)) components. Each component represents a segment that

could potentially be put in the antenna design. If the ith segment is allocated to the

antenna design, then a value of 1 is assigned to its position in the solution vector. On

the other hand, a value of 0 is assigned to represent the segment is not allocated to

the antenna design. Figure 5.5 shows a representation for the modified meander line

antenna design problem.

0 0 11111 0 01 1
1 2 . . . mSegment number

Solution

Value
1: allocated 
0: unallocated

Figure 5.5: An example of a solution vector for the modified meander line antenna.

Thus, for the antenna design given in Figure 5.2 for a grid of size 5×5, the solution

vector S, in a modified meander line antenna design, is made up by the assignment

of the value 1 in the positions 2, 4, 9, 11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24,

25, 26, 27, 28, 29, 30, 35 and 36 with all remaining positions having the value 0, as is

shown in Figure 5.6.
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Figure 5.6: The modified meander line solution that is equivalent to the meander line
solution for the example given in Figure 5.2.

This representation to design a general modified meander line antenna, becomes

a combinatorial optimisation problem similar to the knapsack problem. The main

difference between this and the problem defined in this chapter, is that the weight

for each knapsack item is known, whereas in the modified meander line antenna de-

sign there is no information related to any sort of weight that is associated with the

segments. Also, there is the constraint that a segment associated to the edge of the

grid aligned to the symmetric line, must be allocated. Taking into consideration these

differences, herein, the modified meander line antenna design will be formulated as a

multi-objective knapsack problem.

The initial solution is obtained by a random selection of segments. This mechanism

could generate an infeasible solution due to the requirement that at least one segment

associated to the edge of the grid aligned to the symmetric line, must be in the antenna

design. This is because of the additional 6 mm segment that is used to connect and

energise the two-mirrored grids that form the dipole antenna. If an initial feasible

solution is generated then this is added as the first point in the approximated Pareto-

front set.

For this particular problem, which has no available information to perform an

assessment of the components of the solution, the differentiated fitness evaluation is

implemented with the support of the inseparable fitness evaluation scheme described

in Section 5.3. Thus, Equation 5.3 illustrates the fitness evaluation to select the seg-

ment that degrades the solution to be assigned or unassigned from the antenna design.

λ(xi) =















Φ(xi) ,∀i 1 ≤ i ≤ m for feasible solutions

−Vi ,∀i ∈ M̃ for infeasible solutions

(5.3)

where:

Φ(xi) is the pheromone level for the ith component of the solution,

m is the number of components of the solution,
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Vi is the number of segments connected to the ith unassigned segment as-

sociated to the edge of the grid aligned to the symmetric line, and

M̃ is the set of segments associated to the edge of the grid aligned to the

symmetric line.

When the solution is feasible, the inseparable fitness evaluation based on the

pheromone structure is applied to define which components of the solution degrade the

solution. Thus, segments that have a low level of pheromone are chosen with a higher

probability to be allocated/unallocated than those with a high level of pheromone.

This is because a segment with a low level means that it does not contribute to

achieving a high efficiency with a low resonant frequency in the modified meander line

antenna design. On the other hand, when the solution is infeasible, this means that

none of the segments on the symmetric line is allocated. To obtain a feasible solution

again, one of them must be selected to be part of the antenna design. Hence, seg-

ments on the symmetric line with a high number of neighbouring segments connected

to it, are considered to be the components that degrade the solution. This is because

a segment that is connected to other adjacent segments has a higher probability of

generating a longer continuous line. This is important due to longer continuous lines

reducing resonant frequency.

The Roulette Wheel Selection (RWS) is used to select one of the worst evaluated

segments according to its probability P . The replacement of the value for the chosen

component (segment) is a simple process because it only has to exchange its value

from 0 to 1 or from 1 to 0, as appropriate.

Due to the very time-consuming process to evaluate the solution by the NEC

software, for now, the secondary search is not performed. However, a local search

performed manually, to discern a possible future implementation of this, is carried

out at this stage of the computational experimentation. For the same reason, as in

previous works, a caching system is implemented to reduce the number of evaluations

made by the NEC software and so to reduce the runtime of the MOHEO process.

Each time a feasible solution is found, the non-dominated procedure is activated

to update the approximated Pareto-front set found at the current iteration. If a

new non-dominated solution is found, then the pheromone level update is performed.

The MOHEO procedure is repeated for a pre-set number of iterations. Finally, the

approximated Pareto-optimal and Pareto-front sets that were found by the approach

are returned as output. Algorithm 23 shows the MOHEO pseudocode for the bi-

objective modified meander line antenna design problem.
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Algorithm 23 The MOHEO framework for the bi-objective modified meander line
antenna design problem.

1: Generate the probability vector P
2: Generate the initial pheromone structure Φ
3: Initialise a solution S with random values from {0, 1}
4: if S feasible then
5: Add S into the approximated Pareto-front set
6: Update pheromone levels Φ
7: end if
8: repeat
9: if the current solution is feasible then

10: Evaluate the fitness λ(xi) for the components of the feasible solution
11: else
12: Evaluate the fitness λ(xi) for the components of the infeasible solution
13: end if
14: Rank the components according to its fitness λ(xi) from the worst to the best
15: Select a component based on the probability of its rank P using RWS
16: Obtain a Snew in the neighbourhood of S changing the value of the selected

component to 0 or 1 as appropriate
17: Evaluate the new solution Snew

18: if Snew is feasible then
19: Apply the NonDominance(Snew) procedure
20: if a new non-dominated solution is generated then
21: Update pheromone levels Φ
22: end if
23: end if
24: until the terminal condition is satisfied
25: return the approximated Pareto-optimal and Pareto-front sets

5.5 Computational Experiments

The proposed multi-objective hybrid extremal optimisation algorithm was coded in

the C language and compiled with gcc. The NEC evaluation software used was the

version available in late October 2010. The computing platform used to perform the

tests had a 3.00 GHz Intel Core2 Duo CPU, 3.8 GB of memory and ran under a Linux

32-bit OS.

The test data for the RFID antenna design problem was the same as used in the

previous works by Lewis et al. [192] for the ACO approach and Montgomery et al. [216]

for the DE approach. These tests consist of a set of different grid sizes from 5× 5 to

10× 10. All grids have a dimension of 25× 25 mm and the width of the wire used to

generate the segment line is 1 mm. Also, there is an extra wire segment of 6 mm in

length, which is used to connect the dipole in the symmetric line.

The number of iterations to complete the MOHEO search process was set to 1000.
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For the grids of size 5 × 5, 6 × 6 and 7 × 7 an additional run with 2000 and 3000

iterations was performed to observe if lower resonant frequencies could be reached.

Each instance was run three times and for each run the random seed was changed to a

new value. At the moment, a higher number of runs were not performed because the

solution evaluation of the NEC software takes a considerable amount of runtime. For

example, one evaluation for a grid size of 5×5, can take between 15 to 90 seconds. As a

consequence, for the same grid size instance, a search process with 1000 iterations may

require, on average, about 9 hours and 30 minutes. These times become significantly

larger as the grid size is increased.

The τ parameter was set at 1.4 for all instances. This value has been reported in

previous research [42, 143, 243] as being a good value to obtain efficient solutions. The

initial pheromone level and the pheromone decay facto were set at 0.1, as these values

have been found to be robust by Dorigo and Gambardella [104]. The pheromone

positive reinforcement was set at 1.0 as a constant value. Generally, this value is

calculated as 1/L, where L is the length of the best path generated by the ants. But,

as extremal optimisation technique does not generate a path, the pheromone positive

reinforcement was implemented as a constant value.

5.5.1 MOHEO Results and Analysis

Here, an analysis of the results obtained by the MOHEO approach is performed. The

aim is to observe if MOHEO is able to generate an approximated Pareto-front set for

the objectives of maximising the efficiency and minimising the resonant frequency in

the RFID antenna design.

First, the considerable runtime required by the NEC antenna evaluation software

is an issue that must be kept in mind. As previously mentioned, for an antenna design

in a grid size of 5×5, the NEC software takes a runtime in the range of 15 to 90 seconds

per evaluation. The runtime difference depends on the particular antenna design that

requires evaluation. Thus, designs that energise the longest antenna segment lines

require the shortest runtime in the NEC software. This runtime rises considerably as

the size of the grid is increased. Thus, in a grid size of 10× 10, the evaluation for an

antenna design with the NEC software can reach a runtime of 19 minutes, on average.

Previous work on RFID antenna design leant towards the creation of antennas

through a continuous line that follows the pattern of a meander or plough path.

These continuous line antennas, besides obtaining a quick evaluation, also are able to

generate designs with lower resonant frequencies as the longer the continuous line, the

lower the resonant frequency. However, the MOHEO implementation works from a
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different point of view, with the objective of investigating new antenna design patterns

that achieve higher efficiency with lower resonant frequencies. For this reason, the

approach proposed in this chapter works by simulating a knapsack problem through

the incorporation or not of segment lines in the grid. This free allocation of segments

in the grid allows for the generation of antenna designs that do not necessarily follow

any predetermined pattern. Therefore, the probability of creating a continuous long

line is lower. This feature has a strong impact on both the increasing evaluation

runtime for the NEC software and the decreasing generation of antennas with lower

resonant frequencies.

In order to corroborate this, a set of five runs for the three grids with lower size

(5 × 5, 6 × 6 and 7 × 7) was performed. First, for each of them, three searches

with 1000 iterations each were carried out by varying the initial seed used for the

probabilistic operations of the algorithms. This was done to observe if MOHEO is

able to generate similar approximated Pareto-front sets. After that, two new searches

were performed with 2000 and 3000 iterations respectively. This has the aim of seeing

if the approximated Pareto-front set converges towards lower resonant frequencies

when the MOHEO approach has more search time. Figures 5.7, 5.8, 5.9, 5.10, 5.11

and 5.12 show the plotted graphs with the results of these computational tests.
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Figure 5.10: The MOHEO result of three single typical runs, for the 6×6 bi-objectives
RFID antenna design problems, when the iteration value changes.
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From the graphs, it can be seen that MOHEO is able to generate similar approx-

imated Pareto-front sets when the initial seed varies for different searches with the

same number of iterations. This indicates that the approach can work in a regular

form for other searches. Also, when the number of iterations is increased, the ap-

proach is able to find a greater number of points with better convergence and scope.

However, this improvement was not expected to reach solutions with lower resonant

frequencies.

In an effort to see how the convergence towards lower resonant frequencies can be

improved, a potential local search mechanism was analysed. This mechanism consists

of trying to generate, in the current solution, a continuous line as long as possible

through the modification of one or more segments. The difficulty of performing this

simple operation lies in the generated antenna design by MOHEO not following any

predefined pattern such as a meander line (see Figure 5.4). The drawn line on the

grid by the MOHEO can simultaneously produce continuous lines, branched lines,

circuits and completely isolated lines. A heuristic that can be followed is to identify

all end segment lines and to try to add a new segment without creating a circuit.

For example, Figure 5.13 (a) shows the minimum resonant frequency (RF) with its
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respective efficiency (E) that was found for the search MOHEO-1000-1 shown in Fig-

ure 5.7. This figure also identifies the end segment lines that potentially can add an

adjacent segment. From these points, only segments 31 and 37 are able to annex

a new segment without generating a circuit. Figure 5.13 (b) shows the result when

segments 32 is incorporated, starting from segment 37. Here it can be seen that the

resonant frequency decreases, but also there is a decrease in efficiency. A better res-

onant frequency is achieved when segment 9 is added as an extension of segment 31

(see Figure 5.13 (c)). This improvement is because the incorporation of segment 9

achieves a longer continuous line than the incorporation of the segment 32.
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Figure 5.13: A local search example for the 5× 5 grid size, when it is possible to add
a new segment to an end segment line without generating a circuit. The blue segment
represents the connection line.

A special case can be given here, it is not possible to add an adjacent segment

without generating a circuit. Figure 5.14 (a) illustrates this specific case for the solu-

tion with the lowest resonant frequency achieved for the MOHEO approach. Despite

the fact that it is not possible to add a new segment, there is the option of removing

any of the branched segment lines as can be seen in Figure 5.14 (b). The elimination

of one of these branched segment lines achieved a fall in the resonant frequency. This

is an interesting finding that requires more analysis; however, this was not the only

discovery. If, by eliminating segment 40, segments 5 and 9 are incorporated into the

circuit that is generated at the end of the continuous segment starting from the line

of connection, then it is possible to reduce the resonant frequency even more with a

slight increase in efficiency, which is desirable (see Figure 5.14 (c)). For these two last

cases, it is necessary to study a general local search heuristic that allows the discov-

ery of new non-dominated points towards lower resonant frequencies for the antenna

design generated by the MOHEO approach.
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Figure 5.14: A local search example for the 5 × 5 grid size, where it is not possible
to add a new segment to an end segment line without generating a circuit. The blue
segment represents the connection line.

A third interesting case to discuss is given by analysing the solution with the

lowest resonant frequency obtained by MOHEO for the grid size 6×6. Figure 5.15 (a)

shows the antenna design and identifies the end segment lines that potentially could

annex an adjacent segment. From these segments, the only one that can add a new

segment without generating a circuit is segment 16. When segment 43 is annexed

to segment 16, the resonant frequency has a slight decrease from 969.625 to 968.875

(see Figure 5.15 (b)). However, if the connection line is considered in the local search

process, the simple act of changing the connection point to a new position could achieve

a significant improvement in the reduction of the resonant frequency. Figure 5.15 (c)

shows the considerable fall in the resonant frequency from 968.875 to 741.75 when the

connection line was moved from segment 21 to segment 55.
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Figure 5.15: A local search example for the 6 × 6 grid size, given a change to the
connection line to a different segment in the symmetrical line side. The blue segment
represents the connection line.

As can be seen, the incorporation of a local search mechanism to improve the

convergence of the antenna design generated by the MOHEO approach is a task that

requires some time to be studied. This is with the objective of developing a mecha-
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nism that needs the least number of assessments as possible due to the considerable

amount of time required for the NEC software to perform such evaluations. Also, it

must be taken into account, the secondary search mechanism present in the MOHEO

framework may apply the local search operator either every time a feasible solution

is generated or activate it at pre-set intervals throughout the MOHEO search process

in a periodical way. Thus, the local search could multiply the number of solutions

generated to be evaluated by the NEC software, by a factor determined by how many

additional solutions are generated by it.

Independently of the incorporation of a local search mechanism, there are two

additional aspects that deserve to be considered in the improvement of the search

process. The first has to do with the definition of how the initial solution is configured.

Currently, the initial solution is randomly generated and this leads to the probability

that the MOHEO process has to find non-dominated solutions from an initial complex

antenna design. This might take some extra time in evaluation that can be avoided

if the search starts from a known solution that is considered as a good starting point.

Interesting research in this regard can be found in the work developed by Weis et

al. [301]. The second issue is in relation to the multi-objective pheromone-based fitness

evaluation. The MOHEO approach developed until now works with a pheromone

structure that rewards good solution components of the non-dominated solutions that

have been found by the search process. However, the antenna designs with a high

efficiency are easier to produce than those with a low resonant frequency. For this

reason, the pheromone level for the components involved in an antenna design with a

good efficiency will be more advantaged than the components involved in an antenna

design with a low resonant frequency. For this reason, it is believed that one way to

balance this inequality is to work with separated pheromone structures, one for each

objective, and use an aggregating function scheme with a weighted-sum mechanism

to generate the multi-objective fitness evaluation for the components of the solution.

These weights could be assigned either in a static or dynamic way, with the aim of

balancing the search towards low frequencies solutions.

Finally the last aspect to be considered, but not the least important, is related to

the implementation of the MOHEO approach using parallel computing. Having the

possibility of performing a number of evaluations simultaneously can save a lot of wall-

clock time. This could be very favourable in the implementation of some local search

mechanism where a number of potential alternatives could be evaluated at the same

time by different processors. All this is contemplated due to the very time-consuming

process that is performed by the NEC software.
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5.5.2 Comparison of Results and Discussion

Results from the MOHEO were compared with those from the earlier ACO used by

Lewis et al. in [193, 192] and from the recent DE used by Montgomery et al. [216].

These variants are denominated as ACOq1, ACOq5, ACOq9, DE, DEminL. The q

index for the ACO approaches refers to three different levels of greediness; that is,

the probability that a greedy decision is made instead of a probabilistic one. The DE

alternative minL alludes to the incorporation of a minimum length constraint in the

meander line to encourage the exploration of solutions with lower resonant frequencies.

The objective of this comparative study is to discuss the strengths and weaknesses

of the MOHEO approach and the contribution that this new technique in the RFID

antenna design can provide. To do this, it is necessary to consider the implementation

differences that affect this comparison, which are detailed in the following list:

• The most radical difference about the current research and the previous works

is given by the design of the antenna. While the ACO and DE approaches

work under the restriction of generating meander lines, which can have different

lengths, the MOHEO algorithm develops an antenna based on the presence or

absence of the segments that make up the grid. This gives to the MOHEO

approach, the freedom to create any design. The relaxation in the meander

line antenna design is based on the question of whether MOHEO is able to find

new non-dominated solutions using a different antenna model that generates a

modified meander line. This difference must be kept in mind at the moment of

analysing the results.

• The connection line, which is the the link connecting the two halves of the dipole

antenna, is another aspect that has been dealt with in different ways. The DE

approach always makes the connection at node 1, while the ACO algorithm may

make the connection in any node on the symmetrical line. For both cases, this

connection point becomes the starting point for the meander line. As the antenna

design for the MOHEO approach does not have a shape, the connection point

can be assigned to any point in the symmetrical line where there is an allocated

segment on the grid. If there is more than one point where the connection can

be made, then it is chosen at random within the set of feasible points.

• The local search mechanism, used to complement the search process, has only

been implemented by the ACO approach through the application of the backbite

operator. The DE and MOHEO algorithms have not yet implemented a local

search mechanism.
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• The number of solutions produced by DE and ACO were 10100 and 10000 so-

lutions respectively. However, MOHEO produced only between 1000 and 3000

solutions according to the performed experiment, due to the limited time and

available computational resources. Both, DE and ACO, are population-based

techniques and the size of the population for each approach was set to 100

individuals, for DE, and 10 ants, for ACO. The variability of new solutions

generated by population-based methods is generally greater than the single-

individual-based methods, as is the case for extremal optimisation. Hence, each

new solution in MOHEO has a single change in one segment on the grid.

Taking account of these considerations, Figures 5.16, 5.17, 5.18, 5.19, 5.20 and 5.21

show the plotted graph results for the ACO, DE and MOHEO approaches for the grid

sizes from 5× 5 to 10× 10. From these graphs, the first issue that can be appreciated

is an approximated Pareto-front set that is biased towards the objective related to

the efficiency. This can be interpreted as the modified meander line antennas that are

created by the MOHEO approach generate designs with a high efficiency, in a natural

way, instead of antenna designs with low resonant frequencies. This is evident by

observing the number of solutions generated in the frequency range 1 GHz to 2 GHz.

Furthermore, most of the solutions generated in that frequency range achieved better

efficiency than those generated by the approaches used in previous works.
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Figure 5.16: Result for the 5× 5 bi-objectives RFID antenna design problems.
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Figure 5.17: Result for the 6× 6 bi-objectives RFID antenna design problems.
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Figure 5.18: Result for the 7× 7 bi-objectives RFID antenna design problems.
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Figure 5.19: Result for the 8× 8 bi-objectives RFID antenna design problems.
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Figure 5.20: Result for the 9× 9 bi-objectives RFID antenna design problems.
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Figure 5.21: Result for the 10× 10 bi-objectives RFID antenna design problems.

Use of the S-metric and the C-metric can achieve a more analytical comparison

than the visual analysis of the plotted graphs. The S-metric evaluates how much

of the multi-objective space is dominated by a given approximated Pareto-front set.

This metric is frequently used to measure, in an independent way, the coverage of an

attainment surface. A high S-metric value means a wide coverage of the approximated

Pareto-front set under analysis. The C-metric compares two approximated Pareto-

front sets through measuring the proportion of points in one set that are dominated

by the other set. Thus, the value C(A,B) = 1 means that all solutions in B are

dominated by A. The value C(A,B) = 0 represents the situation where none of

the solutions in B are dominated by A. Both orderings have to be considered since

C(A,B) is not necessarily equal to 1− C(B,A).

From Table 5.2 it can be observed that MOHEO achieved a similar coverage of the

dominated space in comparison with the other approaches for the grids of size 5× 5,

6× 6 and 7× 7. However, for the grids of size 8× 8, 9× 9 and 10 × 10, the S-metric

indicated a lower dominated space than the ACO and DE approaches. The decrease

in the value of the metric for the three largest grids was due to the reduced number

of iterations that MOHEO carried out (just 1000, versus 3000 performed by the three

smaller grids). This demonstrates that MOHEO is able to find new, non-dominated

solutions as the number of iterations is increased. It is important to note that despite
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the similarity of the S-metric value achieved by MOHEO, the approximated Pareto-

front sets obtained by MOHEO is more inclined towards higher resonant frequencies

than lower ones. For example, a visual inspection for the 6× 6 grid in Figure 5.17 can

illustrate this trend. This topic was discussed above, concerning how this trend may

be reversed.

S-Metric

Grid Size ACOq1 ACOq1 ACOq9 DE DEminL MOHEO

5× 5 49331.8 48658.8 48600.0 49326.1 48053.9 49422.6

6× 6 86862.4 86557.3 86081.1 86949.5 86898.8 86319.2

7× 7 48587.1 48333.5 48005.2 48583.5 47525.4 47118.1

8× 8 27738.0 27738.0 27473.7 27684.6 27201.7 19713.8

9× 9 48250.1 48177.5 47847.0 47835.6 46291.9 36255.8

10× 10 47477.0 47333.5 47303.5 46678.4 44753.3 35810.6

Table 5.2: The S-metric values for the RFID antenna design with a grid size of 5× 5,
6× 6, 7× 7, 8× 8, 9× 9 and 10× 10.

The C-metric values shown in Table 5.3 illustrate that even with the low number

of iterations performed by the MOHEO algorithm, the proportion of solutions found

for this, that are dominated by the other approaches, is less than 32%, even becoming

zero as is the case in the 9× 9 grid. These values can be considered to be good, but it

is necessary to develop a deeper analysis to understand why these values are received.

A possible reason for these results is because of the fact that the MOHEO approach

creates a type of antenna with different features to those generated by the previous

works.

While both the ACO and DE algorithms were focussed on meander line antenna

design, MOHEO was implemented to generate a modified meander line antenna. The

former always produce a single line that can have the shape of a serpentine, meander

or plough path. The main consideration to keep in mind for this type of design is to

try to build the line with the longest possible length. Thus, the greater the line length,

the lower the resonant frequency. The latter creates a modified meander line, which

can have loops, or mesh segments (which should increase the antenna’s inductive load,

a desirable feature in, for example, RFID applications [120]) and parasitic elements.

The inductive load stores energy that is subsequently used by the tag to transmit the

radio wave signal back to the reader.

For this reason, the MOHEO approach generates a greater number of solutions

with higher resonant frequencies and efficiencies than the ACO and DE algorithms,

which produce a larger number of antennas with lower resonant frequencies and effi-
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ciencies. It is believed that these two forms of production of antennas can complement

each other so as to produce a more varied range of designs, which could be used for

different purposes.

C-Metric

5× 5 ACOq1 ACOq5 ACOq9 DE DEminL MOHEO

ACOq1 - 0.290909 0.347826 0.222222 0.177778 0.279412
ACOq5 0.083333 - 0.152174 0.044444 0.044444 0.102941
ACOq9 0.0 0.036364 - 0.044444 0.044444 0.102941
DE 0.027778 0.2 0.173913 - 0.0 0.205882

DEminL 0.013889 0.163636 0.152174 0.044444 - 0.205882
MOHEO 0.027778 0.109091 0.065217 0.066667 0.022222 -

6× 6 ACOq1 ACOq5 ACOq9 DE DEminL MOHEO

ACOq1 - 0.304348 0.442308 0.131579 0.219512 0.161765
ACOq5 0.146667 - 0.442308 0.171053 0.243902 0.161765
ACOq9 0.08 0.130435 - 0.105263 0.134146 0.147059
DE 0.333333 0.391304 0.519231 - 0.207317 0.279412

DEminL 0.293333 0.391304 0.480769 0.157895 - 0.25
MOHEO 0.04 0.072464 0.038462 0.013158 0.02439 -

7× 7 ACOq1 ACOq5 ACOq9 DE DEminL MOHEO

ACOq1 - 0.285714 0.229167 0.55914 0.397959 0.301075
ACOq5 0.245614 - 0.208333 0.623656 0.479592 0.290323
ACOq9 0.210526 0.116883 - 0.537634 0.397959 0.107527
DE 0.333333 0.181818 0.1875 - 0.173469 0.311828

DEminL 0.315789 0.233766 0.25 0.731183 - 0.161290
MOHEO 0.017544 0.025974 0.104167 0.010753 0.0 -

8× 8 ACOq1 ACOq5 ACOq9 DE DEminL MOHEO

ACOq1 - 0.0 0.517241 0.689655 0.656566 0.066667
ACOq5 0.0 - 0.517241 0.689655 0.656566 0.066667
ACOq9 0.173077 0.173077 - 0.655172 0.585859 0.016667
DE 0.269231 0.269231 0.344828 - 0.474747 0.083333

DEminL 0.057692 0.057692 0.241379 0.333333 - 0.016667
MOHEO 0.038462 0.038462 0.137931 0.011494 0.0 -

9× 9 ACOq1 ACOq5 ACOq9 DE DEminL MOHEO

ACOq1 - 0.573333 0.608108 0.824324 0.982759 0.051282
ACOq5 0.166667 - 0.540541 0.72973 0.965517 0.038462
ACOq9 0.102564 0.16 - 0.662162 0.844828 0.0
DE 0.166667 0.253333 0.297297 - 0.87931 0.102564

DEminL 0.012821 0.04 0.148649 0.094595 - 0.0
MOHEO 0.025641 0.013333 0.094595 0.0 0.017241 -

10× 10 ACOq1 ACOq5 ACOq9 DE DEminL MOHEO

ACOq1 - 0.408451 0.701493 0.886364 1.0 0.112782
ACOq5 0.39726 - 0.656716 0.806818 1.0 0.105263
ACOq9 0.123288 0.098592 - 0.647727 0.95 0.090226
DE 0.109589 0.197183 0.38806 - 1.0 0.127820

DEminL 0.0 0.0 0.014925 0.0 - 0.052632
MOHEO 0.013699 0.014085 0.029851 0.011364 0.033333 -

Table 5.3: The C-metric values for the RFID antenna design with a grid size of 5× 5,
6× 6, 7× 7, 8× 8, 9× 9 and 10 × 10.
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Next, Figures 5.22 and 5.23 show the structure of the antenna segments with a res-

onant frequency in the range of the desired operating frequency for the solutions with

the highest efficiency in the 5×5 grid. In these two examples, MOHEO achieved bet-

ter solutions than ACOq1. Hence, an interesting exercise is to observe the differences

in the design of the antennas.
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Figure 5.22: Structure of the 5 × 5 antenna segments with highest efficiency in a
resonant frequency around 1.57 GHz. The blue segment represents the connection
line.
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Figure 5.23: Structure of the 5 × 5 antenna segments with highest efficiency in a
resonant frequency around 1.32 GHz. The blue segment represents the connection
line.

From both figures it can be observed that the ACO antenna designs are either

completely or partially included in the MOHEO antenna design. Furthermore, the

number of segments, in the minimum path from the feed point for the dipole to

the furthest point that can be reached, are quite similar between both approaches.

However, it can be appreciated that there is a considerable difference in the total

number of segments used by each algorithm. While ACO uses a reduced number of

segments (just the necessary ones to build the continuous line), the MOHEO approach
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allocates a higher number of segments. This additional number of segments used in

the antenna design, modifies the original shape of the meander line by adding branches

forming loops and meshes. The incorporation of these new elements to the meander

line results in an increase on the inductive load, which benefits the efficiency of the

antenna. Comparison of the antenna shapes that were generated by both methods

require deeper and developed study, which will be conducted in future work with the

support of experts in the design of RFID antennas.

5.6 Summary

This chapter described the implementation of an algorithm based on the multi-objective

hybrid extremal optimisation framework, which was applied to solve a real-world RFID

antenna design problem.

Firstly, a study of the issues involved in the operation and creation of RFID an-

tennas was carried out. Furthermore, the previous works developed in this area were

reviewed so as to have a solid foundation for MOHEO applied to this problem. At

this stage, the need to extend the differentiated fitness evaluation scheme to deal with

problems that have no available information or data to perform the fitness evaluation

for the components of the solution was evident. In response to this requirement, the

inseparable fitness evaluation technique was proposed. The implementation of this

technique used a pheromone-based mechanism (borrowed from ant colony optimisa-

tion) to assess the contribution of the components of the solution.

Once the multi-objective hybrid extremal optimisation framework was suitably

adjusted, the next step was to apply it to solve some benchmark grid sizes for RFID

antenna design. Here, a new representation of the solution based on the allocation of

segment lines was implemented. With this novel representation, the RFID antenna

design was set out as a knapsack problem, which allowed the generation of a new type

of antenna design through a modified meander line.

In the computational experiments stage, the MOHEO algorithm was tested with

a set of six benchmark grid sizes, the same as those already used in previous works.

The generated results were used to analyse the performance of the MOHEO approach,

and to compare with the previously implemented proposals based on ant colony opti-

misation and differential evolution.

Results show that the MOHEO algorithm is an effective and efficient mechanism

to find antenna designs with high efficiency for resonant frequencies over 1 GHz. The

new scheme of the modified meander lines generated by the MOHEO approach have
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features that the traditional meander line does not have, such as the increase in the

antenna inductive load. However, it is believed that these same features prevent

the new approach from achieving low resonant frequency antenna designs, which are

efficiently produced by the ACO algorithms. For this reason, a set of mechanisms, to

be implemented as extensions to the MOHEO approach, improving its convergence

towards antenna design with low resonant frequencies, were proposed.

Despite the low number of evaluations that could be performed with the MOHEO

algorithm (between 1000 and 3000 evaluations, depending on the size of the instance)

compared with the 10000 evaluations performed by previous works, the preliminary

results are very promising. A number of potential future works emerge from the pro-

posal developed in this chapter. Firstly, a population-based extension of the MOHEO

approach is an interesting aspect to be developed, with the aim of increasing the di-

versity of the solutions generated by MOHEO in the search space. This improvement

will be the basis for a parallel implementation of the MOHEO algorithm, with the

objective of counteracting the considerable wall-clock time required by the NEC eval-

uation software. Finally, taking into consideration the good performance achieved by

MOHEO to find antenna designs with high efficiencies and by ACO to find antenna

designs with low resonant frequencies, a new hyper-heuristic that uses both methods

could be implemented. It is believed that with this new hyper-heuristic, enhanced

approximated Pareto-front sets could be found.

5.7 Contributions

Based on the theoretical development and the results of the experimentation phase,

it is evident that the following two objectives have been achieved:

• To present an inseparable fitness evaluation technique for the extremal optimisa-

tion heuristic to handle problems that do not provide the necessary information

to perform a separable evaluation of components.

• To present an initial extremal optimisation framework which can be applied to

solve constrained combinatorial optimisation problems for a real-world multi-

objective case.

With the fulfilment of these objectives, it is believed that the work developed in this

chapter has contributed to the knowledge of fitness evaluation, extremal optimisation,

hybrid methods, multi-objective optimisation for CCOPs and RFID antenna design

in the following ways:
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• The inseparable fitness evaluation technique is proposed as a novel fitness eval-

uation method for extremal optimisation. This technique allows extremal opti-

misation to perform fitness evaluations for those problems that do not provide

the necessary information to perform a separable evaluation of components; i.e.

are black box functions.

• The pheromone-based mechanism used to assess the contribution of the compo-

nents of the solution in the inseparable fitness evaluation scheme. The incorpora-

tion into extremal optimisation of this mechanism used in other nature-inspired

meta-heuristics is a relevant contribution to hybrid methods. Hence, the MO-

HEO framework is able to enhance its capability in order to solve other multi-

objective combinatorial problems through the incorporation of new specialised

operators.

• The application of MOHEO to a real-world problem has been demonstrated.

This corroborates that it is possible to incorporate new operators to the MOHEO

framework so as to successfully solve unexplored real-world problems. This offers

a new approach to be used in the field of multi-objective optimisation problems.

• A new application for the RFID antennas design is provided. The implementa-

tion of the approach developed in this chapter provides a novel tool based on

nature-inspired mechanisms, for the automatic optimisation of RFID antenna

design through modified meander lines.

• The incorporation of new features to extremal optimisation, which can extend

the spectrum of optimisation problems in which the extremal optimisation tech-

nique is able to be applied.
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Conclusions and Further Work

6.1 Summary

Extremal optimisation is a relatively recent nature-inspired meta-heuristic that is

characterised by its simplicity of implementation and processing. That is, this tech-

nique does not require complex operators to explore the search space. Despite having

these desirable characteristics, extremal optimisation has been a comparatively un-

derstudied method. Most of the applications of extremal optimisation have been in

the area of unconstrained single-objective optimisation. This is because this technique

was not originally designed to solve, in a generic way, a wide range of different types

of problems. However, noting the present features in extreme optimisation, this thesis

postulates that this meta-heuristic can be applied successfully to single-objective and

multi-objective constrained combinatorial optimisation problems. To accomplish this,

a series of extensions to the canonical extremal optimisation must be carried out.

In the first part of this work, the core aspects of extremal optimisation were im-

proved. Taking into consideration that canonical extremal optimisation is only able

to solve problems where the solution representation exclusively generates feasible so-

lutions, a constraint-handling mechanism to address optimisation problems where the

solution state is allowed to move between feasible and infeasible regions, was devel-

oped. This scheme was implemented through a component evaluation of the solution,

which assessed the level of optimality or violation of constraints using the concept of

shadow price. After that, a secondary search mechanism to improve the convergence

of solutions was proposed. Here, the general double traverse local search algorithm

was proposed as an initial secondary search approach. These new extensions led to

the definition and implementation of an initial framework based on extremal optimi-

sation, which used a hybrid methodology to solve constrained combinatorial problems.
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Both the theoretical analysis and the empirical computational experiments, on a set

of benchmark problems, showed the applicability and competitiveness of the hybrid

extremal optimisation framework to solve single-objective constrained combinatorial

optimisation problems.

The second stage implemented a series of modifications on the extensions that were

developed in the first part, with the aim of processing multi-objective optimisation

problems. Here, the differentiated fitness evaluation scheme was supplemented with an

aggregating function technique to measure the level of optimality or violation of con-

straints for the components of the solution, when two or more objective functions must

be optimised. Furthermore, the double traverse local search algorithm was comple-

mented with a modified weighted scalar function, which was hybridised with concepts

borrowed from the lexicographic ordering technique. This new multi-objective version

of the double traverse local search allowed finding new non-dominated points towards

the ends of the approximated Pareto-front set and also to improve the convergence of

these. The computational experiments carried out on three well-known multi-objective

optimisation problems produced interesting results. On one hand, when the problem

had all the necessary information to perform an appropriate evaluation of the com-

ponents of the solution, the MOHEO approach was able to find either competitive

or similar results compared to standard techniques in the literature. On the other

hand, when information provided by the problem was not sufficient or adequate to

perform an appropriate assessment of the components of the solution, the MOHEO

approach found it difficult to converge towards the objective function(s) that has/have

the deficiency of information. Despite this drawback, the overall results obtained by

MOHEO are preliminary, but promising.

In the third and final stage of this thesis, a real-world problem related to the design

of RFID antennas, was addressed. This problem presented an interesting challenge

due to the total lack of information about the evaluation process of the solution, which

was performed by the specialised antenna evaluation software NEC (ostensibly a black

box process). The main work of this part was the implementation of a mechanism

that would allow the assessment of the contribution of the components of the solution

in an indirect way. More specifically, a way to calculate the fitness for each component

of the solution, when the problem to be solved did not provide the necessary infor-

mation to carry out a separable evaluation for each component, was found. Here, the

differentiated fitness evaluation scheme was complemented with an inseparable fitness

evaluation technique based on the pheromone structure that is used by ant colony

optimisation. The level of pheromone was updated each time a non-dominated point
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was found, increasing the level of the component that was present in the solution and

decreasing the level for those that were not. The pheromone level for each component

of the solution was considered as the fitness evaluation for the extremal optimisation

process. Results achieved by the MOHEO approach were compared with those ob-

tained by previous works using either ACO or DE meta-heuristics. The results showed

that the type of antenna design generated by MOHEO was better with respect to the

efficiency, however the range of resonant frequencies reached were somewhat limited.

However, this drawback in the resonant frequency objective could be improved by ap-

plying a local search mechanism, as was demonstrated by a study conducted manually

in this regard in Chapter 5, for a later implementation of this.

6.2 Contributions

The work developed in this thesis has contributed to the knowledge of extremal opti-

misation constraint handling hybrid methods for single-objective and multi-objective

CCOPs and RFID antennas design in the following ways:

• The differentiated fitness evaluation scheme is proposed as a novel constraint

handling technique for extremal optimisation. This scheme allows extremal op-

timisation to solve not only problems where the representation of the solution

generates exclusively feasible solutions, but also those that generate infeasible

solutions.

• A component fitness evaluation based on the level of optimality or violation

of constraints is established to complement the differentiated fitness evaluation

scheme. This provides a formal criterion to evaluate each component of the

solution instead of evaluating the complete solution (a mechanism widely used

in evolutionary algorithms).

• The multi-objective differentiated fitness evaluation scheme is developed as an

extension of the single-objective version for extremal optimisation. This exten-

sion allows extremal optimisation to solve single and multi-objective problems,

with or without constraints, for the representation of solutions that generate

either exclusively feasible solutions or infeasible solutions.

• The inseparable fitness evaluation technique is proposed as a novel fitness eval-

uation method for extremal optimisation. This technique allows extremal opti-

misation to perform fitness evaluations for those problems that do not provide

the necessary information to perform a separable evaluation of components.
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• The pheromone-based mechanism used to assess the contribution of the compo-

nents of the solution in the inseparable fitness evaluation scheme. The incorpora-

tion into extremal optimisation of this mechanism used in other nature-inspired

meta-heuristics is a relevant contribution to hybrid methods. Hence, the MO-

HEO framework is able to enhance its capability in order to solve other multi-

objective combinatorial problems through the incorporation of new specialised

operators.

• A generalisable secondary search mechanism based on memetic algorithms is

incorporated into the extremal optimisation meta-heuristic as a method to im-

prove the convergence of solutions. This diversifies the way that the search is

performed in the neighbourhood of the last feasible solution which was found to

improve the convergence of HEO.

• The double traverse local search algorithm is proposed as a general secondary

search mechanism. This algorithm develops a fine-grained search in the neigh-

bourhood of the last feasible solution found, taking advantage of the representa-

tion of the solution used in HEO. Thus, it is the first proposal of several future

mechanisms that will be incorporated as the secondary search mechanism.

• The multi-objective double traverse local search algorithm is developed as an

extension of the single objective version. This algorithm incorporates a modified

weighted scalar fitness, which is merged with the lexicographic ordering method.

As a result, a mechanism that allows the single solution in EO to travel towards

the ends of the approximate Pareto-front set in a nomadic way, is achieved.

That is, the single-solution permanently walks on the landscape looking for

better non-dominated points.

• A hybrid extremal optimisation framework is generated as an improvement to

the extremal optimisation meta-heuristic. This allows the exploration capacity

of HEO to be enhanced.

• A multi-objective hybrid extremal optimisation framework is generated as an

improvement to the hybrid extremal optimisation framework. This is the first

multi-objective version based on the canonical extremal optimisation meta-

heuristic to solve multi-objective CCOPs. Thus, MOHEO responds to the

need for implementing a multi-objective version of EO as was discerned in Sec-

tion 2.3.2.2.
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• An exploratory and novel hybrid method based on extremal optimisation is in-

corporated into the nature-inspired algorithm to offer the possibility of solving

capacitated constrained combinatorial optimisation problems. This permits the

nature-inspired search scheme used by extremal optimisation to be applied to

a new range of combinatorial optimisation problems. Also, this gives the op-

portunity for new CCOPs be solved by a novel meta-heuristic, like extremal

optimisation, with the possibility of finding more efficient and effective results.

• A new application for the RFID antennas design is provided. The implemen-

tation of the approach developed in Chapter 5 provides a novel tool based on

nature-inspired mechanisms to the automatic optimisation of the RFID anten-

nas’ design through modified meander lines.

• The incorporation of new features to extremal optimisation extends its applica-

bility towards new optimisation problems. Here, the new way to evaluate solu-

tion components in black box optimisation using a pheromone scheme, allows

extremal optimisation to solve unexplored real-world optimisation instances.

• A number of potential subsidiary projects emerge from the work developed in

this thesis as mentioned in Section 3.5, Section 4.5 and Section 5.6. They offers

the possibility to develop a more exhaustive investigation to improve the features

incorporated in HEO and MOHEO in this thesis. Also, these potential projects

give the opportunity to add new techniques that will enhance the EO mechanism

so as to solve unexplored optimisation problems.

6.3 Conclusions and Future Work

Based on the theoretical development and the results of the experimentation phase,

it is evident that in this thesis the following objectives have been achieved:

• To incorporate a constraint-handling mechanism that allows extremal optimisa-

tion to deal with infeasible solutions.

• To provide a hybrid extremal optimisation framework to solve single-objective

constrained combinatorial optimisation problems.

• To present an initial extremal optimisation framework which can be applied to

solve constrained combinatorial optimisation problems for multi-objective cases.
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• To present an inseparable fitness evaluation technique for the extremal optimisa-

tion heuristic to handle problems that do not provide the necessary information

to perform a separable evaluation of components.

• To present an initial extremal optimisation framework which can be applied to

solve constrained combinatorial optimisation problems for a real-world multi-

objective case.

With the achievement of these objectives, the aim of this thesis proposing a novel

and simple nature-inspired framework to solve constrained combinatorial optimisation

problems, for both single-objective and multi-objective optimisation, based on the

extremal optimisation heuristic, has been accomplished.

Therefore, the research question formulated in this thesis with respect to whether,

extremal optimisation will be a competitive heuristic to solve single-objective and

multi-objective constrained combinatorial optimisation problems, has been answered

in the affirmative.

However, despite the experiments that were performed being extensive, they were

not exhaustive. For this reason, a set of forthcoming research projects can be formu-

lated.

• To solve more complex test problems for the MKP, BPP and GAP by applying

new variants to the HEO framework.

• To solve the problems discussed in Section 3.3.4, which are: the frequency as-

signment problem, the capacitated vehicle routing problems, the single source

capacitated facility location problem, the capacitated minimal spanning tree

problem and the capacitated set covering problem.

• To develop a detailed study about how much of the overall results obtained

by the proposed HEO framework are due to the local search mechanism. To

accomplish this, it is necessary to carry out two new experiments. The first is

to perform a comparison of the previous techniques used in Chapter 3 without

local search to determine the level of native search power that HEO possesses

in comparison to the other techniques. The second consists of analysing the

performance of the same techniques when they are normalised by replacing the

particular local search mechanism used for each one by a standard local search.

• To develop a population-based extension of HEO and MOHEO with the objec-

tive of improving the performance of the current frameworks. This idea is a

promising avenue of future research.
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• To undertake a deeper investigation about the novel random pastoralism route

used by MOHEO to find the approximated Pareto-front set. This with the

aim of analysing its applicability by other techniques as well as determine its

contribution and benefit within the search process.

• To explore other secondary search mechanism, through either, examining in more

detail the role of different local search techniques, or, applying other heuristics,

such as simulated annealing, tabu search, genetic algorithms, swarm intelligence,

and ant colony optimisation.

• To further investigate multi-objective differentiated fitness evaluation schemes

with the aim of incorporating the evaluation based on the Pareto-dominance

concept, which is popularly used by many existing multi-objective evolutionary

algorithms.

• To carry out a new series of experiments to solve more complex test problems

for MOKP, MOQAP and MOPFSSP by applying new variants to the MOHEO

frameworks.

• To solve new benchmark problems, in multi-objective optimisation, such as

the multi-objective travelling salesman problem, the multi-objective solid trans-

portation problems and the multi-objective shortest path problem.

• To implement a parallel version of the MOHEO applied to solve RFID antenna

design, in order to reduce the runtime required to obtain the approximated

Pareto-front set.

• To investigate the implementation of separate pheromone representations for

each objective function in the inseparable fitness evaluation scheme, in order to

improve the convergence of the attainment surface for the RFID antenna design

problem.

• To develop a deeper analysis of the inseparable fitness evaluation scheme to

observe its functionality and extension to other problems such as the capacitated

set covering problem. Also, an interesting study to be performed is to compare

the performance and competitiveness of the inseparable fitness evaluation scheme

against the differentiated fitness evaluation scheme.

It is evident that the work contained in this thesis gives rise to a number of

potential subsidiary projects.
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