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Context: End-user service composition (EUSC) is a service-oriented paradigm that aims to empower end 
users and allow them to compose their own web applications from reusable service components. User studies 
have been used to evaluate EUSC tools and processes. Such an approach should benefit software 
development, because incorporating end users’ feedback into software development should make software 
more useful and usable. Problem: There is a gap in our understanding of what constitutes a user study, and 
how a good user study should be designed, conducted and reported. Goal: This paper aims to address this 
gap. Method: The paper presents a systematic review of 47 selected user studies for EUSC. Guided by a 
review framework, the paper systematically and consistently assesses the focus, methodology and cohesion 
of each of these studies. Results: The paper concludes that the focus of these studies is clear, but their 
methodology is incomplete and inadequate, their overall cohesion is poor. The findings lead to the 
development of a design framework and a set of questions for the design, reporting and review of good user 
studies for EUSC. The detailed analysis and the insights obtained from the analysis should be applicable to 
the design of user studies for service-oriented systems as well and indeed for any user studies related to 
software artifacts. 

CCS Concepts: • Human-centered computing →  Human computer interaction (HCI) →  HCI design 
and evaluation methods →  User studies; Information systems →  World Wide Web →  Web services 
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Service Composition, Web Services, Mapshups, Service-Oriented Computing, Systematic Review 
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1 INTRODUCTION 
END-USER service composition (EUSC) is a paradigm of service-oriented computing (SOC) that aims to 

empower end users who are not professional developers to design or customize their own web applications 
[1], [2]. Such an idea can be very attractive to businesses, because providing low-cost, customized services 
that can respond quickly to changing requirements and environments is crucial to today’s business operation. 
Involving end users in service composition can also help improve usability and usefulness of SOC 
technologies, because it will force software developers to focus on the interaction between the users and the 
technologies, and make the technologies better suited for users. Since the success or failure of software 
systems is determined by how they meet users’ requirements [3], SOC developers would benefit from 
incorporating end users’ feedback into their working practice and development  process. 

The user-centric, lightweight software development process of EUSC has made it an ideal platform for 
end-user development (EUD) [4], [5]. Yet, in spite of its potential, recent studies [6], [7], [8] found that even 
most advanced EUSC tools are still too difficult to use by end users, because they suffer from both 
conceptual and usability problems [6]. Whereas conceptual problems are concerned with understandability 
and learnability, which are related to the notion of “easy to learn” and “easy to understand”, usability 
problems involve efficiency, effectiveness and appropriateness, which are related to “easy to use”. In human-

Page 1 of 31

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

31:2    Liping Zhao et al.  

Manuscript submitted to ACM Trans. The Web. 

computer interaction (HCI), such problems have been investigated by user studies, a user-centered design 
(UCD) approach for evaluating the usability and usefulness of design artifacts [9]. 

Although much research has been done in empirical software engineering to foster studies on usability 
issues, little is yet known about what constitutes a good user study and how such a study should be designed, 
conducted and reported. This paper aims to contribute to this knowledge through three steps: First, we derive 
a review framework for user study research from empirical study guidelines in software engineering (SE), 
HCI and social science. Second, we use this framework to assess a set of user studies on EUSC, selected 
through a systematic review process. Third, informed by the insights and results gained from the review of 
these studies, and in further consultation with empirical study guidelines in SE, HCI and social science, we 
amend our review framework and repurpose it into a design framework. We put forward this design 
framework as a guideline proposal, to be tested in practice by the SOC community in general and the EUSC 
community in particular. We intend to offer this design framework as a guideline for newcomers to user 
study research and to help them in the planning, designing and reporting of user studies. 

In recent years, new computing paradigms, such as cloud computing, mobile computing, big data, and 
social computing, have drastically changed the scale and complexity of SOC. While SOC remains central to 
these paradigms, it needs to address new technical challenges brought up by these paradigms [10]. In the 
case of service composition, new challenges include precisely and efficiently searching for services from 
large-scale repositories (e.g., millions of mobile phone apps from cloud-based app stores), and composing a 
large number of services into a coherent service system that are not described by WSDL (Web Services 
Description Language) [10]. In the era of ubiquitous computing, we believe that the need for end-user 
involvement in SOC development is now more than ever of great importance. This paper is timely in 
revisiting our understanding of user studies on EUSC and rethinking the design issues of good quality user 
studies. In order not to be sidetracked to the technical issues that are raised by the aforementioned new 
computing paradigms, which themselves deserve proper discussions on their own right, our mapping study 
has chosen to focus only on one uniform set of user studies for EUSC – that is, user studies for evaluating the 
traditional, desktop-based web service composition, also known as web mashup [1], where the device used 
during service composition is a desktop.   

The remaining paper is organized as follows: Section 2 introduces EUSC concepts and approaches. 
Section 3 introduces user study research methods and proposes a review framework for user studies. Section 
4 describes our review process. Section 5 reports on the review results, whereas Section 6 answers the 
research questions based on the review results and discusses the key findings. In Section 7, we first critically 
reflect upon both the review results and the review framework, and we then use this reflection to help us 
derive a design framework, which we believe can be applied to user studies in general. To supplement this 
design framework, we also suggest the questions for designing, conducting and reporting future user studies 
on EUSC. Section 8 discusses the validity threats to our review and Section 9 concludes the paper. 

2 OVERVIEW OF EUSC CONCEPTS AND APPROACHES 
EUSC aims to enable end users, those who are not professional programmers, to create, compose and 

assemble Web applications from existing service components at a point of need [1]. End-user services are 
typically situational software [11], created for a narrow group of users with a unique set of needs and may 
have a short life span, such as tourist maps and flood maps [12]. Most such applications are in the form of 
“service mashups” [13] (also called “web mashups” or “mashups” [14] for short), which are compositions of 
available web-delivered services [15] (including SOAP-based web services, RESTful web services and 
RSS/Atom feeds). The term “mashup” suggests easy and fast integration of web services from multiple 
sources [16]. Due to their relative simplicity, mashup development practices represented a popular trend in 
EUSC [15]. 

An important characteristic of EUSC is that users not only interact with the final software product, but 
are also involved in the development of the product itself – this special dual role is seen as the empowerment 
of end users [17]. However, the development process involving end users is lightweight [1], comprising 
simple tasks such as finding relevant service components and then integrating them through mashup. This 
process is part of a more complex process, involving professional software developers to provide reusable 
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services and service components, e.g. the process of assisted composition [18]. Due to its user-centric, 
lightweight software development process, EUSC has been considered to be an ideal candidate for 
promoting end-user development [1]. 

EUSC approaches and tools are closely related to their underlying composition models, which range from 
low-level (code-based) to high-level (user interface-based) representations.  These approaches and tools can 
be broadly classified into the following four categories [19], [17]: 

• Language-based composition includes script-based composition such as IBM Sharable Code [20] 
and programming-by-example such as Vegemite [21]. 

• Flow-based composition is based on the “wire paradigm” [22] and “wired notations” [1]. Examples 
are Yahoo! Pipes [23] and FAST [24]). This type of tools allows users to create mashups based on 
data flows or control flows. 

• Form-based composition includes template-based [25]  and spreadsheet-based [8]. Examples are 
FormSys [26] and Karma [27]. 

• Interface-based composition is also called “webpage customization” [22]. A popular style of this 
composition approach is WYSIWYG (What You See is What You Get), in which mashup 
components are represented as icons [1]. Mashup tools that adopted this representational style are 
PEUDOM [28] and NaturalMash [29]. 

According to two user studies [1], [19], both form-based and interface-based paradigms offer 
representations closer to the mental model of end-users and are more appropriate for the end-user mashup 
development, whereas scripts and flow-based representations are most difficult to use by end users because 
they involve a high learning curve and demand high programming skills. The main challenge of developing 
EUSC tools is to provide non-technical users with an easy to use and easy to understand service composition 
approach, among other things. 

Both notions of easy to use and easy to understand are concerned with the quality of EUSC tools. We 
have mapped them onto the two quality aspects of ISO/IEC 25010 standard [30], where easy to use 
corresponds to Product Quality and easy to understand to Quality in Use. Under ISO/IEC 25010 standard, 
the criteria to measure Product Quality include appropriateness, learnability, operability, accessibility, 
among other things, whereas the criteria to measure Quality in Use include satisfaction, effectiveness, 
efficiency, context coverage, etc. 

In our review, we expect to see that these or similar quality criteria have been explicitly used to measure 
the quality of EUSC approaches and tools. In other words, the focus of the user study on EUSC should be on 
the assessment of the quality attributes of EUSC. In the following section, we introduce the user study 
research. 

3 USER STUDY RESEARCH AND A REVIEW FRAMEWORK 

3.1 User Study Definition 
User studies are conducted in many fields for different purposes. For example, in libraries, user studies 

are used to find out how a particular user group obtains the information needed for the conduct of their work. 
In HCI, user studies are recognized as a user-centered design approach, used to learn about both conceptual 
and usability problems that end users face when interacting with a system [9]. In this paper, we offer a more 
general definition of a user study: 

 
Thus in the context of software development, the term “design artifact” can be a “software technology”, 

“software tool”, “software system”, “user interface”, “website”, “feature”, etc. In addition, for service-
oriented computing, the term can be replaced by “composition interface”, “composition approach”, “mashup 
feature”, etc. 

Definition: A user study is a primary empirical study that involves the end users in the evaluation 
of some design artifact of use, with the intention to improve it. 
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The key to user study research is end-user involvement, which is perhaps the main characteristic that 
differentiates user studies from other types of empirical study such as case studies [31] and ethnographic 
studies [32]. 

In HCI, there is a type of similar study called “usability study” or “usability testing”. While originally 
designed to address the usability issues, modern usability studies are more like user studies, as demonstrated 
by many influential publications on this topic (e.g., [33], [34], [35], [36], [37]). For this reason, this paper 
will not attempt to differentiate one from another. 

User studies are founded in the field of qualitative research, because their methods are essentially 
descriptive and inferential in character, and their data are primarily qualitative (expressed as words or 
pictures) [38]. Qualitative studies often overlap [39] and user studies share many characteristics with case 
studies. For example, both types of study are exploratory in nature, their primary data are qualitative, and 
their design process is flexible and reflexive [31]. Both user studies and case studies also employ 
ethnographic methods [32], such as observations and interviews, for data collection. 

Because user studies are similar to case studies, we can use the concepts and methods of case studies, 
which we know more, to understand user studies, which we know less. We convey this understanding in the 
following sections. 

3.2 Study Goals and Research Questions 
Most people start their research with a broad aim in mind. For example, they want to find out what 

programming concepts are difficult to learn by the beginners; or if the students should be taught object-
oriented concepts first before learning Java programming; or how developers in industry use UML diagrams 
during software design. 

During the study design, such a broad aim will evolve into a set of research questions, to be answered by 
the study. 

The research questions of a study, which define what the researcher specifically wants to learn or 
understand by doing the study, are at the heart of the study design [39]. They are the one component that 
directly connects to all the other components of the design. More than any other aspect of the design, the 
research questions will have an influence on, and should be responsive to, every other part of the study. 
Framing good questions is the most important part of study design and researchers will have to spend quite a 
long time developing or modifying them. Good research questions must have a clear relationship with the 
study goals, because they will enable the researcher to achieve the goals; good questions should also be 
answerable, because there is no value to asking questions that cannot be answered. 

Although there is no automatic, infallible way of generating research questions [31], Easterbrook et al. 
[40] suggest that researchers can use different kinds of questions such as exploratory questions, base-rate 
questions, relationship questions, and causality questions. They argue that understanding what kind of 
research question to ask is an important factor in choosing an appropriate research method. Maxwell 
differentiates research questions into two general types: variance questions and process questions [39]. 
Variance questions deal with difference and correlation; they often begin with “Is there,” “Does,” “How 
much,” or “To what extent.”  For example, “Do exemplary medical school teachers differ from others in 
their teaching of basic science?” or “Is there a relationship between teachers’ behavior and students’ 
learning?” and attempt to measure these differences and relationships. Process questions, in contrast, focus 
on how and why things happen, rather than whether there is a particular difference or relationship or how 
much it is explained by other variables. For example, “how did these teachers help students learn?” 

A research question may be related to a hypothesis, which is a supposed explanation for an aspect of the 
phenomenon under study. Hypotheses may alternatively be generated from the study conclusions for further 
research [31]. However, research questions cannot be replaced by hypotheses. 

3.3 User Study Methods: Data Collection 
“Qualitative methods focus primarily on the kind of evidence (what people tell you, what they do) that 

will enable you to understand the meaning of what is going on” [38]. The purpose of qualitative methods is 
therefore to gather evidence and to search for meaning from it. There are different types of evidence or data 
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source for qualitative methods, including documents, records, conversations, observational notes, and 
interview scripts. Accordingly, there are also different data collection methods. For user studies, as with case 
studies ([38], [41], [31]) and empirical studies in SE [42], commonly used data collection methods include: 

• Observation 
• Interview 
• Focus group 
• Questionnaire 

These common methods are briefly described the following subsections. For a more comprehensive 
discussion of different types of data collection method, such as first degree, second degree and third degree 
of data collection, please refer to the paper by Lethbridge et al. [43]. 

3.3.1 Observation 
Gillham [38] characterizes observation as “looking and listening”, which has three basic elements: 

• Watching what people do, 
• Listening to what they say and 
• Sometimes asking them clarifying questions. 

Observational studies involve observing users performing work-related tasks in a natural setting. These 
studies can be approached in two general ways: 

Participant observation. This approach requires the researcher to be present at the setting of the study, to 
directly observe (look and listen) what the study participants do and say. An important part of this kind of 
data collection is that the researcher keeps a written record of things observed. 

Detached observation. This is the “fly on the wall” or “watching from outside” approach, which is very 
different from participant observation. In this method, the researcher may conduct observation through a 
video camera; alternatively, the researcher may use a video recorder to record the activity of the participants 
and watch the recording at a later time. 

Gillham [38] pointed out that these two approaches are very different and they have the following main 
distinctions: 1) participant observation is mainly descriptive and interpretative (i.e., qualitative), whereas 
detached observation is mainly analytic and categorical (i.e., quantitative); 2) participant observation is 
subjective and humanistic, emphasizing on meaning and interpretation, whereas detached observation is 
objective, emphasizing on observed behavior; 3) participant observation is largely informal and flexible on 
information collection, whereas detached observation is formal, highly structured in data collection. 

Observation can be carried out by using thinking-aloud protocols, which are a widely used method for the 
usability testing of software, interfaces, websites, and user manuals [44].  The basic principle of this method 
is that potential users are asked to complete a set of tasks with the artifact tested, and to constantly verbalize 
their thoughts while working on the tasks. 

Observation can be used in these various ways: as an exploratory technique in a study; as an initial 
method in a study when other methods will take over; as the main data collection technique when the 
primary purpose is explanatory description; as part of a multi-method approach; and as a supplementary 
technique for other methods. 

Observation is a most (if not the most) common method in qualitative studies, because it is the most 
direct way of obtaining data. See Gillham [38] for a comprehensive and detailed description of this method. 

3.3.2 Interview, Focus Group and Questionnaire 
These are a range of ways in which people can give the researcher information. They can be collectively 

called “interviewing” [38] or interview-based approaches [31] because they all share some characteristics of 
interviews. An interview-based approach may be informal, for example, an off the cuff spontaneous 
discussion, or more formal, such as a questionnaire. It can be structured as a group interview (i.e., focus 
group), a face-to-face individual interview, a telephone interview, or a questionnaire. 

The face-to-face interview approach has the overwhelming strength due to its “richness” of the 
communication, but the downside is that it is time consuming. Questionnaire, on the other hand, can be 
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superficial and abstract, as it cannot have an in-depth or direct communication between the researcher and 
the respondents. 

The focus group approach is particularly useful for getting an early orientation on the research topic – 
asking simple open questions and then noting the range and kind of responses. Issues of conflict or 
disagreement may indicate hidden complexities of the research. The pitfall of the focus groups is its group 
dynamics, which can be a powerful distorting force that either dominates proceedings or inhibit others [38]. 
Attention to group composition is therefore important. If a balanced group composition can be achieved, 
focus group has several advantages over individual interview [45]: For example, the researcher can benefit 
from rich discussions contributed by participants with diverse backgrounds, experiences and knowledge; the 
technique is also cost-effectiveness and time saver as the researcher can interview several people at the same 
time. 

For further reading, Runeson et al. [31] provide a detailed description of interview-based approaches; 
Gillham [38] offers the advice on when or when not to use an interview and how to prepare for different 
interview studies. 

3.3.3 Method Triangulation 
A user study, like a case study, is a main method, whereby different sub-methods are used for data 

collection, including interviews, observations, and so on. If a user study collects different data by different 
methods but for the same studied phenomenon, then the study is said to adopt a multi-method approach, 
usually known as method triangulation [38], [41].   

As discussed above, different methods have different strengths and different weaknesses. Triangulation is 
a way to complement different methods by taking a multiple perspective approach to data collection [31]. It 
helps increase the precision and strengthen the validity of empirical research [31]. The need for triangulation 
is particularly clear when a study relies primarily on qualitative data, because the convergence of the 
methods serves as an insurance policy for the researchers to be reasonably confident that they are getting a 
true picture of the phenomenon under study. 

3.4 User Study Methods: Data Analysis 
A basic principle of qualitative research is that data analysis should be conducted simultaneously with 

data collection [39], as this allows the researchers to progressively focus their interviews and observations, 
and to decide how to test emerging conclusions. Data collection and data analysis methods are two main 
components of qualitative methods. 

While data collection methods tell the researcher how to collect data and what data to collect, data 
analysis methods state how the researcher can seek meaning from data. As the collected data may be specific 
or peculiar to the studied object, analysis has to be appropriate in order not to deform the study findings. 

In qualitative research, data analysis methods are more diverse and complex than data collection methods. 
To start with, data analysis is conducted differently for quantitative and qualitative data, giving rise to 
qualitative analysis and quantitative analysis methods. Some of the key methods are described briefly in the 
following sections. 

3.4.1 Qualitative Analysis Methods 
Qualitative analysis methods are interpretive in nature, as they guide the researcher in the interpretation 

of qualitative data. There are at least three different approaches to qualitative data analysis that we consider 
to be useful for user studies (and case studies): grounded theory, content analysis and narrative analysis 
[46], [47]. Each of these approaches may use a different set of methods. Grounded theory uses three sets of 
qualitative coding procedures that help the analyst break down the original data, conceptualize it and re-
arrange it in new ways [46]. The three coding procedures are termed open coding, axial coding and selective 
coding, which are used at three stages of the analysis process: 

1. Open coding. This is the first part of the analytic process and primarily involves “fracturing”, i.e., 
to break down the data and to identify first level concepts and categories. 

2. Axial coding. At this stage connections are made in new ways between categories and sub-
categories. 
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3. Selective coding. This stage involves identifying one or two core categories to which all other sub-
categories relate and building a conceptual framework from which to develop a grounded theory. 

Content analysis is a widely used method of eliciting meaning from text (e.g., interview scripts). Its 
essence is “identifying substantive statements – statements that really say something [38].” Exploratory 
studies particularly lend themselves to content analysis in that it “gets the answers to the question to which it 
is applied” [46]. Software packages are available to assist with content analysis [46]. 

Finally, narrative analysis can be applied to any form of textual data to identify stories (or narratives). 
Priest et al. [46] advise how one should use narrative analysis: “First, the text is read several times. 
Interviewer questions and comments are deleted, as are words that detract from the key idea of each sentence 
or group of sentences. The remaining text is read for sense, and any further detracting words or phrases 
deleted. This procedure is repeated as often as necessary until fragments of themes (sub-plots) remain.” 
Software packages are also available to assist with narrative analysis [46]. 

For further reading, we recommend a two-part overview of these methods by Priest et al. [46] and Woods 
et al. [47]. 

3.4.2 Quantitative Analysis Methods 
Quantitative analysis methods are analytic in nature. They typically employ mathematical and statistical 

techniques to measure quantitative numbers. Runeson et al. [31] listed three commonly used quantitative 
analysis techniques for case studies: 

• Descriptive statistics. These include mean values, standard deviations, histograms, and scatter 
plots. They are used to gain an overall understanding of the collected data before any other 
analysis methods are applied. 

• Development of predictive models. This type of analysis is conducted in order to describe how a 
measurement from a later process activity is related to an earlier process measurement. This may 
involve using correlation analysis and regression analysis. 

• Hypothesis testing.  This type of analysis is conducted to determine if there is a significant effect of 
one or several variables (independent variables) on one or several other variables (dependent 
variables). 

Quantitative analysis can be performed on qualitative data by using the (quantitative) coding method 
[42]. For example, quantitative data such as frequency count of the appearance of certain words or phrases 
and the number of participants in an observation study etc. can be collected from qualitative descriptions. 
Using a combination of qualitative and quantitative data analysis, sometimes called “mixed methods” [48], 
often provides a better understanding of the studied phenomenon [42]. 

For ease of reference, Table 1 summarizes the data collection and analysis methods discussed in this 
section. 

3.5 Study Validity 
One challenge facing researchers of qualitative studies is that they need to convince others that their study 

has presented a true picture of the phenomenon and the results are trustworthy. To do so, researchers need to 
show that there is nothing that gets in the way that threatens the validity of their research [38]. Whereas 
quantitative studies can design controls into the study prior to the conduct of the study, qualitative studies 
can only rule out most validity threats after the research has begun [39]. 
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Unfortunately, what types of validity threat should be considered in a qualitative study depends on what 
philosophical stance researchers take [39]. According to Easterbrook et al. [40], researchers with a positivist 
stance usually identify four types of validity, namely, construct validity, internal validity, external validity, 
and reliability; on the other hand, researchers with a constructivist stance see validity as trustworthiness of 
research results, which can be judged by credibility, transferability, dependability, and confirmability. 
Maxwell [39] considered two broad types of validity threat that were often raised in relation to qualitative 
studies should consider: researcher bias and reactivity; the second threat is the effect of the researcher on the 
setting or individuals studied. 

3.6 Types of User Study 
The term user study does not immediately convey how a study is conducted and why the study is 

conducted. To understand the how and why of a user study, we need to understand what type the user study 
is. 

The type of a user study can be identified by its main data collection method. Thus, by labeling a user 
study as an observational study or an interview, it indicates how the user study is conducted. 

The type of a user study can also be recognized by its purpose. Based on the purposes of case studies 
[31], we suggest that user studies are of three general purposes: 

1. Exploratory study. The purpose of this type of study is to seek new insights into some 
phenomenon, and generate ideas and hypotheses for new research, e.g., to find out what 
programming concepts are difficult to learn by the beginners. 

2. Confirmatory study. The purpose of this type of study is to confirm the ideas or test theories and 
hypotheses, e.g., to confirm if the students should be taught object-oriented concepts first before 
learning Java programming. 

3. Explanatory study. This purpose of study aims to explain problems of some phenomena for future 
improvements, e.g., to explain how developers in industry use UML diagrams during software 
design.   

Thus, by labeling a user study as an exploratory study, a confirmatory study or an explanatory study, it 
signifies why the user study is conducted. 

Fig. 1 shows different types of user study, classified respectively by data collection method and by study 
purpose. 

Understanding the purposes of user studies can also help determine when a particular type of user study 
could be conducted. Andersson and Runeson [49] show that case studies can be conducted iteratively, in 
alignment with the iterative project process, where the initial cycles were exploratory and the later cycles 
were confirmatory and explanatory. 

 

Table 1 Summary of User Study Methods Discussed in Section 3  

Data Collection Methods Data Analysis Methods 

• Observation  
− Participant Observation 
− Detached Observation 

• Interview 
• Focus Group 
• Questionnaire  

• Qualitative Analysis 
− Grounded Theory (Qualitative 

Coding) 
− Content Analysis 
− Narrative Analysis 

• Quantitative Analysis 
− Descriptive Statistics 
− Development of Predictive Models 
− Hypothesis Testing 
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Fig. 1. Classification of user studies by data collection method versus by study purpose.   

3.7  Proposal of a Review Framework for User Studies 
Based on the above description, here we propose a review framework to assist the reviewer in assessing 

user studies. This review framework consists of eight key components of user study research, comprising 
Study Goals, Study Object, Study Issues, Research Questions, Data Collection Methods, Data Analysis 
Methods, and Study Validity. These components reflect the characteristics of a user study, as described 
above. In addition, these components are also common denominators of any primary empirical studies, as 
they can be found in many influential empirical study guidelines and design approaches in SE ([31], [41], 
[50], [51], [52], [53], [54]), HCI ([33], [37]) and social science ([39], [48], [55]). 

To help the reviewer assess each of these eight components systematically and consistently, we have 
defined some prompt questions for each component. The eight user study components and their prompt 
questions are summarized in Table 2 and presented as follows. 

• Study Goals. How clear is the study goal? What type of study can be recognized from the goal? It 
is hard to imagine that one could conduct a study without a clear sense of goals. The goals in a 
study serve two main functions for the study: First, they help justify the study by stating why the 
study is worth doing (i.e., the motivation and purpose of the study); second, they state what the 
researcher wants to find out in the study (i.e., the problem statement of the study). At the high 
level, we expect that study goals will help us, the reviewers, to understand the purpose of a study 
and thus enable us to label a study as an exploratory, confirmatory or explanatory study (see Fig. 
1). 

• Study Object. What type of object is being studied? What specifically about the object does the 
study want to focus? The study object can be anything under study [50], which provides the focus 
and scope of the study. In case studies, the study object is called “the case”, which can be a 
software project or a process. In user studies, the study object can be a software tool, an user 
interface, a composition approach etc. [50].  Here we are particularly interested in the type of 
object being studied and the specific aspect of the object. 

• Study Issues. What issues does the study want to clarify and why? The study issues of a study are 
the specific concerns with the study object. In user studies, study issues can be conceptual or 
usability issues that users have when interacting with the study object. In case studies, study issues 
are called “units of analysis” [31]. For example, the study of two major consecutive releases of a 
large legacy project can be characterized as a single embedded case study (the project) with two 
units of analyses (the two releases) [31]. 

• Research Questions. Have the research questions been clearly defined and explicitly answered? 
The importance of research questions in a qualitative study has been stated in Section 3. In this 
review framework, we expect that a user study should define and answer the research questions; 
the research questions should be related to the study goals. 
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• Study Plan. How clear is the study plan? What type of user is involved in the study? What is their 

background? How have they been recruited? Where is the study being conducted? This component 
is also called “data selection strategy” [31], in which the decisions about when and where to 
observe, whom to talk to, or what information sources to focus on are made [39]. Since user 
involvement is a defining characteristic of user studies, here we want to find out if a study has 
employed real users in the research. 

• Data Collection Methods. How does the study collect the data? What types of data are being 
collected? Has the study followed a standard data collection method? If so, which one? According 
to Maxwell [39], there is no direct relationship between the research questions of the study and the 
data collection methods used by the study; the data collection methods are the means to answering 
the research questions, not a logical transformation of the latter. However, as discussed in Section 
3, some data collection methods, such as observations and interviews, can provide richer data than, 
say, questionnaires. In addition, method triangulation is more robust than single methods, as it can 
obtain different data from different sources. Therefore, the way to judge the suitability of a data 
collection method is to see if it can give the researcher the data that are sufficient for answering the 
research questions and achieving the study goals. 

• Data Analysis Methods. How does the study analyse the data? What types of data are analysed? 
Has the study followed a standard data analysis method? If so, which one? How the data are 

Table 2. A Review Framework for Assessing User Studies 

   No.    Component Types  Review Questions 

1. Study Goals Exploratory, confirmatory, 
explanatory 

How clear is the study goal? What type of 
study can be recognized from the goal? 

2. Study 
Object 

Software technology, design 
artifact 

What type of object is being studied? What 
specifically about the object does the study 
want to focus? 

3. Study Issues Human-centric issues such as 
conceptual and usability issues 

What issues does the study want to clarify 
and why?  

4. Research 
Questions  

Variance or process questions, 
hypotheses  

Have the research questions been clearly 
defined and explicitly answered?  

5. Study Plan Types of user, observation tasks, 
interview questions, when, where 

How clear is the study plan? What type of 
user is involved in the study? What is their 
background? How have they been 
recruited? Where is the study being 
conducted?     

6. Data 
Collection 
Methods 

Observation (participant, 
detached, thinking-aloud), 
interview, questionnaire, focus 
group, or method triangulation 

How does the study collect the data? What 
types of data are being collected? Has the 
study followed a standard data collection 
method? If so, which one? 

7. Data 
Analysis 
Methods 

Qualitative analysis (e.g., 
qualitative coding, narrative 
synthesis) or mixed qualitative 
and quantitative analysis 

How does the study analyse the data? What 
types of data are analysed? Has the study 
followed a standard data analysis method? 
If so, which one? 

8. Study 
Validity 

Limitations, researcher bias, 
reliability, construct validity, 
internal, external validity 

Has the study explicitly considered validity 
threats? What types of threat has been 
discussed? 
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analyzed has to be compatible with the research questions of the study. As stated in Section 3, 
primary data of user studies are qualitative. This means that the qualitative analysis should be the 
main type of analysis in user studies. However, as Seaman [42] suggested, complementing 
qualitative analysis with quantitative analysis can enrich the representation of the data. In 
particular, quantitative or statistical analysis can be performed on the quantitative values extracted 
from qualitative data (often collected from observations or interviews). 

• Study Validity. Has the study explicitly considered validity threats? What types of threat has been 
discussed? In our review framework, without boiled down to any philosophical or theoretical 
stance of the researchers, we will be open minded by accepting a variety of criteria by which 
researchers may judge validity of their studies. 

These eight components collectively cover two main aspects of a user study: The first four components 
collectively describe the focus of a study: What is this study about? The last four components collectively 
describe the research methodology of a study: How has the study been conducted? 

This review framework will aid our review of EUSC user studies, described in the following section. 
 

4 A SYSTEMATIC REVIEW OF USER STUDIES ON EUSC 

4.1  Review Goals and Research Questions 
The goal of this review is to gain a deep understanding of user studies on EUSC, to find out what is 

meant by a EUSC user study, and how a good user study should be designed, conducted and reported. This 
goal is refined into five research questions (Table 3), in accordance with our review framework. 

To direct our review towards its goal, we have adopted a standard systematic review approach [56]. This 
approach structures the review into three phases. The first two phases, concerning the planning and 
conducting of the review, are described in Sections 4.2 and 4.3 respectively; the last phase, relating the 
reporting of the review results, is presented in Section 5. Finally, based on the review results, in Section 6 we 
answer our research questions. 

4.2 Planning The Review 
The planning phase is also called study preparation [57], which involves setting up the study design, 

defining appropriate research goals and questions, selecting relevant literature databases, and formulating 
database queries. All this amounts to the development of a review protocol [56]. The main activities in this 
phrase are described as follows. 

 

Table 3. Research Questions for The Review 

No. Research Questions  
RQ1 To what extent can we recognize the eight components of our review framework in the selected 

EUSC user studies? How cohesive are these components presented in these studies? Can we 
recognize any exemplars from the selected user studies? 

RQ2 What type of user study is most common among the selected EUSC user studies? Which 
compositional approach is most studied? What issues about EUSC tools are most studied?  

RQ3 What are the backgrounds of the participants of these studies? Where are they from? How have they 
been recruited? Where were these studies conducted?  

RQ4 What is the most commonly used data collection method in these studies? What is the most 
commonly used data analysis method in these studies?  

RQ5 What are the main characteristics of a EUSC user study? 
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4.2.2 Data Sources and Search Strings 
The search scope for this review covered all the available primary studies published in journals and 

conferences in the form of user study, conducted to study some aspects of EUSE tools. 
The following online databases were identified as the search sources as they were known to us to include 

relevant papers to this review: 
• IEEE Xplore (ieeexplore.ieee.org) 
• ScienceDirect (www.sciencedirect.com) 
• ACM DL (dl.acm.org) 
• SpringerLink (link.springer.com) 

The types of papers to be searched were: 
• Journals and magazines 
• Conference and workshop proceedings 
• Edited books (conference proceedings in Springer are published as edited books) 

Based on the initial analysis of some user studies known to us, we identified the following terms for the 
search strings: “service composition”, “mashup”, “end user”, and “user study”. 

In our search terms, we did not explicitly add specific types of user studies such as “observational study”, 
“interview” and “questionnaire” since they were unlikely to occur independently of the term “user study”. 

Based on the above terms we composed a general Boolean search string S: 
S =  (“service composition” OR mashup) AND “end user” AND “user study” 

We then adapted this string to the four databases based on their search engine. We found that we can apply 
the string as is to both IEEE Xplore and Science Direct, but we need to decompose this string into the 
following two substrings for ACM DL and SpringerLink: 
 

S1 = “service composition” AND “end user” AND “user study” 
S2 = mashup AND “end user” AND “user study” 
 
The reason for this is that ACM DL’s advanced search only uses “AND” (+) to query the database so we 

need to decompose the “OR” string into two separate strings that only contain “AND” operator. The problem 
with SpringerLink is different. While we appeared to be able to apply the entire string to the search engine, 
the search returned 39,770 results. If we limited the results to English publications, we still had 39,664 
results. Clearly, we had to do something to reduce this number before we could even start study selection. 
We therefore decided to use two substrings to query SpringerLink and found the number of returned results 
manageable. 

Table 4. Inclusion (I) and Exclusion (E) Criteria for Study Selection 

I/E No. Criterion 
I 1 Include the primary studies in the form of conference papers or journal articles that report user 

studies on some quality or usability issues of EUSC technology. 
I 2 If a paper reports multiple user studies that meet the above criterion, include all the studies in 

the paper and treat each study as an individual study. 
I 3 Where several papers report the same user study, only include the one with the most complete 

description. 
E 4 Exclude the materials such as contents pages and editorials, white papers, commentaries, 

extended abstracts, and communications. 
E 5 Exclude the papers that are not primary studies, including research method papers, opinion 

papers, and different types of review paper.  
E 6 Exclude the papers that report user studies in other service composition context, such as mobile, 

big data, cloud computing, and IoT. 
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The discrepancy between different search engines used by different digital libraries has been a challenge 
to systematic reviews. Whilst Kitchenham et al. [56] suggested that the search strings need to be adapted to 
suit the specific requirements of difference databases, Brereton et al. [58] noted that current online search 
engines are not designed to support systematic literature reviews. We will return to this topic late in the 
paper, when we discuss the threats to the validity of our review in Section 8. 

4.2.3  Inclusion and Exclusion Criteria 
No matter how accurate search strings may be, the results returned can always contain a large number of 

irrelevant studies. Systematic reviews require the use of a set of explicitly defined inclusion and exclusion 
criteria to assess each potential primary study, to determine its relevance or otherwise and to reduce the 
number of relevant studies to a manageable size. We have defined three inclusion and three exclusion criteria 
for our review (Table 4). 

4.3 Conducting the Review 
Based on the defined review protocol, this phase is when the actual review is conducted. Below we 

describe the main steps we conducted in this phrase. 

4.3.1 Database Search 
This step involved using the predefined search strings to query the identified four databases to obtain a 

set of primary studies. The 616 search results for our review, together with the search method for each 
database and the filter applied, are given in Table 5. The search results were imported into an EndNote 
library (a bibliography management system) for study selection and review. 

4.3.2 Study Selection 
This step entailed the selection of the relevant primary studies from the 616 search results according to 

our predefined inclusion and exclusion criteria (Table 4). We conducted study selection in this order: 
1. Exclude the papers according to E4, E5 and E6. 
2. Include the papers according to I1, I2 and I3. 
In determining the relevance of a study, we adopted the standard majority voting procedure [57], where 

we assigned two reviewers (the first and the last authors) to select each study independently. If a reviewer 
considers a study relevant, 1 point is given, 0 otherwise. After all the studies are considered this way, the 
studies that have 2 points are selected; the studies that receive 0 point are deselected. The studies that have 1 
point are then entered into the second round of review by the third and fourth reviewers (the second and third 
authors) independently. At the end of the second round, the studies that have at least 2 points are selected 
and the studies that receive 1 point are deselected. We found that two rounds of section are sufficient. 

Each reviewer followed this process to establish the relevance of a study: read the title and abstract of the 
study to determine if it is relevant or not; if yes, assign 1 point to the study; if not, read the full text of the 
study to determine its relevance; if yes, assign 1 point to the study; if not, assign 0 point to the study. We 
exercised caution when considering the relevance of a study purely based on its title and abstract, as the title 
and abstract may not tell the full story of the study. 

To identify duplicate studies, we ordered the studies by author. When the same authors were found in 
multiple studies, each of these studies were checked against the inclusion and exclusion criteria. At the end 
of the third step, 45 papers were selected for the review. Among these papers two of them each reports two 
user studies for EUSC, thus the total number of selected studies is 47. The selected 45 papers are listed in 
Appendix A and their distribution over the publication channels is given in Appendix B. 

 

Page 13 of 31

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

31:14    Liping Zhao et al.  

Manuscript submitted to ACM Trans. The Web. 

4.3.3 Data Extraction 
The purpose of data extraction (i.e., data collection) is to obtain the required data that can contribute to 

answering the research questions of the review. We performed the following tasks for this step: 
1. Read each selected study in detail to obtain an overall picture of the study. 
2. Extract the descriptions from each study based on the eight components of our review framework. 
3. Pull out the publication details of each study from the EndNote library. 

As the data in literature review are qualitative (i.e., descriptions and diagrams), we adopted the open 
coding procedure (see Section 3) for the second task, where we broke down the descriptions of each study 
into different categories to identify their correspondence to the eight review components. We also used 
content analysis to identify substantive statements in each study. 

We performed these tasks independently and crosschecked each other’s data to ensure the interpretation 
of the data in relation to the eight components is correct. After we completed data extraction for all 47 
studies, we merged our individual datasets into one master dataset. 

4.3.4 Data Synthesis and Analysis 
Data synthesis was performed as follows: 

1. The data extracted from each study were sorted and aggregated into eight categories, 
corresponding to the eight review components. 

2. Within each category, the data were sorted into different subcategories (types). For example, the 
data in the Study Goals category were classified into one of the Exploratory, Confirmatory and 

Table 5. Data Sources, Search Methods and Results (Searches conducted from January 2018 to 
March 2018, and updated in October 2018) 

Database Search Method Filter Years 
Covered 

Results 

IEEE Xplore Command search: (“service 
composition” OR mashup) 
AND “end user” AND 
“user study” 

Metadata only (searched fields: 
Title, abstract, keywords) 

2005 – 
2018 

67 

ScienceDirect Advanced search: (“service 
composition” OR mashup) 
AND “end user” AND 
“user study” 

Computer Science journals, 
Publication years, web service, 
web application (searched 
fields: Title, abstract, 
keywords) 

2005 – 
2018 

230 

ACM DL Advance search 1: 
(+"service composition" 
+"user study" +"end user") 

Publication years (searched 
fields: Title, abstract, 
keywords) 

2005 – 
2018 

42 

 Advance search 2: 
(+mashup +"user study" 
+"end user") 

Publication years (searched 
fields: Title, abstract, 
keywords) 

2005 – 
2018 

129 

SpringerLink Command search 1: 
"service composition" AND 
"user study" AND "end 
user" 

English (searched fields: Title, 
abstract, keywords) 

2007 - 
2018 

56 

 Command search 2: mashup 
AND "user study" AND 
"end user" 
 

English (searched fields: Title, 
abstract, keywords) 

2008 - 
2018 

92 

Total    616 
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Explanatory subcategories; the data in the Data Collection Methods category were divided into the 
Observation, Interview, Focus Group, and Questionnaire subcategories. 

These categories and subcategories are tabulated in Appendix C. 
For each category and each subcategory of data, we conducted both quantitative and qualitative analysis. 

The quantitative analysis produced the “headcount” for each subcategory (e.g., the number of Exploratory 
studies, the number of the studies that employ the Observation method, etc.). We used quantitative coding to 
generate the quantitative values for our review. The results of our qualitative and quantitative analysis are 
presented in the following section.   

 

5 REVIEW RESULTS 
In this section, we present the review results according to the eight components of our review framework. 

5.1  Study Goals 
Review questions: How clear is the study goal? What type of study can be recognized from the goal? 
Of 47 selected studies, 39 (83%) have clearly stated their high-level goals so that we could easily 

recognize their study types and for the eight remaining studies, we can infer their goals from their 
description. We found 27 (57%) exploratory studies, 11 (23%) confirmatory studies and 9 (19%) explanatory 
studies (Fig. 2). 

We noted that exploratory studies were concerned with the general and high-level issues, such as: 
• To find out what the tool/approach can do (5) 
• To seek new insights into the tool/approach (5) 
• To discover problems in the tool/approach (3) 
• To identify usability issues of the tool/approach (10) 
• To examine the effectiveness and usefulness of the tool/approach (4) 

The predominance of the exploratory studies suggests that user studies may be used primarily for 
exploratory purposes, a characteristic similar to case studies [31]. This may be related to the pragmatic 
nature of empirical software engineering research, where the practical implications of a certain practice are 
more relevant than the questions on abstract philosophical principles. Exploratory studies are a direct way to 
find out problems in practice. 

 

Fig. 2. The 47 EUSC user studies are classified into 27 exploratory studies, 11 confirmatory studies and 9 
explanatory studies. 

5.2 Study Object 
Review questions: What type of object is being studied? What specifically about the object does the study 

want to focus? 
There are three types of object being studied: EUSC Tool, Process and Feature. Fig. 3 (a) shows the 

number of the studies that investigated each type of the object and the distribution of the 47 studies with 
respect to their object types across the three study types. Fig. 3 (a) also shows that the most studied objects 
are EUSC tools, followed by EUSC features and processes. 
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We noted that a total of 16 different tools were investigated; S8-a and S8-b were the only two studies that 
have evaluated the same tool. This suggests that the recurrence of these tools in the 47 studies was very low. 
Indeed only Yahoo!Pipes occurred in five studies (S8-a, S8-b, S31, S34, S30) and the remaining tools just 
occurred in one or two studies at most. We also noticed that most tools described were either research 
prototypes or extensions of industrial tools, such as Yahoo!Pipes and Microsoft Popfly. This suggests that 
EUSC tools were still at an early development stage. 

 

(a) Distribution of types of study objects across (b)  Distribution of compositional approaches

Fig. 3. Distribution of different object types and compositional approaches. 

Specifically for these object types, the selected studies have focused on compositional approaches. Fig. 3 
(b) shows that the interface-based approach was the most studied approach, whereas the language-based 
approach was the least studied. Interestingly, while the form-based approach was considered to be closer to 
the mental model of end users [1], [22], it was less studied than the flow-based composition approach. This 
might be due to the popularity of some industrial EUSC tools such as Yahoo!Pipes and Microsoft Popfly, 
both of which are flow-based. 

5.3 Study Issues 
Review questions: What issues does the study want to clarify and why? 
Different studies have focused on a different set of issues, but by following ISO/IEC 25010 standard [30], 

we have normalized the main issues in these studies into the following categories: 
• Operability: To what extent can the users operate the EUSC tool to perform their tasks? 
• Appropriateness: How appropriate is the tool for the users? 
• Efficiency: How efficient is the tool? 
• Learnability: How easy is it for end users to learn about the functionality of the tool? 
• Effectiveness: How effective and accurate is the tool? 
• Context Coverage: To what extent can the tool be applied consistently in many different 

situations? 
• Understandability: To what extent can the users understand the functionality and suitability of the 

tool for the task at hand? 
The distribution of these issues in the 47 studies is given in Table 6 and some observations are discussed 

below. 
First, we found that the majority of these issues are related to the usability of the EUSC tools, whereas 

only two issues (learnability and understandability) are concerned with the conceptual problems of the tools. 
Second, operability is the most studied usability issue, which were found in all 27 exploratory studies; on 

the other hand, understandability is the least studied conceptual issue, which were found only in the 
explanatory studies.   
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There is a strong relationship between the studies that investigate the usability issues and the exploratory 
studies. A possible explanation is that most exploratory studies aim to gain an understanding of the usability 
or usefulness of the EUSC tools, rather than other more complex, conceptual issues. 

 5.4   Research Questions  
Review questions: Have the research questions been clearly defined and explicitly answered?  
We can only find the research questions in eight studies (17%). Yet, only six of them (13%) have 

explicitly answered the questions. 
For the rest of the studies, eight studies postulated research hypotheses at the beginning of the research 

and set out to test the hypotheses. As stated earlier, in qualitative studies, hypotheses are developed as 
tentative answers to the research questions [31], [39]. Although they are related to the research questions, 
they cannot be used as substitutes to the research questions. 

Clearly the lack of research questions in the selected EUSC user studies is a major weakness in these 
studies.   

5.5  Study Plan 
Review questions: How clear is the study plan? How clear is the study plan? What type of user is 

involved in the study? What is their background? How have they been recruited? Where is the study being 
conducted?     

These studies have described their study plan in various details. Easily noticeable is that most studies 
(44/47) were conducted in a university lab and there were none conducted in an industrial setting. 
Correlating to this is that the main participants of these studies were made of the university students. The 
proportion of different types of user is summarized as follows: 

• 20 studies (43%) exclusively used students; 
• 5 studies (11%) exclusively used professionals; 
• 10 studies (21%) used a mix of students and professionals; 
• 12 studies (25%) provided no information about the types of user in their studies; 
• Finally, only 4 studies (about 9%) used real users. 

Most studies judged the technical backgrounds of the users according to their programming skills. 17 
studies (36%) employed the users without programming skills; 4 studies (9%) employed the programmers as 
their users; and 22 studies (46%) used both programmers and non-programmers as their users. There were a 
small number of studies that reported the backgrounds of the users in terms of gender, age, education, skills, 
experience, and relevant training of the subject. 

The users in these studies were recruited by different methods. The most common method was 
volunteering. Out of 47 studies, 27 (57%) used volunteers (mostly students). In eight studies (17%), money 
was used as an incentive to motivate people to participate, and in one study, it was mandatory for students to 
take part, as the study was introduced as part of the course.  Lastly, in eight studies (17%), no information 
was provided on the recruitment method used. 

Table 6. Top Study Issues Identified and Their Occurrences in the Number of Studies (out of 47) 

Study Issue No. Studies  Study Issue No. Studies 
Operability 38 Effectiveness 10 
Appropriateness 23 Context coverage 5 
Efficiency 21 Understandability 5 
Learnability 18   
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Table 7 summarizes the statistics of the participants in the selected studies. 

5.6 Data Collection Methods 
Review questions: How does the study collect the data? What types of data are being collected? Has the 

study followed a standard data collection method? If so, which one? 
All the studies have used a standard data collection method. The types of data collection method and the 

number of the studies that use them are: 
• Observation-based triangulation (27 studies) 
• Observation (6 studies) 
• Questionnaire (5 studies) 
• Interview-based triangulation (6 studies) 
• Focus group (3 studies) 

Observation-based triangulation was the most frequently applied approach, in which observation was 
used as the main data collection method, followed by an interview or questionnaire. Observation-based 
method triangulation was the most frequently applied data collection method. We noted that this type of 
triangulation has the form of Observation with X (where X = Thinking-Aloud OR Interview OR 
Questionnaire). 

The data collection procedure is generally described in detail in all the selected studies. For observational 
studies conducted in the lab, users were given different EUSC related tasks to perform, through which 
observations were made and data were collected. We have organized these user tasks into the following 

categories: 
• Search – load, browse, find, retrieve, filter 
• Create – build, make 
• Compose – select, add, connect, merge, compile, aggregate 
• Modify – customize, edit, update 

The occurrences of these task types in different study categories are shown in Fig. 4. Note that one single 
EUSC user study may ask users to perform one or more types of task; conversely, not every task type is 
performed in every study. Thus the total occurrences of the task types in each study category can be more or 
less than the actual number of the studies in each category. 

Table 7 Statistics of Study Subjects in the 47 EUSC User Studies  

Population No. 
Studies 

Background No. 
Studies 

Recruitment No. 
Studies 

Student 20 Programmer 4 Volunteer 27 
Professional 5 Non-programmer 17 Paid 7 
Mixed 10 Mixed 22 Compulsory 1 
Unknown 12 Unclear 4 Unclear 12 
Total 47 Total 47 Total 47 
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Fig. 4. Distribution of different task types across different study types. The most performed task was Compose. 

Fig. 4 shows that the most performed task type was Compose, occurring in 23 (66%) of the 35 studies, 
and the least performed was Modify, occurring in five (14%) of the studies. The Search and Creation tasks 
respectively occurred in 15 (43%) and 16 (46%) of the studies. This distribution is consistent with the 
purpose of EUSC, which is for service composition. However, none of the studies described why the specific 
tasks were chosen.  

Another type of triangulation is interview-based, with three forms: Interview followed by Focus Group, 
used in two studies, and Focus Group followed by Questionnaire and Interview followed by Interview, found 
in one study each. In total, method triangulation (both observation-based and interview-based) was used in 
33 studies (70%). 

By contrast, single methods were only used in 13 studies, with the observation being found in six studies, 
the questionnaire in five and the focus group in two.  Fig. 5 shows the distribution of the data collection 
methods used in the 47 studies across three study types. 

We believe that the high level of method triangulation in these studies is the strength of these studies. As 
described in Section 3, method triangulation allows for different data to be collected and can improve the 
validity of empirical studies. We noticed that in observation-based studies, interviews were conducted as a 
kind of “warm-up” session, before observations were carried out.   

Overall, the observational method was the dominant data collection method, as it was used as a single 
method in six studies and as the main method in method triangulation used in 25 studies. This finding 
suggests that the current EUSC user studies were predominantly observational studies. 

 

Fig. 5. Distribution of data collection methods in the 47 EUSC user studies across the three study types. Observation-based 
methods were most frequently used. 
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5.7 Data Analysis Methods   
Review questions: How does the study analyse the data? What types of data are analysed? Has the study 

followed a standard data analysis method? If so, which one? 
In contrast to data collection methods, descriptions of data analysis methods were implicit in the selected 

studies. By examining how these studies analyzed and presented data, we inferred the following data 
analysis methods from these studies: 

• Descriptive statistics (18 studies) 
• Narrative analysis (13 studies) 
• Mixed analysis (11 studies) 
• Hypothesis testing (5 studies) 

Based on our inference, descriptive statistics (quantitative analysis) was the most used analysis method, 
used in 18 studies (38%). This seems to confirm the statement made by Runeson et al. [31] that descriptive 
statistics is often a natural step before any other analysis methods are applied. 

Overall, quantitative analysis (i.e., descriptive statistics and hypothesis testing) is the most used analysis 
type, found in 23 out of 47 studies. The remaining 24 studies were split more or less evenly, with 13 using 
qualitative analysis (i.e., narrative analysis) and 11 using a mixed analysis method. Mixed analysis methods 
are of two types: descriptive statistics complemented with narrative analysis (10 studies) and hypothesis 
testing combined with narrative analysis (one study). Fig. 6 shows the distribution of different data analysis 
methods in the 47 studies across three study types. 

We noted the following relationships between these analysis methods and the types of data they analyze 
in the studies: 

• Descriptive statistics and hypothesis testing were always applied to quantitative data, regardless of 
their usage as a single method or as part of a mixed method. 

• Narrative analysis, when used as part of a mixed method, was applied to both qualitative and 
quantitative data. The way this method processed quantitative data was through translation and 
interpretation, and the way it handled qualitative data was by narrative summary. 

• However, when used by itself, narrative analysis was only applied to qualitative data, to provide a 
narrative summary. Furthermore, when used alone, narrative analysis tended to be employed in a 
superficial way, to provide a brief summary of the results, as demonstrated in studies S35, S36, 
S37, S38, and S39.   
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Fig. 6 Distribution of data analysis methods in the 47 EUSC user studies across the three study types. Descriptive statistics 
was used most. Quantitative methods (i.e., descriptive statistics and hypothesis testing) were more popular than qualitative 

methods (narrative synthesis). 

An interesting observation is that there is an asymmetric relation (or anti-symmetry) between method 
triangulation and mixed analysis methods, in that while method triangulation was leading in data collection, 
mixed analysis was trailing behind. This might be regarded as a weakness in the current EUSC studies. 

5.8  Study Validity 
Review questions: Has the study explicitly considered validity threats? What types of threat has been 

discussed? 
Only five studies (11%) have explicitly considered validity threats. These studies are S8-a, S8-b, S16, 

S22, and S45. This is the weakest component in the selected studies. 
Four of these five studies discussed construct, internal and external validity threats, which are in line with 

a positivist stance. One of them, S16, considered internal, external and statistical validity, where statistical 
validity is similar to reliability validity, so we can say that this study also took a positivist stance. 
Easterbrook et al. found that survey research and case studies in SE are frequently conducted with a 
positivist stance, as influenced by controlled experiments [40]. 

6 RESEARCH FINDINGS 
In this section, we use the review results to answer our research questions. 

RQ1:  To what extent can we recognize the eight components of our review framework in the selected 
EUSC user studies? How cohesive are these components presented in these studies? Can we 
recognize any exemplars from the selected user studies? 

We can only find all eight components in three studies (S8-a, S8-b and S45). The remaining studies either 
miss the Research Questions (39/47) or Study Validity (42/47) or both of these components (39/47). This 
means that nearly 94% of the studies (44/47) have explicitly described the remaining six components.   

To assess the cohesion of these components in the selected studies, we focus on the following inter-
component relationships in these studies (similar to chain of evidence [41]): 

1. Is there a clear link between these questions and the study issues? 
This link is clear only to the eight studies that have posed the research questions.  

2. Is the data collection method used in the study appropriate to the study goal? 
Yes, there is a clear link between the study goal and data collection method in all the studies. 

3. Is the data analysis method used in the study appropriate to the collected data? 
Not clear, as none of the selected studies gives an explicit justification on why they have used a 
certain data analysis method.  

4. Is there a clear link from the collected data to the study conclusions? 
No, this connection has not been explicitly established in the studies. 

5. Is there a clear link between the study tasks and the study issues? 
Partially. Most studies did not provide a clear definition of their study issues. Consequently, 
whether the tasks performed are appropriate is not clear. 

Our conclusion is therefore that the 47 EUSC user studies are not very cohesive with respect to the eight 
components of our review framework. 

Finally, we regard the three studies (S8-a, S8-b and S45) as exemplary user studies on EUSC (Table 8), 
not only because they contain all eight components, but also because these components are cohesive in these 
studies. Interestingly, all three studies were reported by the same set of authors. A summary of these three 
studies is provided in Appendix D. 

RQ2:  What type of user study is most common among the selected EUSC user studies? Which 
compositional approach is most studied? What issues about EUSC tools are most studied?  
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Based on our review results (Section 5.1), Exploratory Study is the most common type of study, found in 
more than half of the selected studies (57%), whereas Explanatory Study is the least common type, found in 
less than one fifth of the studies (19%). 

According to Section 5.2, the interface-based approach is most studied, found in 21 studies. Of these 
studies, 11 are exploratory. 

As discussed in Section 5.3, the majority of the issues are related to the usability of the EUSC tools, 
whereas only two issues (learnability and understandability) are concerned with the conceptual problems of 

the tools. In addition, operability is the most studied usability issue, which were found in all 27 exploratory 
studies; on the other hand, understandability is the least studied conceptual issue, which were found only in 
the explanatory studies. This could be an indication that most exploratory studies were concerned with the 
issues closely related to usability, rather than conceptual. 

RQ3: What are the backgrounds of the participants of these studies? Where are they from? How have 
they been recruited? Where were these studies conducted? 

Based on Section 5.5, four studies (less than 10%) are found to have exclusively used programmers; 17 
studies (about 36%) have exclusively used non-programmers; 21 studies (about 45%) have used both types 
of participants. The remaining four studies have not declared the backgrounds of their participants. 

The participants of these studies are drawn from the student and professional communities, with the 
students as the main source of participants, who have been exclusively used in 19 studies. Professionals have 
been exclusively used in five studies, whereas a mix of both students and professionals are used in 10 
studies. There are 12 studies that have not explicitly specified where their participants are from. 

Most studies (more than half) have recruited volunteers in their studies; 7 studies have paid their 
participants and one study was carried out as part of a course so their participants are mandatory. There are 
12 studies that have not explicitly stated how they have recruited their participants. 

The above answer shows that more than a quarter of the studies have not adequately described the study 
plan.   

RQ4:  What is the most commonly used data collection method in these studies? What is the most 
commonly used data analysis method in these studies? 

Our review found that 33 studies (70%) have either used an observation or an observation-based method 
for data collection. For data analysis, about a half of the studies have used qualitative (narrative analysis) or 
qualitative-based analysis (mixed method) and another half have used quantitative analysis (descriptive 
statistics and hypothesis testing). 

This asymmetric relationship between data collection and data analysis methods in the selected studies is 
concerning, because all the selected studies have used a qualitative method for data collection, but when it 
comes for data analysis, a half of these studies have solely used a quantitative method. We consider the lack 
of using qualitative analysis in the selected studies to be another major limitation in the selected studies. 
Seaman [42] argued that nearly any software engineering issue is best investigated using a combination of 
qualitative and quantitative methods. Since user studies are qualitative, qualitative analysis methods should 
be the primary analysis methods in these studies. 

Table 8. Exemplary EUSC User Studies 

S8-a & 
S8-b 

S. K. Kuttal, A. Sarma, and G. Rothermel, “On the benefits of providing versioning support 
for end-users: An empirical study,” ACM Transactions on Computer-Human Interaction, 
vol. 21, pp. 1-43, 2014. 

S45 S. K. Kuttal, A. Sarma, G. Rothermelc, and Z. Wang, “What happened to my application? 
Helping end users comprehend evolution through variation management,” Information and 
Software Technology, vol. 103, pp. 55-74, 2018 
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RQ5: What are the main characteristics of a EUSC user study? 
Based on our answers to RQ2 – RQ4, we suggest that a typical EUSC user study should have the 

following characteristics: 
• Primary goal: Exploratory 
• Study object: EUSC tool 
• Primary study issue: Usability 
• Primary participant: Non-programmer (i.e., ordinary user) 
• Primary data collection method: Observation 
• Primary data: Qualitative 
• Primary analysis method: Qualitative 

7 REFLECTION AND PROPOSAL OF A DESIGN FRAMEWORK FOR EUSC 
USER STUDIES 
In this section, we first reflect on our review and then propose a guideline for designing, conducting and 

reporting future EUSC user studies. 

7.1  Reflection 
7.1.1  Reflecting on Review Results 

Our review results have shown some major limitations with the selected EUSC user studies. First, more 
than 80% of the selected studies miss the Research Questions or the Study Validity component in their 
report. We do not believe that this omission is intentional; rather, we believe that this indicates a lack of a 
clear guideline on what should be included in a user study report. 

Second, the description of the Study Plan component is not complete, as more than a quarter of the 
studies have not adequately described this component. 

Third, the descriptions of data collection and analysis methods in these studies are not detailed enough, 
particularly on the ‘how’ and ‘why’ aspects. The main reason for this might be down to page limit imposed 
on the reports of these studies, especially if the study has been published as a conference paper. It could also 
be that the researchers did not know what should or should not be reported and how much it should be 
reported. In the latter case, a clear guideline would be helpful. Finally, a half of the studies have not used 
qualitative data analysis methods. 

The question is: What should be included in the guideline and in what form? 

7.1.2 Reflecting on our Review Framework 
Our review framework was formulated based on many influential guidelines for qualitative studies. The 

framework is component-based, which emphasizes the separation of concerns in a study.  As Yin [59] states, 
“Every type of empirical research has an implicit, if not explicit, research design.”  Our intention for this 
review framework was therefore to make the design of user study explicit, to get it out in the open, where its 
strengths, limitations, and implications can be clearly understood [39]. So our framework has served its 
purpose in this regard, by helping us review each of the 47 selected studies in a systematic manner. 

The question is: Can we reposition this review framework so that it can be used as a design framework 
for user study design? 

The answer is we can, because the report of a study should reflect the study itself and the review 
framework should also at least partially reflect the actual structure of the study itself. 

But, as is, through our use of this framework, we have identified two major weaknesses in it: On the one 
hand, the framework is not concise enough and two of its eight components – Study Object and Study Issues 
– are overlapping. We believe these two components should be combined into one, which can be called 
“Study Problem”. 

On the other hand, the framework misses one important component, that of the theoretical frame of 
reference that guides and informs the study [39], [31]. 
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Maxwell calls such a frame of reference “conceptual framework”, which is the system of concepts, 
assumptions, expectations, beliefs, and theories that researchers draw on for understanding the people or 
issues they are studying [39].  It gives a tentative theory of what you think is going on with the phenomena 
you are studying and why. However, using theories to underpin empirical research is not yet well established 
in SE and Runeson et al. [31] suggested that related work can be used as a temporary alterative to the theory. 
This seems to be an accepted practice in qualitative research, as Maxwell [39] states that prior research 
findings, preliminary studies, and personal experiences can all be used to inform the study.   

Fernandez and Passoth [60] posit that empirical software engineering is shifting from a single discipline 
to an inter-discipline “where social, cultural, and human-centric issues shape the configurations of questions, 
research methods, and teams”. They point out, “When transferring approaches, concepts, and methods from 
other disciplines, we not only adopt their application, but also the underlying theories.” They call this 
“symmetrical collaboration”. 

As user study research is interdisciplinary in nature, drawing on approaches, concepts, and methods from 
SE, HCI and social science, researchers of user studies should explain at least what literature or related work 
has influenced their study. 

In addition, we found that the Study Plan component is inadequate, as it has not considered how the 
collected data will be recorded, stored and managed. We believe such a data management plan is needed to 
ensure data quality and transparency. Furthermore, we suggest that the Study Plan explicitly includes a study 
schedule, which considers the time, duration, place, environment, and timelines of the study. We believe that 
information about the time, duration and place of the study is important to a user study (and also any 
empirical study), especially when the study is intended for future replication [61]. However, this information 
is often omitted in empirical studies in both SE and HCI. We also propose to make the user recruitment plan 
as an explicit element in the Study Plan. 

7.2   Repositioning the Review Framework for User Study Design 
To reposition our review framework as a design framework for user study research, our above discussion 

suggests that the review framework should undergo the following changes: 
• To combine the Study Object and Study Issues components into one component called “Study 

Problem” 
• To introduce a new component called “Theory” 
• To enhance the Study Plan component with a user recruitment plan, a study schedule and a data 

management plan. 
The resulting design framework contains eight design components (Table 9), with the first four covering 

the Study Focus facet and the last four concerned with the Research Methodology. Similar to the review 
framework, this design framework also provides a set of questions or design decisions for each component. 
These design decisions act as a series of interrogatives, concerning “what”, “why”, “how”, “who”, “when”, 
and “where”. These questions refer to the user study researcher as “you”, to make it clear that “you”, the 
researcher, are responsible for answering these questions. 

7.3   Using the Design Framework for Reporting and Reviewing User Studies 
From the reader or reviewer’s perspective, a study is judged solely by its report. Runeson and Höst [41] 

state: “An empirical study cannot be distinguished from its reporting. The report communicates the findings 
of the study, but is also the main source of information for judging the quality of the study.” Researchers 
should therefore always have readers in their mind when presenting their studies. 

Furthermore, as we suggested above, the structure of a study should be reflected in the structure of its 
report, the idea behind our adaptation of the review framework to a design framework. This means that we 
can use the same framework for three purposes: for designing, reporting and reviewing user studies. While 
we can use the same set of components for all these purposes, we need to use two sets of questions, one for 
design and one for reporting and reviewing. Table 10 lists the questions for these latter two purposes. 
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8 STUDY VALIDITY AND LIMITATIONS 
In this section, we reflect on the potential threats to the validity of our review and the limitations of the 

review. 
1. Systematic Literature Review vs. Systematic Mapping Study. As a novice, we found that the boundaries 

between these two types of study are not clearly defined. At first we considered our review to be a mapping 
study, because it involved building a classification schema for types of user study and types of study method 
etc. However, our reviewers have pointed out that what we have done was beyond the mapping study 
because we also had to review each selected study in detail in order to understand its various components. 
One of the reviewers recommended us the article by Kuhrmann et al. [57], which provides a clear distinguish 
between these two types of study. The article also suggests that both types of study can be conducted in 
combination. Based on this understanding, our review is a mix of a systematic literature review (SLR) and a 
mapping study. However, in comparison with a pure mapping study, our mapping study has not provided a 

Table 9. A Design Framework for User Study Research 

   No.    Component Types  Design Questions 

1. Study Goals Exploratory, confirmatory or 
explanatory 

Why do you want to conduct this study? Why is 
the study worth doing? What do you want to 
achieve? What type of study (exploratory, 
confirmatory or explanatory) do you want to 
conduct?  

2. Theory Underlying theories, 
philosophical stance, related 
work, prior research findings, 
preliminary studies, personal 
experiences  

What theories, beliefs, and related work will 
guide or inform your research? What literature, 
preliminary studies, and personal experiences will 
you draw on for understanding the phenomenon 
you are studying?  

3. Study Problem Human-centric issues such as 
conceptual and usability issues 

What problem do you want to address? Has the 
problem been addressed before? Why is the 
problem worth addressing?   

4. Research 
Questions  

 What do you want to discover? What questions 
do you want to answer? Are these questions 
related to your research problem? 

5. Study Plan User recruitment plan, study 
schedule and data management 
plan 

How are you going to recruit the participants 
(users) for your study? What type of user will be 
recruited and how many? What is your study 
schedule (where, when and for how long)?  How 
are you going to manage your study data? 

6. Data Collection 
Methods 

Observation (participant, 
detached, thinking-aloud), 
interview, questionnaire, focus 
group, or method triangulation 

Where is your data source? How do you collect 
data (observation, interview or triangulation 
etc.)?  Will the data collected be sufficient to 
answer your research questions?   

7. Data Analysis 
Methods 

Qualitative analysis (e.g., 
qualitative coding, narrative 
synthesis) or mixed qualitative 
and quantitative analysis 

How do you analyze the data (qualitative or both 
qualitative and quantitative)? How are you going 
to present the analysis results (tables, graphs 
etc.)? How are you going to answer the research 
questions?  

8. Study Validity Study results, conclusions, study 
limitations, researcher bias, 
reliability, construct validity, 
internal, external validity 

Do your study results adequately answer your 
research questions? Why should we believe the 
results? How might they go wrong? What are the 
potential validity threats to them? How will you 
deal with the threats?  
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big picture of the publication space [57] for EUSC user studies; instead, the purpose of our mapping study 
has been to provide a structured overview of the selected studies. In our review, we have followed the 
guidelines for performing SLRs in software engineering [56] and the guidelines for conducting systematic 
mapping studies [62], [63]. We therefore do not consider our mix of a mapping study and a SLR to be a 
validity threat to our review. 

 
2. Literature Search. The most difficult task in identifying relevant EUSC user studies is the construction 

of the search strings, because different search engines of different digital libraries work differently and have 
different requirements on search strings [58]. To tame the search engines that we were using, we iteratively 
refined our search strings through many trial searches. During the initial trial, we tested if the search strings 
could identify all the papers that were always known to us. The subsequent trial searches were conducted to 
ensure that the search strings could find all the relevant papers cited in the known papers, a kind of 

Table 10. Using the Design Framework for Reporting and Reviewing User Study Research 

   No.    Component Types  Questions for Reporting and Review 

1. Study Goals Exploratory, confirmatory or 
explanatory 

What is the purpose and type of the study? 

2. Theory Underlying theories, 
philosophical stance, related 
work, prior research findings, 
preliminary studies, personal 
experiences  

Is the study based on a theory or related work? 

3. Study Problem Human-centric issues such as 
conceptual and usability issues 

What problem does the study want to investigate? 
Why is the problem important?  

4. Research 
Questions  

 Has the study clearly defined the research 
questions and explicitly answered them? Are the 
questions appropriate and linked to the research 
problem? 

5. Study Plan User recruitment plan, study 
schedule and data management 
plan 

How clear is the study plan? What type of user is 
involved in the study? What is their background? 
How have they been recruited? Where is the 
study being conducted and when? How are the 
data going to be managed?  

6. Data Collection 
Methods 

Observation (participant, 
detached, thinking-aloud), 
interview, questionnaire, focus 
group, or method triangulation 

How does the study collect the data? What types 
of data are being collected? Has the study 
followed a standard data collection method? If so, 
which one? 

7. Data Analysis 
Methods 

Qualitative analysis (e.g., 
qualitative coding & narrative 
synthesis) or mixed qualitative 
and quantitative analysis 

How does the study analyse the data? What types 
of data are analysed? Has the study followed a 
standard data analysis method? If so, which one? 

8. Study Validity Study results, conclusions, study 
limitations, researcher bias, 
reliability, construct validity, 
internal, external validity 

Have the study results adequately answered the 
research questions? Why should we believe the 
results? What are the potential validity threats to 
them? How has the study dealt with the threats? 
Does the report provide a clear chain of evidence 
from the goals to data collection to analysis to 
conclusion? Is the report coherent, easy to read 
and well structured? 
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“backward snowballing” search [64]. As described in Section 4.2, we also decomposed our master search 
string into two substrings for ACM DL and SpringerLink. We noted that other researchers also used different 
search strings to cater for different search engines [63]. However, with hindsight, our search strings could be 
refined further, to consider study context and domain [65].  Due to this limitation, we will have inadvertently 
and inevitably missed many relevant studies. This is a common limitation to all literature reviews (including 
both systematic and non-systematic reviews), because it is simply not possible to find every relevant study. 
Wohlin et al. [66] and Petersen et al. [63] argued that since the actual population of all relevant studies is 
unknown, researchers should aim at finding a representative sample the population. 

3. Searched Databases. We have made an informed decision to focus only on four major digital libraries, 
as we knew that contain relevant studies. There are many other libraries that we have not searched, including 
Oxford University Press Library, Wiley, Indersciences, and IGI Global. This is clearly a limitation of our 
review as our search coverage is not comprehensive. However, no review can possibly cover all the libraries, 
due to time constraints and page limits on papers. We do not consider Google Scholar to be suitable for 
literature review, as it was designed to search a wide range of documents and could return hundreds or even 
thousands of irrelevant papers. 

4. Study Selection. Once the search results were obtained, selecting the relevant EUSC studies also posed 
a potential threat to our study, as we were facing hundreds of potentially relevant papers. We have mitigated 
this threat by taking the following countermeasures: 1) carefully designing a set of comprehensive inclusion 
and exclusion criteria supported by a selection process and 2) scrutinizing the papers written by same authors 
to ensure no duplicate studies were included in our selected studies. To determine the relevance of each 
study, we have adopted a procedure similar to the majority voting [57] to vote the study, as described in 
Section 4. 

5. Data Extraction. Systematic reviews in SE are qualitative research as they deal with natural language 
descriptions [58]. The data to be extracted are also mostly qualitative, as they are descriptive. One potential 
threat to data extraction is that data can be distorted by the researcher’s misinterpretation. This threat can be 
difficult to avoid in SE literature reviews due to the lack of standard terminology and standards for reporting 
experiments [67]. Common counter-measures are to have two researchers to extract the data independently 
[67], or to have one researcher acting as data extractor and another acting as data checker [58].   

We combated the data extraction threat at two levels: At the conceptual level, our review framework 
provides a detailed specification and terminology for each data item we were looking for. The framework 
also served as a map to navigate us through the unstructured text of each study. 

At the procedural level, all the researchers acted as both data extractor and data checker. We divided the 
data extraction task vertically for the whole collection of the 47 studies and used the same data extractor for 
the same data item. We recorded the extracted data on Google Sheets to facilitate crosschecking and 
processing of data. When a data extractor could not determine the type of a study aspect, he or she would 
leave a comment on Google Sheets, which would then be dealt with by the fellow data extractors. Extracted 
data were double or triple checked by all researchers; doubts and questions were dealt with continuously and 
timely through weekly consensus meetings via Skype. After consensus meetings, only a small proportion of 
data items needed to be rechecked again. However, our detailed and rigorous data extraction was possible 
because we were only dealing with a relatively small set of studies. 

6. Data Synthesis. The main threats to the validity at this stage are potential researcher bias and statistical 
errors. Our countermeasures for these threats were similar to those of data extraction. We divided the data 
synthesis task vertically for the whole collection of the 47 studies and used the same researcher for the same 
data item. We used the spreadsheet functions on Google Sheets to automatically count and aggregate the 
numbers. 

To ensure the accuracy of data synthesis, we revisited each study to do fact checking. At the end we 
believe we have high confidence in the robustness of the synthesized review results. 

7. Data Analysis. The main validity threat to data analysis is related to statistical errors. To avoid this 
threat, we conducted data analysis meticulously, and the results were checked and rectified independently by 
each of us. In addition, our predefined review framework provided a standard structure for results analysis 
and ensures that we analysed each study element consistently and systematically. 
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8. Study Scope. One limitation of this review is our choice of the type of EUSC user studies, that is, we 
only focused on user studies on desktop based EUSC technologies. Our intention was to restrict our 
investigation to a homogeneous group of EUSC user studies so that we could have a level playing field for 
selecting and reviewing relevant studies. Our future work will investigate EUSC user studies in other 
computing paradigms.   

9 CONCLUSIONS 
Motivated by our desire to provide a good understanding of what constitutes a user study for EUSC and 

how such a study should be designed, conducted and reported, we have embarked on the following journey: 
First, from many influential guidelines for empirical studies, we have synthesized a robust review 

framework. While the original purpose of this framework was to allow us to systematically and consistently 
characterize and assess the 47 selected EUSC user studies, we believe it should be more general than it was 
intended, because it was built on eight fundamental components of empirical studies. 

Second, based on this framework we have conducted a systematic review of the 47 relevant user studies 
for EUSC to assess their focus, methodology and overall cohesiveness. The assessment has revealed the 
fundamental problems of these studies, which include missing the research questions in more than 80% of 
the studies, lack of important details in describing data collection and analysis methods in more than two 
thirds of the studies, missing study validity discussion in nearly 90% of the studies, and lack of strong 
cohesion in individual studies. Although the review only focused on the EUSC user studies, the detailed 
analysis of which and the manner of the analysis should provide useful insights applicable to user studies in 
general. 

We should, however, make it clear that it was not our intention to judge the real value or contribution of 
the selected studies; instead, our aim was to find out if and how many of these studies have explicitly 
described the eight components that we consider to be essential for any empirical studies. 

Third, informed by these findings and reflecting on our review experience, we have repositioned the 
review framework for study design and consolidated its components, to provide a guideline for the design, 
reporting and reviewing of a good EUSC user study. Although the design framework and its associated 
design questions were recommended specific to EUSC user studies, as a remedy to the current state of these 
studies, they should be more generally applicable to user studies for interactive systems, because they are 
grounded on general empirical study guidelines. However, we put forward this design framework as a 
proposal for the SOC or wider communities to test, debate and improve. 

To conclude, this paper has made, in our view, four important contributions: (i) a detailed 
characterization of user study research, (ii) the development of a review framework for assessing user studies 
on EUSC, (iii) the presentation of the first ever systematic review of EUSC user studies, and (iv) the 
proposal of a more general design framework for user studies. 
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